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1. Introduction

The scope and usefulness of a flight simulator goes well beyond its pilot
training capabilities; indeed, simulators play an important role during
the design process of vehicles and control systems. The ability of a sim-
ulator to accurately predict the behavior of a helicopter using as infor-
mation only its physical characteristics would be highly desirable as it
would allow manufacturers to get an early feedback from pilots on any
design decision (concerning, for instance, handling qualities, rotorcraft-
pilot coupling proneness, etc.). However, despite the complexity and the
use of state-of-the-art components in modern simulators, they are not
yet able to provide a fully coherent representation of reality [PWP*13].
Moreover, with the aim of correcting some sub-optimal behavior in spe-
cific flight conditions and to respect the tolerances needed for the val-
idation of a flight model, a certain amount of artificial tuning is often
applied on top of the physical model. These modifications are often not
justified from an engineering standpoint and, while improving simula-
tions for particular operating conditions, they may have an adverse effect
on other parts of the flight envelope [PWP*13].

The need to tune the model can often be related to the deficiencies of the
mathematical model describing the helicopter dynamics. The physics in-
volved is indeed the result of the coupling of complex phenomena like
the nonlinear structural dynamics of the slender main rotor blades, the
complex rotor aerodynamic environment resulting from the combination
of blade motion and inflow induced by wake vorticity remaining in close
proximity of the rotor disk, the interaction of the air flow with the fuse-
lage, the main and tail rotors and mutual interactions, the interaction
with the ground, the dynamics of engine and actuators, the effects of con-
trol systems. Real-time simulation of these phenomena requires a suit-

able trade-off between modeling accuracy and computational efficiency.



1. Introduction

Modeling and simulation of the complete aerodynamic/aeroelastic re-
sponse of a helicopter rotor during arbitrary manoeuvring flight condi-
tions is yet far from being predicted with suitable accuracy. Research
in the 1990’s and 2000’s in the USA [BLP99, QKWB99, TC00, BL00a,
BLO0Ob, BL.0O1, BL03] pointed out the deficiencies in current rotor wake
modeling for simulator applications and suggested that inaccurate and
incomplete modeling of transient dynamics of the rotor wake results in
deficiencies in simulator behavior to pilot control inputs. In addition,
concerning rotorcraft pilot couplings (RPC), recent research [GSMQ13,
SGM*T08, MQM*15] highlighted the effects that aeroelastic and wake
modeling may have on pilots biodynamic response. For these reasons
the ability to include wake and aeroelastic effect in simulator models is
fundamental.

In this work, the focus is on the mathematical modeling of a main rotor
aeroelastic operator suitable for simulators, and, more in general, on the
development of a complete tool chain allowing to derive computationally
efficient, reduced-order models, from complex aeroelastic solvers to be
used for flight simulation tasks.

This work is structured as follows:

* in section 2 the finite-state rotor aeroelastic models employed in
the remainder of this work will be introduced;

* in section 3 the methodologies developed to extract linear time in-
variant state-space models from an arbitrary high fidelity solvers
will be described,;

* in section 4 the extension of these methodologies to linear time pe-
riodic state-space models will be presented,;

* in section 5 the model stitching technique will be introduced to ex-
tend the validity of the aeroelastic model in the entire helicopter
flight envelope;

* in section 6 the results obtained in two simulation sessions carried
out in the TU Delft’s SIMONA flight simulator will be illustrated,;

¢ finally in section 7 a series of concluding remarks and possible fu-
ture developments will be presented.



2. State-space main rotor
aeroelastic models

2.1. State of the art

Reduced-order (finite-state) representations of aeroelastic operators de-
veloped in the last decades, both for fixed-wing and rotary-wing prob-
lems, typically rely on the introduction of reduced-order (finite-state)
models for the unsteady aerodynamic operator (see, for instance, [HTD99,
HP93, KNB04, GCMO00, GGO08]) and are suited for aeroelastic stability
analysis.

Conversely, the proposed methodology provides a finite-state model re-
lating inputs and outputs of an arbitrary-fidelity rotor aeroelastic oper-
ator, without requiring simplifications of the aerodynamic contribution:
as such, it cannot be applied for rotor stability analysis (blade degrees
of freedom do not appear explicitly, as detailed below), but it is applica-
ble for rotorcraft aeromechanic analysis. Indeed, this novel state-space
aeroelastic modeling is suited for simulating helicopter flight dynamics,
and may be conveniently used for stability analysis and control synthe-
sis purposes, as well as for real-time simulations [GPPG14, GGP*15] as
it will be detailed in section 5 of this work.

Currently, computational tools devoted to helicopter flight dynamics and
control usually determine forces and moments transmitted by the main
rotor to the airframe by coupling its dynamics with aerodynamic loads
evaluated through sectional formulations combined with wake inflow
models. In that framework, wake inflow provides the important three-
dimensional wake vorticity effects on rotor aerodynamics, significantly
affecting the accuracy of the prediction tools. For stability and con-
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trol synthesis purposes, as well as for real-time simulations, state-space
wake inflow modeling is employed. Several models have been devel-
oped in the last decades: among them, the Pitt-Peters dynamic inflow
model [Pit80, PP81] is widely used by rotorcraft researchers and de-
signers. It relates rotor loads (thrust, roll moment, and pitch moment)
to the coefficients of a linear distribution of wake inflow over the ro-
tor disc, as derived from an unsteady, actuator-disc theory. More re-
cently, further extensions taking into account wake distortion effects
have been proposed [KPP99, ZPP04], along with methodologies for ex-
tracting finite-state inflow dynamics models from simulations provided
by high-fidelity aerodynamic solvers (thus, capable of including effects
of complex aerodynamic phenomena, like interactions with bodies and
wakes) [RKH"15, GGS™15].

For stability, control and real-time simulation purposes, the proposed
aeroelastic model could replace the set of rotor blades dynamics equa-
tions with the associated dynamic wake inflow model, and the following
evaluation of loads transmitted to the airframe.

2.2. Finite-state models description

The main rotor aeroelastic model used in throughout this work is a black
box model yielding the components of hub forces and moments generated
by the rotor, f, as a functions of of both hub motion variables x\z, namely
three velocities U, VV and W, and three angular velocities P, (), and R,
and the blade controls variables u.,. Note that, xiz collects hub dis-
placements and rotations given by combination of airframe rigid-body
motion and deformation, whereas u., collects blade pitch controls (6,
0., 61) and, if present, it may also contains non-conventional controls
like trailing-edge or gurney flaps. Furthermore, note that the output
force vector, f, might contain, separately, the loads transmitted through
the mast (first load path) and the control loads transmitted to the swash-
plate through the control chain (second load path).

Three different models are studied in this work:

* a linear time invariant model describing the behavior of an heli-

10
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copter rotor in the neighborhood of a given flight condition;

* a linear time periodic model describing the behavior of an heli-

copter rotor in the neighborhood of a given flight condition;

* a model, linear with respect to the internal states, valid in the en-
tire helicopter flight envelope obtained by applying a model stitch-

ing technique.

All these models are obtained by applying system identification tech-
niques to high fidelity aeroelastic solvers which may include periodic
and nonlinear terms, as well as time-delayed unsteady aerodynamics
contributions due to wake vorticity (and, if considered, flow compress-
ibility) effects. First, the transfer function matrices relating hub loads to
hub motion and controls are sampled through the evaluation of a suited
set of time-marching aeroelastic responses predicted by the high-fidelity
aeroelastic solver (model extraction). Then a state-space representation
of the loads transmitted to the airframe (model reduction) is obtained.
The details of how these two steps are carried out are given in section 3
while a general description of them is given below.

2.2.1. Linear time invariant aeroelastic model

The first embodiment of the aeroelastic model under analysis is repre-
sented by a linear time invariant (LTI) system. It describes the lin-
earized behavior of an helicopter rotor in the neighborhood of a given
flight condition. It yields the perturbation components of hub forces and
moments generated by the rotor, /f, as functions of perturbation of the
input vector du introduced in the previous section. All the time periodic
effects are neglected. Indeed, LTI rotor representations are computation-
ally efficient approximations of the rotor dynamics effects when relating
fixed-frame variables, for which the time-constant assumption usually
acceptable.

This particular model has been effectively applied by the research team
of the Department of Engineering of Roma Tre University within the
European project ARISTOTEL (2010-2013), aimed at defining appropri-
ate tools for prediction of proneness of modern aircraft and rotorcraft to

11
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adverse pilot coupling (A/RPC), and identifying guidelines to designers
of next generation aircraft to avoid it [PMD*11, PJDV*13, GCS*13].

Due to its LTI nature it is possible to represent the system using a trans-
fer function matrix E (s) relating the outputs Jf with the inputs du:

of (s) = E(s) du(s) (2.1)

where s is the Laplace domain variable and the 6f and Ju represent the
Laplace transformed output and input signals respectively. In turn it
is possible to represent this transfer function using the following non-
proper realization [SCG14]:

E(s) = s’Dy+sD; +Dy+C(sI-A)"'B (2.2)

or, alternatively, with the following state space system:

of :D25U+D15U+D05U+CF
(2.3)

r =Ar + Bdu

Matrices D,, D;, Dy, C, A and B are real valued and are parametrized
as detailed in section 3.2.1. The vector r collects the additional states
associated to poles of the realization. A subset of these additional states
represents the blades degrees of freedom included in the high-fidelity
aeroelastic solver whose dynamics falls within the considered frequency
range of interest, thus affecting the extracted aeroelastic transfer ma-
trices (see appendix A). The remaining additional states take into ac-
count flow-memory (delay) effects due to unsteady wake vorticity (and
flow compressibility, if included in the analysis), that are responsible for
the transcendental nature of the aerodynamics transfer functions (thus,
in principle, giving rise to an infinite-dimension, state-space problem)
[The49]. These observations suggest that the proposed model can be
also considered as a reduced-order representation of main rotor effects
on helicopter dynamics.

12
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2.2.2. Linear time periodic aeroelastic model

The linear time invariant model introduced in 2.2.1 is based on the hy-
pothesis that the periodicity of the aeroelastic operator can be neglected.
While this hypothesis is valid for most flight mechanics applications,
there are some cases where being able to model the higher order effects
caused by the time periodic behavior of the rotor is required.

A linear time periodic (LTP) model is therefore introduced. Whether
for time invariant systems the concept of transfer function matrix was
employed to describe the multiple input/multiple output dynamics of the
aeroelastic operator, to model the time periodic effects the concept of
harmonic transfer function (HTF) matrix [WH90] has to be introduced.
The HTF matrix G (s) employed in this work, explained more in detail in
section 4, relates the input Ju with an arbitrary number n; of harmonic

components of the output of, defined as:

2np,

Of (t) = 0fg (t) + Y _ [0fe (t) cos (kQt) + 6 (¢) sin (k1)) (2.4)

k=1

Matrix G (s) is formed by m = 2n;, + 1 blocks with dimension M x N,

where M is the number of outputs and N the number of inputs:

_ oo (s) -
Glc,O (8)

Gls,O (S> (2 5)

Gie0 (s)
_GnhS,O (S)_

These blocks can be seen as linear time invariant transfer function ma-

trices, each one relating the input du with a specific component of Jf:

o5ty = Gooom, fr. = Greodn, s = Gl fork=1...n.
(2.6)
By grouping the harmonic components of the forces in a vector 6f,:

~ ~ - ~ - ~ T
ofy = {ofy ofi oFiy o Ofue 0F,. ) (2.7)

13
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it is possible to express the time periodic system dynamics as a linear

time invariant system:

5F, (s) = G (s) o (s) (2.8)

It is worth noting that this system has more outputs than the LTI aeroe-
lastic model defined in 2.2.1, in particular it has m - M outputs instead
of M; the number of inputs is the same. Moreover the transfer function
matrix defined by the block is represents the LTI behavior of the system
and it is indeed equal to E [LPL14]:

Gop (s) =E(s). (2.9)

Given that G is assimilable to a transfer function a finite-state represen-
tation can be identified to obtain a time domain model:

(th :D2 ou + D1 ou + D() ou + Cr
(2.10)

r =Ar + Bdu

The time periodic output is then rebuilt by using equation 2.4.

2.2.3. Full flight envelope model

The LTI and LTP models introduced In 2.2.1 and 2.2.2, being linear,
are valid in a limited neighborhood of the selected flight condition. As
such they are not adequate for predicting rotor aeroelastic responses
within the whole flight envelope of interest for flight simulation pur-
poses, namely, when pilot controls and helicopter motion cannot be con-
sidered as small perturbations with respect to a reference flight condi-
tion.

In order to overcome such limit of applicability, a rotor state-space model,
in which the output forces f and the input controls u are not perturbation
values but the actual values, is proposed here. Starting from the LTI
model of equation 2.3 it is possible to obtain the full values of the hub

14
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forces by adding the equilibrium force vector f; to the output:

f =f, + of. (2.11)

A set of flight parameters that suitably characterize the rotor behavior
is then identified, and a parameter vector ( containing these parameters
is defined. For example, for the simulations presented in section 6 of this
work these parameters were related strictly related to some of the input
variables u (namely the hub velocities U and 1); however any external
parameter of interest may be used, for example the distance from the
ground (to take into account the ground effects), the rotor angular veloc-
ity (if the rotor model is coupled with an engine model), or the air density
po- This parameter vector is then used to build a database of LTI models
identified in the parameter space spanned by ¢ and, by using the model
stitching technique presented in section 5, an expression continuously
defining the LTI transfer functions for all the conditions spanned by ( is
obtained:

E(5,() =Dy () +sD1 () + Do () + C(Q)[sSI-A ()] 'B(() (2.12)

where the matrices Dy, D;, Dy, C, A and B are now a function of the
(. The use of this model in the time domain is explained in the details
in section 5.1; to summarize, the resulting dynamical system can be ex-
pressed with the following equation:

{f =1 (€) +D2 (¢) 9u (¢) + D1 (() 48 (Q) + Do (¢) du () + C(OF o o

P =A(Qr+B() u

As mentioned before, if the parameter vector depends on the input vec-
tor, and usually such is the case, the model becomes nonlinear with re-
spect to u. For this reason it can be used to perform seamless real-time
simulations for a wide range of flight conditions. The main limit of this
model is its linearity with respect to the internal state vector r. Indeed
the additional state dynamics, albeit dependent on the flight condition
through ¢ and in turn u, it is in any case linear inr. This limitation is

mitigated by using a wide parameter space for the definition of A ({).

15



2. State-space main rotor aeroelastic models
2.3. High fidelity models description

This section contains a brief description of the high fidelity solvers used
for the finite-state model extraction throughout this work. Note that the
term “high fidelity” is used here to indicate any numerical solver capable
of describing the nonlinear and periodic nature of the helicopter physics,
but incapable of being run in real-time due to its computational costs.

The structural solver used to model the blades dynamics, and common

to all the aeroelastic models, is based on the work of Hodges and Dow-
ell [HD74]. The aeroelastic integro-differential system of equations ob-
tained by coupling it with aerodynamic loads is spatially integrated through
the Galerkin approach, with elastic axis deformation and cross-section
torsion represented as linear combinations of shape functions satisfying
homogeneous boundary conditions. This yields a set of nonlinear, ordi-
nary differential equations of the type

M(t)q+ C(t) g+ K(t)q = £(q, t) + faer(a, t) (2.14)

where q denotes the vector of the Lagrangian coordinates, M, C, and K
are time-periodic, mass, damping, and stiffness structural matrices rep-

resenting the linear structural terms, 2 (q, ¢) is the vector of the nonlin-

str

ear structural contributions, and finally f,., (q,¢) collects the generalized

aerodynamic forces.

A time-marching Newmark-5 integration scheme is employed to obtain

the response of the aeroelastic system to arbitrary inputs.

Two different aerodynamic solvers are employed alternatively for the
computation of the aerodynamic loads f,.,:

* a blade element theory model based on sectional Greenberg the-
ory, under quasi-steady (QS) approximation, coupled with an inflow
model (either static, Pitt-Peters or a BEM derived dynamic inflow
model [GGS™15]);

* a boundary element method (BEM) for the solution of a boundary
integral equation, suited for the analysis of potential flows around
helicopter rotors in arbitrary flight conditions, included those where

strong blade-vortex interactions occur [GBO7].

16
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All the results presented in this work are representative of a hingeless
rotor, closely related to the Bo-105 main rotor, having four blades with
radius R = 4.94 m, constant chord ¢ = 0.395 m, linear twist of -8° and
nominal rotational speed (2 = 44.4 rad/s. More details will be given on the
relevant sections.

17



3. Linear time invariant model
extraction from high-fidelity
solvers

System identification methods for the characterization of high fidelity
computational aeroelastic solvers are the backbone of this work. In the
present section the methods that has been developed and employed in
the remainder of this work will be presented. Three main topics will be

covered:

¢ Linear time invariant (LTI) systems and their non-parametric iden-

tification

* Linear time periodic (LTP) systems and their non-parametric iden-

tification
¢ Parametric identification of LTI and LTP systems

Two non-parametric linear time invariant system identification tech-
niques will be presented, one based on single harmonic response and a
second based on response of a chirp input signal. These two techniques
are employed to obtain an accurate estimation of the linear time invari-
ant behavior of a generic nonlinear time periodic dynamical system, such
as the aeroelastic operator of an helicopter in forward flight.

An extension of these two methodologies for the identification of linear
time periodic systems will be then introduced, to be applied when the
time periodic behavior can not be neglected.

Finally a parametric identification methodology for the rational matrix
approximation of the sampled transfer functions, valid for both LTI and
LTP models, will be presented.

18



3. Linear time invariant model extraction from high-fidelity solvers

3.1. Linear time invariant transfer function
extraction

In this section two approaches for the transfer function extraction, or
in other terms the non-parametric identification of the aeroelastic rotor
operator are presented. Both the described approaches are applicable
under the fundamental condition that the system for which the extrac-
tion is performed is stable. In particular, regarding the isolated rotor
system presented in this work the condition is its aeroelastic stability at
the steady flight condition for which the transfer function matrices are
identified.

As already stated, the proposed model is introduced for helicopter flight
dynamics stability analysis, and is unsuited for the stability analysis of
rotor blades: actually, the rotor blades degrees of freedom appear as in-
ternal -stable- states of the resulting rotor aeroelastic operator (see App.
A). The approach presented thus far for the determination of main rotor
aeroelastic transfer functions has been recently applied in [QTM™ 14] for
the robust, pilot-in-the-loop, stability analysis of a helicopter in steady
flight.

3.1.1. Single frequency excitation method

The first method used in this work to perform the transfer function ex-

traction consists in the following steps:

1. the high-fidelity aeroelastic solver is applied to evaluate the hub
loads generated by small, single-harmonic perturbations of each

variable in u;

2. the harmonic components of the resulting loads having the same
frequency of the input are evaluated and then, the correspond-
ing complex values of the frequency-response functions are deter-

mined;

3. the process is repeated for a discrete number of frequencies within
a defined range, so as to get adequate sampling of the frequency-
response matrix, E (yw) for the specific case examined.

19



3. Linear time invariant model extraction from high-fidelity solvers

Indeed, operators with periodic coefficients yield multi-harmonic out-
puts even when forced with single-harmonic inputs. The same is usu-
ally true for nonlinear operators. By extracting from the output only
the components at the same frequency of the perturbation input implies
that a constant-coefficient approximation of the operators relating f to
u is obtained. Moreover, by using a sufficiently small input a lineariza-
tion of the operator is performed. This capability of isolating and elim-
inating the effects of the time periodicity of operators is the main ad-
vantage of this identification approach. Some care is however needed
if particular frequencies are analyzed, namely frequencies in the set
{1/29,,Q,,3/200,,2Q,, ... } where Q, is the periodicity of the system. More
detail on this issue are given in section 4 where the theory of linear time

periodic systems will be presented.

It is worth mentioning that the second step of the process, namely the
determination of the harmonic components of the output, are obtained
through a discrete Fourier transform of the signal. The following issues
have to be taken care of to perform an accurate identification [GM12]:

* to isolate the harmonic response the period of the aeroelastic re-

sponse examined starts after that the transient is vanished.

* To avoid leakage effects the period examined is chosen to be an
integer multiple of the input harmonic period.

¢ A sufficiently long period is recorded to reduce the effects of leak-
age. This is particularly important for inputs whose frequency w is
comparable to, or larger than (2,. Indeed if a single period of per-
turbation is recorded the multi-harmonic output components with
a frequency smaller than w would in part leak to the DF'T peak cor-
responding to w thus negatively affecting the identification quality.

¢ If a substantial random noise is present in the output signal an ul-
terior increase of the length of the recording period is performed.
Then a noise reduction can be performed by mediating various pe-

riodograms.

The effect of the output sampling window size is illustrated in figure
3.1, for the transfer function relating hub longitudinal displacement per-

turbations to pitching moment. In forward flight conditions, the output

20
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Figure 3.1.: Effect of parameter nleak on extracted pitching moment vs
longitudinal displacement transfer function, QS model with
static inflow.

harmonic content is affected by the intrinsic periodicity of the aeroelastic
operator, and this makes the size of the output sampling window a crit-
ical parameter in terms of leakage occurrence: this figure shows that,
for the examined case, a five-period duration of the pulsating input is an
adequate sampling window. The parameter nleak represent indeed the
number of sampled periods; it is worth observing that nleak = 1 would

be adequate for a hovering rotor condition.

This method, if correctly implemented, offers a very robust approach for
the non-parametric identification of the LTI transfer functions of a time-
periodic system: it automatically deals with time-periodicities and most
nonlinearities, and it can deal with a noisy output as well. However
these features may comes at a price; the need for the extinction of the
transient and the length of the recorded periods may rapidly increase
the computational cost of the identification when applied to system with
a large time constant (thus a long transient) and/or with particularly
noisy output. Furthermore it is worth noting that the computational
cost increase as O (Ny) where N represents the number of analyzed fre-
quencies. For this reason in the next section a method with a smaller
computational cost, yet more brittle, will be presented.
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3.1.2. Chirp excitation method

In the previous section the advantages of an identification technique
based of single frequency excitation were discussed. However this ap-
proach has an important drawback: it usually requires long simulations
to be able to sample a wide spectrum of frequencies. In fact to get a
single sample of a column of the transfer function matrix (the effect of
an input on all the outputs) for a certain frequency w, a simulation time
larger than the slowest time constant is needed for the transient effects
to become negligible. As the value of w increases the useful part of sim-
ulation time (proportional to 1/.) becomes comparable or even smaller
than the the time spent on waiting for the transient to vanish.

To overcome this efficiency issue an approach often used in system iden-
tification is perturbing the system with more than one frequency at a
time. The approach presented in this section uses a so called “chirp”
signal as an input. This methodology is widely used in [TR06] for the
identification of rotorcraft and aircraft systems, and in this section the
same approach will be presented. However, it will be shown that this
approach is not suitable for the identification of the rotor aeroelastic op-
erator under analysis due its inability to cope with time periodic effects.
An extension for the robust application to LTP systems will be presented
in section 4.2.1.

The main characteristic of a chirp signal is the full band spectrum. This
characteristic is shared with impulse inputs with the advantage of hav-
ing a much smaller maximum amplitude of the signal for the same fre-
quency spectrum module; a small amplitude of the signal is fundamental
when a linear behavior of the system is sought as in the present case.

A simple chirp signal can be defined as an harmonic signal whose fre-
quency varies in time. For example:

u(t) =sin(g(t)t+ @) (3.1)

where the function ¢ (¢) defines how the frequency is swept along the
chirp. In particular the frequency w (¢) can be defined taking the first
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Figure 3.2.: A quadratic chirp with a frequency band from 0 to 44 rad/s:
time history on the left, discrete Fourier transform module
on the right.

derivative of g () ¢:

w(t) = % lg(t)t] = t%g (t)+g(t). (3.2)
In real applications the chirp spectrum is limited in a band between a
minimum and a maximum frequency and it depends on the choice of the
frequency function g (). Moreover a good practice when creating an in-
put chirp is having a decreasing amplitude at the end of the signal and to
zero-pad it further for at least a duration equal to the slowest dynamics
of the excited system. In this way both the input and the output will be
less affected by the windowing effects introduced by the discrete Fourier
Transform. In figure 3.2 a quadratic chirp with this characteristics and
its frequency spectrum are depicted. The dashed vertical line in the
right part of that figure indicates the maximum frequency at which the
system is adequately excited, while the decreasing nature of the signal
band is caused by the quadratic nature of ¢ ().

Similarly to the previous method the high-fidelity aeroelastic solver is
applied to evaluate the hub loads generated by the small chirp input, for
each variable in u. To proceed with the identification of the transfer func-

tions (see [Lju98] for a complete theoretical overview) two approaches
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can be employed. The simplest, yet more brittle approach relies on the
discrete Fourier transform. The ratio between the DFTs of the output
and of the input gives a good estimation of the transfer functions E ()2)
when the output signal is not affected by noise and when the windowing
artifacts are negligible for both signals:

B (i) = L4) (3.3)

While it is possible to reduce the artifacts introduced by the windowing
of the signal, it is often impossible to eliminate all the noise sources from
the output. Even for signals that are the outcome of a presumably deter-
ministic computer simulation (such are all the output signals considered
in this work) a certain noise component with characteristic similar to

random noise is often present.

To reduce the influence of the random noise on the quality of the esti-
mation a second approach for the analysis of the chirp output can be
employed: the power spectral densities of the signals are considered in-
stead of their DFTs [Lju98]. In particular the transfer function between
an input « and an output y is defined as:

P,

yu (wi)
P (@1) (3.4)

E (jwi) =

where P, and P,, are the input-output cross spectral density (CSD) and
the power spectral density (PSD) of the input respectively. Recalling
the definition of the cross and power spectral densities it can be shown
that the zero mean random noise is filtered by the application of the
cross spectral density operator. On an implementation level in this work
the estimation of the spectral densities is carried out using the Welch
periodograms technique [Wel67]. It is worth noting that, similarly to the
single frequency-response method presented previously, a noisy signal
imposes a longer duration of the simulation to be able to maintain a
sufficient frequency resolution due to the application of the periodogram
method.

Even if longer simulation times may be able to effectively mitigate the
negative effect of the noise on the identification accuracy, this method, as
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presented, does not offer an effective way to filter out the multi-harmonic
effects caused by nonlinearities time periodic behavior of the operator. In
particular this second issue is of fundamental importance for the objec-
tives of this work and a solution will be presented in section 4.2.1.

To obtain an indication of the quality of the identification in terms of
impact of output noise and effects of certain nonlinearities the coherence
between the input and the output can be used [TR06]. The coherence
between two signals « (¢) and y (¢) is defined as:

| Py (wi)]”
P (wi) Py, (wi)

and it varies between zero and one. An unitary, or almost unitary, coher-

Oy (wi) = C (w) € {0,1} (3.5)

ence is an indication of a linear correlation between the two signals and
hence it may indicate that the transfer function was correctly identified.
A low coherence may indicate a high noise-to-signal ratio, the presence
of certain kinds of nonlinearities, an insufficient excitation of a particu-
lar range of frequencies, or simply a zero of the system. However useful,
the coherence is unable to point out the presence of time-periodic effects.

3.2. Rational matrix approximation

In modern control theory parametric system identification usually tries
to find the value of the matrices! A, B, C and D, defining a proper trans-
fer function:

E,(s)=Dy+C(sI-A)"'B (3.6)

from the knowledge of E, (jwy) for a discrete number of frequencies wy.

In aeroelasticity non-proper transfer functions are common in the de-
scription of the aerodynamic forces with respect to generalized modes
[Kar82]. Let us consider for instance the transfer function relating the
forces produced by a two dimensional airfoil with its angle of attack and
vertical velocity. In that case the output of the system will depend di-
rectly on the first and on the second derivatives of some inputs. To de-

Tn the control literature the constant matrix Dy is usually referred as D.
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scribe this relation a non-proper transfer function has to be used:
E(s)=Dys’+Dys+Dy+C(sI—A)"'B (3.7)

where matrices D, D, deals with the linear dependency of the output
on the first and on the second time derivative of the input respectively.
In fact if we consider the canonical input-output relation defined by the
transfer function matrix E (s) in the Laplace domain:

y(s) =E(s)u(s) (3.8)

when it is transformed back in the time domain it becomes the following
dynamical system:

r =Ar 4+ Bu
(3.9
Yy =Cr + D()ll + D111 + D211

When matrix D, and D, are null the transfer function is proper again.
Matrices D5, D; and D, define the polynomial part of the transfer func-
tion E (s) while matrices C, A and B form the rational part of the trans-
fer function. As discussed in detail in the following paragraphs, the es-
timation of the matrices forming the rational part represents the main
challenge of the parametric identification. For this reason the procedure
is also called rational matrix approximation or RMA.

In the previous sections a methodology to sample transfer function ma-
trices E (yw) (or alternatively G (yw) for HTF matrices) from numerical
solvers was introduced. In this section this information will be used to
obtain the values of the matrices D,, D;, Dy, C, A and B. Before pre-
senting the rational matrix approximation approach developed for this
work it is worth highlighting the challenges posed by the parametric
identification.

3.2.1. Parametrization of the state-space matrices

The first step in the parametric identification is the definition of the
parameters defining the matrices D, D, Dy, C, A and B. If some char-
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acteristics of the system under analysis are known it may be possible to
reduce the number of parameters defining these matrices. For the cases
analyzed in this work scarce or no prior information are available to de-
fine a specific parametric model. Moreover a general parametric model
was sought to be able to describe any aerodynamic and aeroelastic ef-
fects.

A parametrization of a state space model is a mapping from the parame-
ter space to the rational transfer function space. Two important features
of a parametrization are its injectivity and its surjectivity. Recalling
some basic properties of mappings, we define a parametrization as injec-
tive if any rational transfer function in the parametrization range can be
described by only one parameter vector. Similarly a parametrization is
surjective if the entire rational transfer function space is spanned by the
map, that is any function can be represented by at least one parameter
vector. If a mapping is both injective and surjective it is called bijective;
however, while for SISO systems bijective parametrizations are often
used, for MIMO systems it was shown [Gui75, Lue67] that there are no

such parametrizations.

Considering the state space form of Eq. 3.7, following [Cla76] the theo-
retical minimum number of parameters necessary to define all the pos-
sible rational transfer function for a dynamical system with McMillian
degree p is:

dmin = p (M +n) + 3mn (3.10)

while the total number of matrix coefficients is p* + p (m + n) + 3mn.

A further fundamental characteristic of a parametrization is the possi-
bility to impose the asymptotic stability of the model.

On the topic of the choice of parametrization there is an extensive liter-
ature and the review of the various options is outside the scope of this
work. Only the two parametrizations employed in this work will be de-
scribed in detail: the tridiagonal parametrization and the block-diagonal
parametrization.

The tridiagonal parametrization is a well known surjective parametriza-
tion. It is based on the notion (see e.g. [GVL12]) that any real square A
matrix can be transformed to a tridiagonal matrix A using a similarity
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transformation:
A=T'AT (3.11)

In fact, considering the rational part of equation 3.7, it is possible to
define two matrices B = T-'B and C = CT such that matrix A can be
substituted by any matrix A similar to it:

~

C(sI—A)'B=CT <51 - A) TrB-¢ (31 - A) B (312

The standard tridiagonal parametrization has:
dwi =p(3+m+n)—2+3mn (3.13)

parameters, with the matrix A defined as:

[0, 6, 0 ]
05 0, 05
A@)=1]0 0 07 05 0 (3.14)
0 0 09 910 .
0 0 0

In [MH96] a compact tridiagonal parametrization was proposed to fur-
ther reduce the number of parameters to:

detri=p(2+m+n)—1+3mn (3.15)

by using the following parametrization for matrix A

6, 6o 0 O 0
s 6, 6, O 0
0 0 65 6 0
0 0 0 0 86

00 0 0 ]

while keeping the full parametrization for both B and C.

By sacrificing the surjectivity of the parametrization it is possible to drop
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the even superdiagonal elements 6,, 0s, ... 604 of A. In fact these elements
are necessary only to represent non-diagonalizable matrices, while any
real matrix with unitary geometric multiplicity of eigenvalues can be
represented by a block diagonal matrix with 2x2 blocks.

In [MFO05] a parametrization based on a block diagonal representation
of A was presented. In particular matrix A was defined as:

6, —6, 0 0

A () = b2 6 00 (3.17)
0 0 63 —b,
0 0 6; 0

with its eigenvalues readily identified as:
N = 0; £ 0,1, (3.18)

With this parametrization it is very easy to impose the asymptotic stabil-
ity of the model, but on the other hand it is neither injective nor surjec-
tive. The total number of parameters of the block-diagonal parametriza-

tion is the following:
dy—diag = p (M +n+ 1) + 3mn. (3.19)

One of the problems of this parametrization is that distinct real eigen-
values can not be easily represented. For the applications for which it
was developed this limitation was not significant as usually all the eigen-
values were complex conjugate. However, for the sake of completeness a
modification of it is hereby proposed to be able to work with real eigen-

values.

The same spanned range of the previous parametrization is shared by
this one, but the behavior regarding real poles is improved. The matrix
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A is defined as:

6, —6, 0 0
6) 6, 0 0
AG=|0 0 6 -6
0 0 |64 0
0 0 0 0 6

(3.20)

o O O O

and its eigenvalues are:

)\i:¢9i:l:\/9i+“/|c9\i+1. (321)

Imposing the asymptotic stability in this case is not as straightforward
as the previous parametrization but neither is particularly difficult. On
the other hand, distinct real poles can be represented easily.

All the parametrizations above introduced focused on reducing the num-
ber of parameters defining the matrix A by using similar transforma-
tions. So far matrices C and B are considered fully parametrized. In
the following a procedure to reduce the number of parameters defining
matrix C is presented.

For every square matrix A it is possible to define a set of transformation
matrices R, having the same eigenvectors of A, such that:

R 'AR = A. (3.22)

To show this property let us consider the diagonalized form of both ma-
trices:
A=7ZA,Z71 R =ZARZ . (3.23)

Substituting Eqs. 3.23 in Eq. 3.22 and exploiting the commutativity of
diagonal matrices it is trivial to prove the equivalence of Eq. 3.22:

R AR = ZAL'Z'ZANZ 7' ZARZ T = ZAR AAARZ T = A, (3.24)

Matrices A and R are said to be simultaneously diagonalizable matri-
ces; however it is worth noting that this property is valid also for non-
diagonalizable matrices using generalized eigenvectors, as Jordan blocks
satisfy the commutative property as well as diagonal matrices.
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Considering the rational part of Eq. 3.7 it is possible to obtain the same
rational transfer function using different C and B matrices but keeping
the same A by simply pre- and post-multiplying A by any simultane-
ously diagonalizable matrix R:

C(sI—A) 'B=CR!(sI-A) 'RB=C(sI-A)"'B (3.25)

This non uniqueness of definition of C and B leads to a bad numeri-
cal conditioning of the least square optimization problem as the Hessian
matrix becomes singular [VV07] due to the local non injectivity of the
map. To solve this issue the number of parameters defining one of the
two matrices can be reduced by using the following procedure exploiting
the aforementioned properties of the simultaneously diagonalizable ma-
trices in the following way. Considering the separable nonlinear least
square procedure used for the optimization of the parameters (see sec-
tion 3.2.2) a reduced parametrization of matrix C is sought. This matrix
can be rewritten as:

C (9) —C(9R (3.26)

where C is fully parametrized while C depends on a parameter vector
that is at most p elements smaller than the full parameter vector 4. In
general the parametrization of C has to be chosen to be reachable for
every C and for every obtainable A (6). In fact it must be kept in mind
that R depends on A, as they must share the same eigenvectors, and on
p parameters, namely its eigenvalues?.

Matrix R can be seen as obtained by summing p matrices of unitary
rank:

p
R =) \qz/ (3.27)

where the vectors q; and z; represent the i-th column of matrices Z!
and Z” respectively. Considering that R has full rank it follows that for
every eigenvalue )\; of R there exist at least a row and a column of that
matrix having at least a coefficient depending linearly on )\;. For this
reason, under certain conditions regarding C stated below, it is possible

2These eigenvalues are arbitrarily chosen so it is possible to assume that they are real
valued.
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to define a generic reduced parametrization of C that can be used for
any parametrization of A having a fixed coefficient for every column, for

instance:
1 1 1 1

C)= 16, 05 05 6, (3.28)
0y 04 0 0Og

However this parametrization of C is not surjective. To proof this it
is sufficient to consider, for example, the first coefficient of C, obtained
from the dot product of the first row c; of C and the first column r; of R.
This coefficient was imposed to be equal to one, but in this way it is not
possible to describe a matrix C having a first column orthogonal to the
first row of R, thus proving the non-surjectivity of the parametrization.

One of the nice features of the block diagonal parametrization, albeit
not exploited in [MFO05], is that the form of matrix R is well defined,
thus making it easy to define a reduced parametrization of C not suf-
fering from its non-surjectivity. In particular R has the same form as
A, that is block diagonal with 2x2 blocks depending on two indipendent
parameters = and y:

I (3.29)

lyl

By employing this property the total number of parameters for the block-

diagonal parametrization becomes:
d=p(m+n)+3mn, (3.30)

equal to the theoretical minimum number of parameters of Eq. 3.10.

3.2.2. Nonlinear separable least square

In this section, the numerical approach applied for the rational matrix
approximation of the transfer matrix, E(s), is outlined.

Once the parametrization of the matrices Dy, D;, Dy, C, A and B is
chosen, as described in the section 3.2.1, the value of the parameters
0 defining said matrices is sought as to minimize the following least-
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square problem:

Az,A1,A0,AB,C

Nf
min > Qw17 (3.31)
n=1

where |-|| . represents Frobenius norm of a matrix, w, is the discrete set
of N; frequencies at which E(s) is known (samples), whereas Q is the
error matrix defined as:

Q(jw) = —w?Dy + jwD; + Dy + C (JwI — A)"'B — E (jw) (3.32)

To solve this minimization problem several methods have been proposed
in the literature [Kar82, MMDT"95, MF05]. The method presented
in [MMDT*95], consisting in a single linear least-square solution ap-
proach, has been successfully applied for finite-state modelling of rotary-
wing aerodynamic operators [GM12, GCMO00, GG82], but numerical tests
have shown that it is unsuited for the approximation of the non-smooth,
irregular transfer functions characterizing helicopter main rotor aeroe-
lastic operators. Better results have been obtained by the method pre-
sented in [MF05], which solves the minimization problem of 3.31 through
an optimizer based on the conjugate gradient method. Nonetheless, it
yields suboptimal solutions and is not robust enough in terms of con-
vergence to the minimum. The minimization problem solution proposed
here is an extension of the approach of [MFO05], that uses the separable
variables approach.

Considering equation 3.32 it can be observed that, for a given frequency
w;, matrix Q depends linearly on the polynomial contribution matrices
(namely, D for £ = 0,1,2) and that, for given C and A matrices, it is
linearly dependent also on matrix B. This feature of the approximation
rational form applied is exploited to separate the minimization variables
into two sets, a linear least-square problem and a nonlinear one.

First, the linear set of unknown variables is defined as the solution of
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the following algebraic problem derived from equation 3.32:

—wil gl T C(ul-A)" | [D, Q (jur) E (jw1)
—w3l gl T C(wed—A)" | Dy | Q) N E (jw>)
: L : Dy| : :
_—w?\,fI Jun, I T C (yuwn,I— A)fl_ B Q (ijf) E (ijf)
(3.33)

where equation coefficients explicitly depend on the set of nonlinear vari-
ables, the unknowns are real valued (entries of matrices D,, D, D, and
B), whereas right hand side contributions have complex values.

Then, the set of nonlinear variables is defined as the solution of a sepa-
rate reformulated nonlinear minimization problem, thus dealing with a
drastically reduced size of solution domain. Indeed, rewriting 3.33 in a

more compact notation as:
MX;, =Q+H (3.34)

where M is the coefficient matrix, Xy, collects the matrices of the un-
known linear variables, while H and Q denote, respectively, transfer
function and residual matrices evaluated at the sampling frequencies,
the optimal value of Xj;, (linear least-square solution of 3.34) is formally
given by

X = M*H. (3.35)

with M* = (M?M)~'M” denoting the Moore-Penrose pseudoinverse of
matrix M, and the minimization problem concerning the nonlinear vari-
ables is formulated as follows

min
C.A

with Q not depending on Xj,,, as demonstrated by the combination of
equations 3.34 and 3.35, that yields

Q

2
) -
F

A ~

Q= MM*"-1) H (3.37)

The nonlinear minimization problem of equation 3.36 is solved by a local
minimization method based on the Broyden-Fletcher-Goldfarb-Shanno
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(BFGS) algorithm [Sha70], with matrix-fraction approach of [MMDT+95]
applied to define the initial guess solution. The gradient of the objective
function required by the BFGS algorithm (namely, the partial deriva-
tives of f,,; = HQH? with respect to the parameters defining A and C)
is evaluated through the method developed in [GP73]. Once the optimal
solution of 3.36 is determined, 3.35 directly yields the optimal values of
the linear variables.

In principle, the minimization problem should be subject to a set of con-
straints imposing real part of poles (namely, the eigenvalues of matrix
A) to be negative (in order to let the finite-state form represent a stable
system behavior, as required by initial assumptions of the proposed ap-
proach. However, it is observed that such constraints are often automati-
cally satisfied: this may be considered as an indication of the robustness
of the presented approach, which allows application of the convenient
unconstrained version of the BFGS algorithm.

3.2.3. Static derivatives imposition

To improve the accuracy of the identified model, especially when low fre-
quency inputs are analyzed, it may be convenient to exploit the knowl-
edge of the static derivatives matrix X;; = 31—]; This matrix can be eas-
ily and accurately calculated by applying to the high fidelity aeroelastic
solver a small, constant valued perturbation and measuring the output
variation. In other words by applying a simple numerical differentiation.
It is easy to see that, as w approaches zero, the transfer function matrix
E (yjw) approaches the static derivatives matrix. Recalling equation 3.7
we have:

E(0)=X=D,-CA™'B (3.38)

This equation can be used to express matrix D, as a function of C, A and
B, thus reducing the number of unknowns in the optimization problem.

Indeed if X is known the error matrix becomes:

Q(yw) = —w’Dy + jwD; + C [(jwI — A+ AT'B-E(w)+X (3.39)

This reduction of the dimensions of the optimization problem has the
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twofold effect of improving reducing the computational cost needed for
the parametric identification, and of improving the accuracy of the re-
sulting model.

3.3. Numerical results

3.3.1. Transfer function identification
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Figure 3.3.: Rational matrix approximation of aeroelastic transfer func-
tions in hovering flight.

To give an indication of the accuracy of the parametrization method pre-
sented in this section, figures 3.3 and 3.4 present the rational approxi-
mations of transfer functions compared with sampled data, respectively
for hovering and forward flight conditions. In order to demonstrate that
it is possible to use the proposed method in combination with any aeroe-
lastic solver, predictions from both BEM and sectional, QS aerodynamic
solvers are considered. Specifically, for the hovering flight condition, fig-
ure 3.3a depicts the hub axial force vs collective pitch control perturba-
tions evaluated by quasi-steady aerodynamics, whereas figure 3.3b illus-
trates the hub pitch moment vs longitudinal cyclic pitch perturbations
evaluated by BEM aerodynamics. Transfer functions evaluated for ad-
vance ratio y = 0.3 are presented in figures 3.4a and 3.4b. They concern,
respectively, hub roll moment vs roll angular velocity perturbations as
given by QS aerodynamics and hub roll moment vs lateral cyclic pitch
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perturbations as predicted by BEM aerodynamics. These figures demon-
strate the high quality of approximation of the aeroelastic transfer func-
tions achieved by the RMA method presented, which is an essential item
of the whole process to obtain a highly-accurate final finite-state, LTI
aeroelastic rotor model.
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Figure 3.4.: Rational matrix approximation of aeroelastic transfer func-
tions in forward flight.

Next, for u = 0.3, the effects of the high-fidelity aeroelastic solver accu-
racy on the extracted linear model are examined. Figure 3.5 shows the
comparisons, in terms of amplitude and phase, between transfer func-
tions extracted from the aeroelastic solver based on BEM aerodynamics
and corresponding ones obtained by sectional aerodynamics. In particu-
lar, figure 3.5a depicts the transfer functions between the lateral force
and the lateral velocity perturbations, while figure 3.5b presents the
transfer functions between roll moment and roll angular velocity per-
turbations. In both cases, the two extracted models present poles that
have very close frequency locations: this is expected, in that rotor blades
structural dynamics strongly affects poles and zeros of the aeroelastic
response functions. However, large discrepancies may appear on aeroe-
lastic mode damping. This is particularly true when the dynamics is
dominated by the flapping modes, which are strongly affected by aero-
dynamic loads modeling, as it is evident in figure 3.5b. Differently, for
responses governed by the lag modes, like those depicted in figure 3.5a,
the two aeroelastic solvers provides closer prediction, also in terms of
mode damping. The comparisons of the rest of the transfer functions
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extracted from the two considered models, not shown here for the sake
of conciseness, present the same characteristics. It is worth noting that,
the small damping of the flapping modes is partially related to the fact
that a prescribed wake shape has been used by the BEM solver. In-
deed, it has been observed that a wake model of this type tends to pre-
dict less damped wake inflow dynamics compared to free-wake modeling
[GGS'15], thus correspondingly affecting flapping modes.
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Figure 3.5.: Aeroelastic transfer functions, BEM vs QS aerodynamics,
forward flight.

Furthermore, for the sake of completeness, some transfer functions ex-
tracted from the BEM-based aeroelastic solver that concern off-axis re-
sponses are presented in figure 3.6. Specifically, figure 3.6a depicts the
transfer function between the pitch moment and the roll angular velocity
perturbations, while figure 3.6b presents the transfer function between
yaw moment and blade collective pitch perturbations. Compared also
with the results in figure 3.5, they prove the capability of the proposed
aeroelastic modeling approach to capture the significant cross-coupling
effects between longitudinal and lateral dynamics that are a typical fea-

ture of rotorcraft.
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Figure 3.6.: Aeroelastic transfer functions of longitudinal-lateral dynam-

ics coupling, forward flight.

3.3.2. Time-response analysis

The high level of accuracy of the reduced-order, aeroelastic rotor formu-
lation proposed is proven by comparing the predicted rotor-hub pertur-
bation forces and moments with those provided by the high-fidelity, non-
linear, time-marching solver (NLTM). These loads are obtained as re-

sponses to an arbitrary blade pitch command input, 6.,,,.
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Figure 3.7.: Thrust due to collective pitch perturbations, hovering flight.
LTI vs NLTM predictions.

39



3. Linear time invariant model extraction from high-fidelity solvers
For 64.,,, defined as:
Beom = A sin(wt) cos(2wt) e =Y (3.40)

with A = 0.01 rad, w = 0.3 and o = 0.042, and considering 6., as
perturbation to collective pitch (namely, 6., = 6,), figure 3.7 shows the
corresponding thrust perturbations predicted in hovering flight condi-
tion both by the high-fidelity NLTM solver and by the LTI model. The
comparison demonstrates that the simulations provided by the proposed
reduced-order formulation are very accurate. However, for hovering con-
dition, under the assumption of null cyclic pitch, predictions are not
affected by the time-constant approximation of the aeroelastic system,
thus limiting the assessment to the linearization process and reduction
to a finite number of state variables.

Unlike, in forward flight at ;. = 0.3, the aeroelastic response is affected by
time-periodic effects. For this flight condition, figure 3.8a depicts the hub
forces generated by lateral cyclic pitch perturbations (namely, 6., = 6.)
as predicted by both the NLTM solver and by the finite-state, LTI model.
Similarly, in-plane hub moments due to collective pitch perturbations
given by the two aeroelastic solution approaches are shown in figure
3.8b. Although concerning an advancing rotor, NLTM and LTI model
responses are still in very good agreement.

It is worth reminding that, LTI-model and NLTM results presented in
figure 3.8 concern loads perturbations with respect to the steady refer-
ence flight. Therefore, stationary and 4/rev components of loads arising
in the unperturbed flight do not appear, in that they are cancelled-out in
the first step of the aeroelastic transfer matrices extraction (see section
3.1.1). According to equation 3.40, figure 3.9 shows that the main spec-
tral components of the perturbation responses in figure 3.8 are around
frequencies w and 3w, with smaller multi-harmonic components due to
the intrinsic periodicity of the aeroelastic operator (captured only by the
NLTM solution), around frequencies 42 — w,4Q + w,4Q — 3w, 4Q + 3w
(see vertical solid lines). Further multi-harmonic components around 82
could appear, but in this case these are absolutely negligible. Specifically,
figures 3.9a and 3.9a show, in addition to the input spectrum (bottom
pictures), the spectra of the corresponding LTI and NLTM predictions of
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3. Linear time invariant model extraction from high-fidelity solvers

longitudinal force, F, and pitching moment, A/, respectively. In these

figures, the effects of the slightly damped lag modes (with frequencies

identified by the vertical dashed lines) are also clearly observed both

in LTI and in NLTM spectra: in particular, a progressive mode peak

is present in figure 3.9a, whereas the response in figure 3.9b is signifi-

cantly affected by a regressive mode peak. Except for the multi-harmonic

components hidden to the LTI model (and not interesting for flight dy-

namics purposes), the comparisons between output spectra confirm the

very good quality of the simulation provided by the proposed approach.

In section 4 a methodology to capture also the multiharmonic effects ne-
glected by the LTI model will be presented.
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3. Linear time invariant model extraction from high-fidelity solvers

Furthermore, the response to a non-oscillatory type of 6., is examined.
It consists of a (smoothed) 5.7-deg collective pitch step input. For = 0.3,
corresponding hub loads given by the high-fidelity NLTM solver and the
LTI model are compared in figure 3.10. It shows that also in this case the
two solutions perfectly match in terms of both transitory and asymptotic
responses.

Thus, it is demonstrated that the finite-state, LTI model is a tool well
suited for accurate, real-time prediction of rotor hub loads produced by
airframe motion and blade pitch control perturbations.
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Figure 3.10.: Hub loads response to indicial collective pitch in advancing
flight. LTT vs NLTM predictions.

3.3.3. Influence of the additional states dynamics

As shown in sections 3.1.1 and 3.1.2, the identification of the aeroelastic
poles requires an usually non negligible computational effort. Moreover,
for real time applications there is an hard limit to the number of inter-
nal states that can be used®. For high frequency inputs, in particular
for input frequencies near to the system poles, a behavior dominated by
the additional states dynamics is expected. However, for flight dynamics
applications the range of frequencies of interest is limited, and usually
it does not exceed 10 Hz. Therefore it may not be obvious to evaluate the
importance of performing an accurate aeroelastic modeling for applica-
tions such as real time simulations.

3However true, as shown in section 6 this maximum number of poles is in the order
of the hundreds even for consumer hardware.
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| Mode | Real part [1/s] | Imaginary part [rad/s] |
I regressive flap -14.5 3.93
I regressive lag -0.97 9.46
actual lag mode -0.95 35.0
IT regressive flap -17.3 42.1
actual flap mode -15.3 48.4
IT regressive flap -0.96 53.8
I progressive lag -0.97 79.3
I progressive flap -13.9 92.5

Table 3.1.: Pole locus of the aeroelastic modes with a frequency less than
15 Hz

In this section an analysis of the importance of the additional states dy-
namics on the accuracy of the LTI rotor model for low frequency inputs
is presented. To perform this analysis a rotor having quasi-steady aero-
dynamics and Pitt-Peters inflow model and using one flapping mode and
one lag mode for the blade structural dynamics was considered. A LTI
finite-state model was obtained for a trimmed flight at 4 = 0.25. In table
3.1 some of the eigenvalues of A, representing the poles of the aeroelas-
tic modes are detailed. In section 3.3.1 it was pointed out that of the
poles frequency is governed by the structural dynamics, while the aero-
dynamics has a greater influence on the poles damping. It is also worth
noting that due to the periodic nature of the aerodynamics and of the
input variables, the poles related to the structural modes are scattered
by +nf2, so they appear also for much lower frequencies than the actual
structural eigenfrequency. For example the actual flap and lag aeroelas-
tic modes have a frequency of 48 rad/s and 35 rad/s respectively, but their
regressive modes have a frequency of about 4 rad/s and 9 rad/s; well inside

the range of interest for flight simulation.

The resulting LTI was perturbed with nine quadratic chirp inputs of
unitary amplitude (1m/s for the velocities, 1r2d/s for the angular velocities
and 1° for the blade pitch controls). Two different sets of outputs were
then considered: the full LTI system output 6f (¢), and the output of; (¢) of
an LTI system lacking the internal dynamics, or in other words a system

with an infinitely fast internal dynamics:

5, (t) = Xou () + Dot (t) + Do (1) (3.41)
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Figure 3.11.: Comparison of outputs éf and 6f;. Pitching moment A/, vs a
horizontal velocity perturbation U (left), and vertical force
F, vs collective pitch perturbation 6, (right).

where X is the static derivatives matrix, defined in equation 3.38. In
figure 3.11 these outputs are depicted for two particular cases. In figure
3.11a the pitching moment M, caused by an horizontal velocity pertur-
bation U is shown. In this case there is a substantial difference between
the two outputs. On the contrary, in figure 3.11b, depicting the vertical
force caused by a collective input, the dynamic of the additional states
has a small effect on the total accuracy. The reason for this difference re-
sides in the modes governing the two outputs and in their characteristic
frequency.

To summarize the importance of the additional states dynamics for all
the 54 input/output combinations the median of the following normalized

index was employed:
_ |of () — of, (2)]
MO =50

and presented in figure 3.12. Of course when the influence of the addi-

(3.42)

tional states dynamics is negligible, a null, or small K is obtained. On
the contrary, when the phenomenon is governed by the internal dynam-
ics, a K with an order of magnitude of one is expected.

From figure 3.12 it is possible to see that most input/output dynamics
are heavily influenced by the additional states dynamics, even in the

limited frequency range considered here, confirming the importance of
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Figure 3.12.: Heatmap of the median relative error committed by ne-
glecting the additional states dynamics for a low frequency
input.

modeling the aeroelastic behavior of the rotor even for flight simulation
tasks.
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extraction from high-fidelity
solvers

4.1. Infroduction to harmonic transfer function

The ability of taking into account the intrinsic periodic nature of the
physics of helicopter rotors arises in many applications and is an es-
sential feature of an identification framework. In particular, even if for
some application the time-periodic behavior of a phenomenon can be ne-
glected, in others it represents an essential feature. For the aeroelastic
operator studied in this work the importance of the time-periodic be-
havior depends on the application. In section 6 it will be shown that
for general flight simulation tasks a time invariant approximation is
good enough. However for other applications, such as the analysis of
the helicopter with the rotor coupled with the fuselage structural modes
[BSCG13], it may be important having a state space model capable of de-
scribing the higher frequency output caused by an arbitrary input. More-
over, in the previous section the limits of the chirp excitation method for
non-parametric identification were highlighted: when applied to time
periodic systems this methodology suffers from a loss of accuracy.

In this section the extension of the non-parametric identification method-
ology to linear time periodic systems will be presented.

The general form of a linear time periodic (LTP) dynamical systems is
similar to the classical LTI system equation, with the notable difference
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of the time periodicity of the involved matrices:

f=C()r+D(¥)u
P=A)r+B()u

(4.1)

where ¢y = (),t. The matrices defining the realization in 4.1 are defined
as a series of harmonic components with base frequency (2,. For example
matrix A (¢) can be defined as:

At)=Ag+ ) (AW 4 A_je M) (4.2)
k=1

and the same can be done for matrices B (¢), C (¢) and D (¢).

The fundamental difference between a LTI system and a linear time pe-
riodic (LTP) system is that the transfer function of the former maps a
sinusoidal input signal at a given frequency into a sinusoidal output sig-
nal at the same frequency, possibly with different amplitude and phase.
In contrast, the latter maps a sinusoidal input signal to a periodic output
signal composed by an infinite number of harmonics, each with different
gains and phases’.

This one-to-many behavior of the harmonics can not be described by a
transfer function as defined for linear time invariant systems, but a dif-
ferent definition of transfer function is needed. This definition was intro-
duced in [WH90] and it is at the base of the harmonic balance technique.
The harmonic transfer function H (HTF) relates the harmonics of the
input signal u to the harmonics of the output signal y:

=H(s) < ug(s) (4.3)
)

where the input and output vectors are defined in the time domain as a

1A good bibliography on this topic can be found in [LPL14].
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series of modulated signals:

y (t) =yo (t) + Z (i () ety () e F21) |
=l (4.4)
() =ug (£) + 3 (wg (1) e+ uy (1) e ) |

where (2, is again the base periodicity of the system. A similar decom-
position can be applied to the harmonic transfer function matrix H (s),
leading to a block matrix representation:

(4.5)

Each block of H is a LTI transfer function matrix relating a component
of the output with a component of the input:

yi (s) = Hy; (s); (s) (4.6)

The harmonic transfer function matrix H (s) is theoretically a doubly
infinite matrix. However, for obvious reasons, said matrix is truncated

and only the contribute of a finite number of harmonics n;, is included.

It is worth noting that said components of y and u, as defined in equation
4.4, are actually time signals themselves. This means that there are infi-
nite possible decompositions of any signal. For example, an input signal
u (t) can be decomposed using a Fourier series, thus obtaining a possi-
bly infinite number of constant components u,; alternatively the same
signal can be decomposed using only a limited number of components,
or even only one component (e.g. u, (¢) = u(t)). Once the decomposition
of the input is defined the components of the output y; () are obtained
by the application of equation 4.6. Theoretically, if an infinite harmonic
transfer function matrix is considered the choice of the decomposition of

u and y does not influence the resulting input/output relation. However
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due to the finiteness of H, the input signal has to be decomposed using

only m = n;, + 1 components.

Another important aspect of H (s), highlighted by the arbitrariness of the
input decomposition, is that it is possible to completely define any block-
diagonal of H (s) from a single block element Hy; (s) of said diagonal:

Hkl (jw + nQp) = Hk-+n’l+n (jw) . (47)

In other words it is possible to define the full matrix H (s) by defining
just one row or one column of blocks. Finally, when the HTF matrix
describes a real system the following property is also valid:

Hy, (jw) = Hj, _; (—jw) (4.8)

In this work all the systems analyzed are real, so it is convenient to in-
troduce a transformation of H (s) such that the input and output signals
are defined in terms of sinusoidal components instead of complex expo-

nential components:

Y () =yo (t) + Y [yre (t) cos (kQpt) + ys (£) sin (k)]
' (4.9)
[Ugc (t) cos (kSt) + uy, (1) sin (kQ,t)] .

£
Il

u (t) =ug (t) +

WE

=
Il
—

This can be achieved by employing the following equivalence, obtained
by applying Euler formula:

Yie =Y—k T Yk Vis =1 (Y6 — Y—k) (4.10)

A transformation matrix T describing this change of coordinates can be
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defined accordingly:

Yo ' up

Yic T y-1 Ui T vt (4 11)
Yis N Yo U N o '
yi . oy

\ : J \ : J
and a HTF matrix G (s), similar to H (s) but relating sinusoidal compo-
nents of input/output instead of complex exponential components, can be

defined as:
G (s) =TH(s) T! (4.12)

The main advantage of using G (s) in place of H (s)is that the former is
a transfer function matrix describing a real LTI system, while the latter,
for the properties of equation 4.7, is a transfer function matrix describ-
ing a complex LTI system. As such, once the non-parametric identifica-
tion of G (s) is carried out, using one of the approaches described in the
next section, it is possible to treat the problem as a normal real valued
LTI system for the parametric identification, hence using the same tools
developed in section 3.2 for LTI systems to obtain a state space repre-

sentation.

4.2. Linear time periodic transfer function
extraction

In this section the theory regarding LTP systems and the harmonic trans-
fer function (HTF) matrix representation presented above will be used to
develop a method for the non-parametric identification of the HTF ma-
trix of the aeroelastic operator under consideration in this work. This is
an extension of that introduced in section 3.1.2 for the identification of
LTT systems.
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4.2.1. Extension of the chirp excitation method to LTP
systems

In section 3.1.2 a procedure for the identification of LTI systems using
an input signal having a band spectrum (chirp) was presented. Using
this procedure it is possible to extract the transfer functions for the fre-
quencies comprised inside this band by using a single perturbation for
each input. It was also highlighted that this methodology suffers from
an accuracy loss when applied to time-periodic systems. The reason for
this limitation is due to the fact that there is no way to distinguish if
an harmonic component of the output, having a frequency inside band
spectrum of the input signal, is the result of the response of a LTI sys-
tem excited at the same frequency or is the result of a time periodicity
of the system. Even the coherence, defined in equation 3.5, is not able to
give an indication of that. For this reason, more information than those
given by a single perturbation of the system are needed to carry out a
correct LTI identification, and to perform an harmonic transfer function
identification.

An important characteristic of LTP systems, highlighted in the previous
section, is that the output signal depends not only on the input signal,
but also on the phase of the input signal with respect to the internal
system phase . In [Sid01, SCHO5] an identification methodology ex-
ploiting this characteristic was presented: the idea is to apply the same
input to the LTP system multiple times, with different delays 7' with
respect to the beginning of a system period. By properly analyzing the
various outputs it becomes possible to differentiate between the effects
of the various harmonic transfer functions (HTF). Two approaches are
proposed in [Sid01] for the actual identification of the HTF': a first ap-
proach employing the discrete Fourier transformation, suffering from
all the noise related issues described in section 3.1.2, and a second ap-
proach using an ill defined power/cross spectral density along with an
heuristic assumption on smoothness of the transfer functions. These
two approaches, especially the second, were both found unable to prop-
erly identify the LTP aerodynamic and aeroelastic rotor operators under
analysis with a sufficient accuracy. For this reason an alternative ap-
proach is hereby presented.
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Recalling the definition of the HTF given in section 4, it is possible to
write the output of a LTP system excited by an input u (¢) as:

y (t,T) (8) + Y [ye (t) cos (kS (t+T)) + yis (t) sin (kQ (£ +T)].

(4.13)
This equation is equivalent to equation 4.9, the only difference being the
explication of the dependency of the output on the delay 7. The Laplace
transform of each of the output components y;., yi is in turn given by
equation 4.6. If the input is considered as formed by only one component:

u (t) = ug (1) (4.14)

it becomes possible to express the components of the output in the Laplace
domain as:

Yo (s) = Goouo (5),  ¥Yre(s) = Greo ()W (s),  ¥is(8) = Grso(s) uo (s)-

(4.15)
or, in other words, by multiplying a block-column of the HTF matrix G (s)
by the Laplace transform of the input signal u, (s). As described in sec-
tion 4, the blocks of G (s) can be considered as transfer functions of a real
valued LTI dynamical system. Then, if the signals yq (¢), yie (t), Y&s (£)
can be isolated, it would be possible to apply the methodology developed
in 3.1.2 for identifying the HTF blocks G (jw), Greo (Jw), Giso (Jw).

The decomposition of the output signal, described in equation 4.13, can
be carried out in the time domain or in the frequency domain. The former
approach is employed here.

The system is perturbed with the same chirp signal but using N dif-
ferent delays 7; and the various outputs y (¢,7;) are recorded. Then, for
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every time step the following linear system is solved?:

| [ren
y C (t) Y (6,13
R [© | = [y (4.16)
Yie (£) '
| Vos (t)_ _y (ta TNT)_

and the output components are identified. The matrix R (¢) is defined as:

1 cos (Qp (t+T1)) sin (Qp (t + T1)) ‘e cos (npQp (t 4+ T1)) sin (npQp (t + T1))

1 cos (Qp (t + T2)) sin (Qp (t + T2)) cos (npQp (t+ T2)) sin (npQp (t 4+ T1))
R(t)= |1  cos(Qp(t+T5)) sin (Qp (t + T3)) coo o cos(npQp (t+T3)) sin (np,Qp (t + T1))

1 cos (Qp (t + TNT)) sin (Qp (t + TNT)) <.+ Ccos (nth (t + TNT)) sin (nth (t + TNT))

The number of input perturbations N; should be greater or equal than
the number of components sought in the identification:

where n;, are the number of harmonics considered.

4.3. Numerical resulis

4.3.1. Aerodynamic model

In this section some results regarding a purely aerodynamic model are
presented. In terms of input and outputs this model is analogous to the
aeroelastic model used throughout this work, but it lacks the internal
structural degrees of freedom: the rotor blades are in fact considered
rigid. In this case the additional states represent only the aerodynamic
poles. This aerodynamic model is similar to that introduced in [GM12]
and it is extended here to consider an arbitrary number of input/output
harmonics.

2The columns of the matrix R.(¢) are orthogonal to each other so an efficient solution
of the system is possible.
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Figure 4.1.: Harmonic transfer functions relating the rolling moment
with the collective pitch input.

The aerodynamic predictions used to extract the aerodynamic forces model
are obtained by an unsteady, potential-flow, boundary element method
(BEM) tool for rotorcraft, extensively validated in the past [GBO7].

A Bo-105 type rotor with an advancing ratio 1 = 0.2 was analyzed. The
LTP chirp methodology described in section 4.2.1 was employed to ex-
tract the harmonic transfer function (HTF) matrix of the aerodynamic
operator having periodicity equal to:

Q, = 40 (4.18)

where () = 44 .4rad/s is the rotor angular speed.

Five different delays were considered to extract five blocks of the HTF
matrix G (s) up to a frequency of 8(2. This is a 30 x 9 matrix containing
five 6 x 9 blocks. For sake of conciseness only a specific transfer function
is here analyzed, in particular the transfer function relating the rolling
moment M, with the collective pitch control 6,. This function was chosen
as a good example where a time periodic model is able to improve the
accuracy considerably. The five harmonic transfer functions are depicted

in figure 4.1 as absolute value and phase.
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Figure 4.2.: Time-marching response of the aerodynamic rolling moment
to a collective pitch chirp input, spanning from 0 to 70 rad/s.
The complete signals (top) and a zoomed view (bottom)

A rational matrix approximation of these transfer functions, along with
the other 265 not shown here, was calculated using the methodology
explained in section 3.2, and a state space model analogous to that of
equation 2.10 was obtained. To validate this model it was perturbed
with a collective pitch chirp input with one degree of amplitude, span-
ning from 0 to 70 rad/s, and the measured obtained was compared to
the nonlinear time-marching (NLTM) solution given by the BEM solver
when perturbed with the same input. The output obtained by a LTI
model was also compared to show the differences of accuracy in the two
models. Figure 4.2 shows this comparison: the greater accuracy of the
LTP model with respect to the LTI model is noticeable, in particular for
a low frequency input the high frequency component of the output, re-
lated to the time-periodicity of the system, is not negligible. In figure
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4. Linear time periodic model extraction from high-fidelity solvers
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Figure 4.3.: Power spectral density of the time-marching response of the
aerodynamic rolling moment to a collective pitch chirp input,
spanning from 0 to 70 rad/s..

4.3 the power spectral density of these signals is shown. The output of
the nonlinear, time-periodic solver is characterized by a series of bands,
about 140 rad/s wide, shifted by 2, = 4Q by the time periodicity of the
operator. While the LTI model is able to model just the first band, the
LTP model employed here, identified using n;, = 2 harmonics is able to
correctly capture also the second and the third bands, centered around
4Q) and 8.

The importance of being able to model the time periodicity of the aero-
dynamic operator resides in the following considerations: high-fidelity
aerodynamic solvers have usually very high computationally costs. Due
to the slightly damped dynamic of the blades, to perform an accurate
identification of the aeroelastic operator, long simulations are required
(see both 3.1.1 and 3.1.2). On the other hand aerodynamic poles are
more damped, and as such it may be computationally cheaper to obtain
an aerodynamic state-space mode,, even considering the LTP identifica-
tion overheads, and coupling it to the structural operator successively,
than obtaining the aeroelastic operator through a coupled solver (as it
was done in this work, see 3.3), especially if strong coupling is needed.
Moreover an alternative approach may be employed to efficiently obtain
aeroelastic operators: recently the author and others presented an aero-
dynamic state-space model describing the dynamic of the wake inflow for
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4. Linear time periodic model extraction from high-fidelity solvers

conventional [GGS™15, GGS™16] and unconventional rotors [CGB*15].
In particular in [GGS'16] it was observed that a time periodic modeling
is essential to correctly capture the inflow effects.

4.3.2. Aeroelastic model

Below some results regarding the application of the LTP extraction method-
ology to an aeroelastic solver are presented. A trimmed forward flight
condition with y = 0.3, regarding the usual Bo-105 rotor, was consid-
ered.
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5. Model stitching

In this section the topic of model stitching for obtaining the helicopter
rotor model described in section 2.2.3 and valid in the entire flight enve-
lope will be addressed.

The term model stitching was introduced in [DPA*07, ZT10] and refers
to the process of combining discrete state-space perturbation models and
the associated trim data into a single continuous full-envelope flight-
dynamics simulation model. The model stitching technique employed in
[ZT10][TTBH15] is however different from that developed for this work,
both in terms of computational procedure and time domain application.
The approach presented here is in fact more general and can be applied
to black box solvers, while a certain knowledge of the dynamics of the
identified systems is required to apply the technique of [ZT10].

The base idea, as explained in 2.2.3, is to identify a set of parameters ¢
(for example the advancing ratio and the shaft angle of attack) affecting
the helicopter dynamic response and to apply the identification proce-
dures explained in section 3 to obtain a series of transfer functions of the
perturbation dynamics for several flight conditions described by (. While
in [ZT10] a gray box parametric identification is carried out for each one
of transfer functions and then the matrices A, B, C and D, are interpo-
lated, it is not possible to do the same when a generic parametrization
is employed. In this case accurate and regular interpolation of differen-
tial models is not a straightforward task. As detailed in section 3.2.1,
when a non-injective parametrization of C, A and B is employed it is
not possible to interpolate the coefficients of these matrices, as they not
necessarily have the same meaning in the different identifications. On
the other hand even by employing a general injective parametrization,
as numerical tests have confirmed, there is no guarantee that the coeffi-

cients will have a regular variation.
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5. Model stitching

To obtain a regular interpolation of the state-space matrices, leading to
a valid description of the dynamic in the full flight envelope, matrices
D,, Dy, Dy, C, A, B are identified following a procedure specifically de-
veloped to guarantee a smooth variation of model matrices within the
range of operating condition considered. To obtain this the additional
degrees of freedom introduced by ( are optimized in a procedure similar
to that described in section 3.2.2.

Akin to the previously described modeling procedures, the first step of
the procedure consists in extracting the frequency-response functions
E (s,() by perturbing the high-fidelity time-marching aeroelastic solver
for a given set of operating conditions within the flight envelope of inter-
est. Then the the following optimization problem is formulated:

vaNs

min »  [1Q (i, §)II (5.1)
i,J

where the residual matrix Q, similarly to equation 3.32, is defined as:

Q(jw, () = —w’Ds (¢)+wDs (()+Dy ()+C (¢) I — A ()] B(O)-E (3w, ),

(5.2)
while the summation is up to the number of sampled frequencies N;
and the number N, of flight conditions considered. The dependency of
all the state-space matrices on the vector ( is analytically approximated
through linear combinations of b-spline functions [PT12]. The advantage
in using these interpolating functions lies in the possibility of adopt-
ing optimal sets of input data locations in the space of parameters, that
allow best fitting of matrix coefficients variation. For instance, in our
kind problems, input data are conveniently concentrated near hovering
flight condition, where the gradient of transfer functions is expected to
be relevant. The coefficients of b-splines combinations expressing matrix
entries are the variables to be identified by solving of the optimization
problem.

It is important to note that to guarantee the smoothness of the solution,
a fundamental condition to be satisfied to obtain accurate model interpo-
lations is that the number of variables of the unique problem is strictly
less than the sum of the number of variables of single approximations
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5. Model stitching

that would be introduced in the sequential interpolation problem. If this
condition were not met, then the optimal solution of the unique problem
would coincide with the solution given by the sequential solver. Reduc-
ing the variables space is a mean to impose a smooth variation of the
coefficients and solving the issues related to the not injectivity of the

single identifications.

Of course, the solution of an optimization problem comprising all inter-
polation variables at the same time poses a bigger numerical challenge,
with respect to solving a set of separate smaller interpolation problems.
For this reason the same approach of separating the linear and the non-
linear variables presented in section 3.2.2 is employed, along with a set
of gradient based optimizers as BFGS, SLSQP, CG [Joh14].

5.1. Application of the stitched model in the
fime domain

With the procedure described in the previous sections the coefficients
defining the state-space matrices in the parameter space have been de-
fined. These matrices represent the linear approximation of the under-
lying model behavior, valid in the neighborhood of the conditions defined
by the parameter vector (. This approximation represents the dynamics
of the system when it is perturbed with an input 6u = u — ug (¢) with re-
spect to a reference input value u, that depends on the parameter vector
(. The reference input has to be chosen to minimize du during the appli-
cation of the model, hence limiting the approximations introduced by its
linear nature. In this work, u, ({) was chosen by trimming the helicopter
for a series of flight conditions depending on (, as detailed in section 6.

As previously shown, for a given (, the differential form of the LTI sys-
tem in the time domain is the following:

£ = £, () + Do () u () + Dy (¢) §ia + Dy (¢) it + C (O
P=A(Q)r+B(()du()

(5.3)

where f; (¢) is the reference output, also depending on (, defined as the
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5. Model stitching

steady-state output of the system when a constant input u, (¢) is applied
to it. While equation 5.3 is valid for a fixed (, in general it can not be
used when the parameter vector depends on the time. To see why said
equation may fail to correctly approximate the dynamics, it is sufficient
to consider a maneuver in which the input vector u stays equal to u, (¢),
thus leading to a null ju (¢) perturbation input along the maneuver. In
this case it is easy to see that the differential part of equation 5.3, the
additional states dynamics, is never forced and does not contribute to the
computed force. Indeed the only case where equation holds is when the
same reference input u, ({) = 1y is used in the entire parameter space
(hence the reference input vector does not depends on (). However, as
it will be also shown in the following sections, having a single reference
input vector is usually not convenient and sometime it is not possible.
Moreover if ( depends on u, hence a model that is nonlinear with respect
to an input variable is sought, it means that u, ({) depends in turn from

(, invalidating the aforementioned assumption.

To employ the stitched model another differential form has to be used.
In [GGP*15] the author, and others, proposed a solution based on the
definition of the asymptotic steady state solution of the additional states
dynamics; good results were obtained but later it was observed a loss of
accuracy caused by numerical cancellations error. In this work an im-
proved form, leading to a more stable numerical behavior is proposed.
This form is based on the notion that the canonical LTI state space sys-

tem equation:

y:Cr+D0u—|—D1i1+D2ﬁ

(5.4)
r = Ar + Bu
can be rewritten as:
= Cr + Dou + Dyu + Dyii
y 0 1 2 (5.5)
r = Ar + Bu
where C and D, are defined as:
C=CA, D, = D, — CA'B. (5.6)
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5. Model stitching

In particular it is worth noting that Dy is the matrix of the static deriva-
tives of the system X introduced in 3.2.3 and, as such, it may be obtained
directly from the interpolation of the various derivatives matrices in-
stead. For a demonstration of the equivalence of the two differential
forms please refer to appendix A.

The advantage of using equation 5.5 instead of equation 5.4 lays in the
clear division of the output in two components: one depending alge-
braically on the input and one, the differential part, that is non-null
only during the additional states transient.

Equation 5.5 is then extended for the application to the stitched model

considering as:

f = £, (¢) + Do (¢) du (¢) + Dy (¢) dia + Dy (¢) it + C () ¥
i=A()r+B(Qu(

(5.7)

In this way the additional states dynamics is forced by the full input u
instead of being forced by du.

5.2. Numerical results

The numerical investigation presented in this section has two main ob-
jectives: the validation of stitched rotor aeroelastic model proposed and
the examination of its capability to predict loads transmitted to the air-
frame by a helicopter main rotor during maneuvers.

5.2.1. Validation of the identification process

First, the accuracy of the presented methodology in identifying the LTI,
finite-state, main rotor representation for operational conditions included
in the considered flight parameters domain is examined. Figure 5.1
presents examples concerning the effect of flight parameters, the ad-
vancing speed V and the shaft angle of attack a),, on aeroelastic transfer
functions amplitude. In particular, in figure 5.1a it is shown the ampli-
tude of the transfer function relating thrust force to pitching angular
velocity, for three different flight speeds, whereas figure 5.1b depicts the
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Figure 5.1.: Transfer functions variation with respect to forward veloc-
ity and shaft angle. Sampled vs interpolated amplitude fre-
quency distribution.

amplitude of the transfer function relating rolling moment to blade col-
lective pitch control, for three values of the rotor shaft angle of attack.
For all examined cases, the results obtained by ROM solutions are com-
pared with those directly identified through the aeroelastic numerical
tool. These results reveal that the considered transfer functions present
a remarkable sensitivity to flight velocity, whereas they are less affected
by shaft angle variations. The influence of both velocity and shaft angle
is non-uniformly dependent on frequency. Further, these figures demon-
strate the high level of accuracy of the interpolation process proposed.
In order to appreciate the sensitivity of identified model coefficients on
flight parameters variation, figure 5.2 shows the location on the com-
plex plane of the aeroelastic poles (eigenvalues of matrix A), for forward
flight ranging from 0 kn to 80 kn (figure 5.2a), and shaft angle changing
from -21° to 3° 5.2b. It is worth noting that, as expected, damping of
poles is particularly affected by flight parameters variation, while their
frequency remains almost unchanged.

Lastly, figure 5.3 shows the comparison between transfer function iden-
tified through the proposed ROM and those obtained with the complete,
full-state, nonlinear model, for a flight condition not included in the
database set. In particular, figure 5.3a depicts the transfer function be-
tween hub roll moment and lateral cyclic pitch control, for forward flight
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Figure 5.2.: Influence of flight parameters on poles of identified aeroelas-
tic ROM.

velocity V = 30kn, whereas figure 5.3b presents the transfer function be-
tween thrust and collective pitch, for advancing velocity V = 50kn (in
both cases ag, = 7.5° ). The very good correlation shown in figure 5.3 be-
tween interpolated transfer functions and results directly given by the
aeroelastic solver is a prove of the capability of the presented ROM to
accurately estimate system aeroelastic response for arbitrary flight con-
ditions inside the flight envelope of interest, which is an essential factor
for the successful application of the proposed method in flight simula-
tions.

5.2.2. Application to maneuvering flight

Below, the performance of the proposed main rotor model in predicting
hub loads during maneuvering flights is assessed. First, it is applied to
provide hub loads response to a periodic cyclic lateral pitch input with
1 rad/s frequency and 1-degree amplitude for a steady rectilinear, uni-
form, level flight condition with V = 40kn. In figure 5.4 the stitched
model predictions (ROM) are compared with those given by the nonlin-
ear, time-marching solution (NLTM) provided by the rotor aeroelastic
tool also used to identify the model. Hub forces and moments from ROM
simulation appear to be in good agreement with those determined by
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Figure 5.3.: Comparison between interpolated and sampled transfer
functions for flight conditions not included in the database.

NLTM analysis.

Then, the state-space, ROM is applied to evaluate hub forces and mo-
ments generated by main rotor during a more complex unsteady Bo-105
maneuver. Starting from a steady level flight condition, the helicopter
model follows a descent trajectory, initially at constant velocity and then
operating a decelerated flight. Figure 5.5 depicts time histories of ad-
vance ratio y, and shaft angle, a,. Corresponding hub motion and blade
pitch controls, previously determined through a flight dynamics solver
with lower-order rotor aeroelastic modeling, are used as input in this
validation analysis. The capability of the proposed state-space ROM to
accurately predict hub loads arising in unsteady helicopter maneuvering
is assessed by comparison with loads given by NLTM solution. The cor-
responding results are presented in figure 5.6, which shows an very good
correlation of time histories of hub force and moment components. These
results demonstrate that the proposed model is able to yield aeroelastic
responses in good agreement with those provided by complex, full-state,

nonlinear aeroelastic tools.
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6. Simulation results

The complete flight envelope model developed in this work was applied
for the description of the aeroelastic behavior of the Bo105 helicopter
main rotor. The Bo-105 is a light, twin-engine, multi-purpose helicopter
developed by Bolkow of West Germany. It pioneered the rigid/hingeless
rotorhead when it was introduced into service in 1970. Unless other-
wise stated, the blades are modelled including one lag, two flapping
and one torsional mode, and a complex wake inflow model derived by a
free—wake potential-flow solver [BSCG13] is employed. This model is in-
cluded and operated in SIMONA (SImulation, MOtion and NAvigation)
Research Simulator (SRS), which is a six-degree-of-freedom simulator
located at the Delft University of Technology (TU Delft), specifically de-
signed for human-machine interaction and handling qualities research
projects [SVPMO03]. Among the available models included in SIMONA,
a simple helicopter fuselage flight dynamics model is selected to be cou-
pled with the introduced state—space main rotor model. It considers a
tail rotor model based on the blade element theory with a quasi-dynamic
inflow, a rigid-body model for the fuselage and includes the aerodynamic
forces produced by fuselage and empennages.

In order to assess the suitability and level of fidelity of the proposed
helicopter modelling for real-time helicopter flight simulations, it has
been tested by two experienced test pilots who performed a wide range
of maneuvers in the SRS. Pilots’ feedback and data obtained from the
simulations carried out are presented and discussed below, along with
the identification of limits and required improvements of the simulation

approach examined.
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] maneuver description \ Group

Longitudinal step input
Lateral step input
Collective step input
Pedal step input

Control step input

Autorotation
Full collective High gain tasks
Acceleration, deceleration

Steady level flight

Steady climb and descent Steady maneuvers
Steady level turn

Evolution from 20°
Evolution from forward flight Free evolution
Evolution from steady turn

Spiral mode check

Fugoid mode check Modes check

Hover board

Longitudinal frequency sweep High frequency tasks

Table 6.1.: Performed maneuvers
6.1. Simulations summary

This section presents the results of the piloting simulations performed
in the SIMONA Research Simulator at the Technical University of Delft,
as driven by the finite-state rotor load model described in section 5. The
scope of the test activity was twofold: (i) to assess the feasibility of appli-
cation of the proposed rotor model in a real-time simulation device, and
(i1) to collect pilot’s feedback on the general perceived quality of simu-
lation and on any issue raising during the tests. Two experienced test
pilots have been asked to perform several maneuvers on the SIMONA
Research Simulator driven by a Bo-105 helicopter model obtained by
coupling the finite-state main rotor model of section 5 with the helicopter
model already implemented in the SIMONA simulator.

Given the exploratory nature of this work and the type of the investi-
gated maneuvers, only the advancing ratio, i, was used to update the
flight condition, y. However, it is worth noting that the computational
power of SIMONA is estimated capable of working with updating based
on more than three parameters.

68



6. Simulation results

[deg]

MM

M

[Nm]

M

/TS
‘Mv

[Nm]

x O v

Time [s]

Figure 6.1.: Lateral step input at 50 kt.

All the simulations have been performed without any augmentation or
control system. This choice is motivated by the intention of letting the
pilot interact directly with the helicopter model, avoiding the implemen-
tation of tunable filters. For the same reason, the SIMONA motion sys-
tem has been disabled. It is worth noting that neither of the pilots actu-
ally piloted a Bo-105 helicopter. The list of the maneuvers simulated is
reported in Table 6.1.

In the overall, the pilots have asserted that the response to their com-
mands of the simulator driven by the main rotor modeling presented in
this work was realistic. However, they have provided specific comments

for each maneuver flown.

In the following, the outcomes of some of those maneuvers for which
pilots have observed an unusual or unexpected behavior of the simu-
lator are discussed in detail. In particular, assuming helicopter kine-
matics and rotor blade controls as those of the considered maneuvers,
the responses driven by the main rotor finite-state model (equal to the
real-time ones provided by SIMONA) are compared with the responses
evaluated off-line by the complete nonlinear rotor aeroelastic solver. The
objective of the comparisons is to assess whether unusual or unexpected
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Figure 6.2.: Longitudinal cyclic step input at 50 kt.

simulator responses are due to the intrinsic characteristics of the com-
plete nonlinear aeroelastic model applied or, rather, are produced by the
approximations introduced by the finite state modeling.

6.1.1. Lateral step input

For the helicopter flying at velocity U, = 50 kt, the simulator response
to a lateral cyclic, 6., step input is depicted in figure 6.1. As shown in
figure 6.1(a), two 6, step inputs are commanded by the pilot at the begin-
ning of the observation period and after about 26 s. The pilot feedback
on the simulated behavior has been positive, with a roll-pitch coupling of
acceptable magnitude observed. In figure 6.1(d) the pitch-roll coupling
is evidenced by the responses of the rolling, P, and pitching, @), angu-
lar velocity components: the initial left blade cyclic pitch causes a left
roll and a comparatively smaller nose up pitching, while a right blade
cyclic pitch induces the opposite helicopter response. Soon after the ini-
tial cyclic step input, the helicopter starts turning and the pilot perceives
a nose-down response: this is confirmed by the combination of the neg-
ative rolling with the significant negative yaw angular velocity, R. This
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behavior has been deemed normal by both pilots.

Figures 6.1(b) and 6.1(c) depict the rolling and pitching moments as
computed by the complete nonlinear solver (NL) and by the finite-state
model used in the simulations (F'S). The correlation between the two
models is very good during the whole maneuver, except for two time in-
tervals around 8 s and 30 s, where a considerable discrepancy between
rolling moments is observed. This difference can be explained by the re-
sults in figure 6.1(e), where the values of the lateral velocity, VV and the
vertical velocity, W, are shown. Indeed, the load discrepancy is closely
correlated with significant perturbations of velocity, I, which were not
considered in the finite-state modelling adjournment (as mentioned ear-
lier, the finite-state model is updated only as function of perturbations of
the longitudinal helicopter velocity, U).

6.1.2. Longitudinal step input

Figure 6.2 shows the simulations resulting from two longitudinal step
inputs, applied with the helicopter flying at velocity U, = 50 kt. In this
case the pilot comments indicated a strong rolling acceleration follow-
ing the control input. This is confirmed by the results in figure 6.2(d),
where comparable variations of the angular velocities P and () arise be-
cause of their remarkable coupling, after the step actuation of the lon-
gitudinal cyclic, 6,. This coupling has been considered very strong by
both pilots. Figures 6.2(b) and 6.2(c) prove that the rolling and pitching
moments predicted by the two numerical models applied similar during
the step inputs, and hence it may be concluded that such a behavior is
directly related to the rotor aeroelastic model, rather than to the finite-
state approximation. Akin to the lateral step input response, higher dis-
crepancies between the predicted moments appear in combination with
remarkable perturbations of vertical velocity 1V, as depicted in figure
6.2(e).
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Figure 6.3.: Collective step input at 60 kt.

6.1.3. Collective step input

Next, flight simulation corresponding to a step input of the blade collec-
tive pitch is presented in figure 6.3. The pilot command has been actu-
ated with the helicopter traveling at a constant velocity U, = 60 kt. Both
pilots noted strong coupling with pitch and roll motions, as shown in fig-
ure 6.3(e). The first pilot has deemed the coupling of the collective blade
pitch with the helicopter pitch significant but not necessarily unrealistic,
while considered the corresponding roll coupling excessively strong. The
second pilot noted a qualitative similarity of the overall cross coupling
behavior experienced with that of the helicopter Agusta A109.

In figure 6.3(b) the rotor thrust predicted by the finite-state model is
compared with that predicted by the nonlinear solver, while Figs. 6.3(c)
and 6.3(d) show rolling and pitching moments given by the simulation
approaches. The correlation between the two models is excellent, par-
ticularly for the vertical forces and the pitching moment. Small discrep-
ancies appear between the rolling moment predictions. This proves that
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Figure 6.4.: Deceleration with blade flap, lag and torsional modes.

the cross coupling behavior observed derives directly from the nonlinear
aeroelastic rotor model and is not due to approximations of the finite-

state modeling.

6.1.4. Deceleration maneuver

In this section the deceleration maneuver performed by the second pilot
using two different helicopter models is analyzed. The objective of this
maneuver has been the comparison between simulations based on the
model including flap, lag and torsional blade modes (see figure 6.4) and
simulations based on the model including only the blade flap mode (see
figure 6.5).

As shown in Figs. 6.4(a) and 6.5(a) the maneuver starts at U, = 100 kt
and is composed of segments where the velocity decays of 20 kt followed

by helicopter re-trimming.

The pilot did not notice significant differences between the responses
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Figure 6.5.: Deceleration with one blade flapping mode.

from the two models, highlighting just a slightly decreased capability of
the helicopter to maintain the trimmed speed around U, = 100 kt.

It is interesting to note that the rotor thrust predicted by both finite-
state models (see Figs. 6.4(f) and 6.5(f)) is in good agreement with that
computed by the corresponding nonlinear solver, while some differences
appear between the x—axis forces determined by the three-mode model
(see Figs. 6.4(e) and 6.5(e)). Indeed, figure 6.4(e) shows that the high
frequency characteristics of the forces are predicted with good accuracy,
but a relevant discrepancy is present on the low frequency load content

during the whole maneuver.

For both blade models, 4/rev oscillations are present in the z-axis forces
computed by the nonlinear solver, with a larger amplitude for the only-
flap-mode case. These oscillations are not present in the finite-state
model results, in that filtered out by the process of identification of the
coefficients of the differential form describing the hub loads as functions
of the hub motion [SCG14, GPPG14]. The spectral analysis reveals also
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the presence of 80 rad/s oscillations in the three-mode case x—axis forces,
corresponding to the frequency of the aeroelastic progressive lag mode.

6.2. Open loop simulations with an improved
model

As mentioned in section 5.1, after the simulation tests were carried out,
the full-flight envelope model was improved by removing a numerical
cancellation issue caused by the additional states dynamics. This is-
sue caused a less accurate prediction of the forces and moments when
the contribution of the additional states dynamic was prevalent in the
simulation. Even if the results obtained in the simulation tests, and
presented above, remains valid, it is worth pointing out they are not
completely indicative of the accuracy of the stitched model.

To show the accuracy obtainable with the improved model a lateral step
input maneuver similar to that presented in 6.1.1 is shown in figure 6.6,
while an acceleration maneuver is presented in figure 6.7. These maneu-
vers are simulated in open-loop by using the kinematics and control data
obtained from the simulations. The forces computed by the reduced or-
der model are compared with those predicted by the full order nonlinear

aeroelastic solver in a similar fashion to the previous sections.

Comparing the results of figure 6.1.1 with those presented in figure 6.1
it is clear that the improved model leads to a better correlation of the
results, especially in the description of the transient dynamics. The same
is true for figure 6.7, in which also the periodic component of the vertical
force is now well captured by the simulation model.
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Figure 6.7.: Acceleration from 0 to 100 kt.
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/. Concluding remarks

Development and accuracy assessment of a helicopter main rotor aeroe-
lastic state-space models aimed at real-time maneuvering flight simula-
tions have been presented. In particular three aeroelastic models con-
cerning the aeroelastic behavior of helicopter rotors describing the hub
loads generated by hub motion and pilot blade pitch controls have been
presented:

1. a linear time invariant perturbation model, suitable for aerome-

chanic stability analyses and control systems developments;

2. alinear time periodic perturbation model, to be used when the lin-

ear time invariant approximation is not valid;

3. a full flight envelope model, developed specifically for flight simu-
lation tasks.

These three models are extracted from arbitrary high-fidelity aeroelas-
tic solvers through a methodology specifically developed in this work.
In particular a novel model stitching technique was introduced for the
definition of the full flight envelope model. It uses a suited optimization
process that allows the identification of model matrices for any flight con-
dition within the flight envelope of interest, starting from a pre-defined
flight conditions database. The numerical investigation has demonstrated
the capability of the modeling process presented to identify with an ex-
cellent level of accuracy main rotor aeroelastic transfer functions, in any
operational condition within the flight envelope considered. Moreover,
the application of the proposed state-space ROM for evaluating main
rotor loads transmitted to the airframe during arbitrary unsteady ma-
neuvers has provided results in good agreement with those predicted
directly by the complex, full-state, nonlinear, time-marching aeroelastic
solver.
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7. Concluding remarks

This model has been then integrated inside the existing flight simulator
SIMONA at the Delft University of Technology. The resulting complete
helicopter model has been thoroughly tested by two experienced pilots,
who performed several maneuvers with the aim of assessing its limita-
tions and giving a feedback on the overall quality of the simulation. The
data obtained from the simulations have been analyzed finding out that
the models proposed is well suitable for real-time predictions to be used
within flight simulators, and that is capable to reproduce accurately the
aeroelastic forces generated by the rotor.
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A. Understanding the meaning
of the RMA poles

In order to show the meaning of poles of the state-space aeroelastic
models presented, let us consider the linearized, multiblade-variable,
constant-coefficient aeroelastic model of an isolated helicopter rotor.

For u denoting the vector of hub motion variables and blade controls (see
2.2.1), and z denoting the vector of rotor blade dynamics state-space vari-
ables, in frequency domain, hub loads resulting by the sum of aerody-

namic and inertial forces acting on the blades can be formally expressed

as:
fur = (fo + sf1) Z + (Go + sG1 + s°Ga) 1 (A.1)
where:
dQb
z=1{ ¢ (A.2)
r(zero

with g, and r,.,, denoting, respectively, vector of (rigid and/or elastic)
blade degrees of freedom and vector of additional aerodynamic states
(present when unsteady aerodynamics modeling is applied [GM12, GCMO0O,
GG82]).

On the other hand, rotor blade dynamics is governed by a set of differen-
tial equations in state-space form of the following type:

sz =Dz + (Eg + sE; + s"E;) x (A.3)

where D is the rotor aeroelastic state matrix. The external forcing terms
would disappear in fixed-hub, fixed-control analysis.

Thus, solving A.1 for z and substituting in A.3, the following expression
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for the hub loads is obtained:

f]V[R = [(fo + Sfl) (SI — D)il (EO + SEl + SQEQ) + (GO + SGl + 32G2)] X
H, (s)x

(A.4)

It yields the straightforward identification of the analytical transfer ma-

trix, H,, relating hub loads to hub motion and blade controls.

The application to matrix H,(s) of the RMA considered in this work pro-
vides the matrix A of the state-space model coinciding with the rotor
aeroelastic state matrix, D (namely, the poles of the RMA coincide with
the rotor aeroelastic eigenvalues). This is demonstrated by considering
the following Woodbury matrix identity [Hig02]

1

z+UWV) '=z"!'-2z'UW'+Vz'U) Vz! (A.5)

where W and z are invertible square matrices and U and V denote ma-
trices of appropriate dimensions. Indeed, for z = sI and W = I, the
pre-multiplication with s N, the post-multiplication with M, followed by
the assumptions U =1,V = —K, or U = —K,V =1, yield the identities

sNGSI-K) "M =NM+NGI-K) ' KM=NM+NK(I-K)'M
(A.6)
that are applied to determine the matrices of the RMA of the matrix H,
in A.4, thus providing

Dy = Gy + fE;
D1 == G1 + f0E2 + flEl + leEQ
D() == Go + f0E1 + f(]DE2 + f1E0 + leEl + f1D2E2

(A.7)
A=D
B = E, + DE; + D’E,
C — fo + le

The conclusion is that, for an arbitrary high-fidelity solver based on an
unsteady aerodynamic formulation, the additional states introduced by
the RMA represent rotor blade dynamics, as well as the aerodynamics
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flow-memory effects due to unsteady wake vorticity and flow compress-
ibility (if present).
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