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I went to the woods because I wished to live deliberately, to front only the
essential facts of life, and see if I could not learn what it had to teach, and

not, when I came to die, discover that I had not lived.

— Henry David Thoreau

Dedicated to Laura, Francesco, Benedetta
and to the loving memory of my dad.





A B S T R A C T

Critical Infrastructure Protection (CIP) is a concept that relates to the
preparedness and response to severe incidents involving the critical
infrastructures of a country. These incidents include terrorist attacks
or large black-outs that may produce severe consequences for the
citizens and the society in general.

Traditionally, each infrastructure takes care of its own system. For
example, reliability indexes are used by the electrical utility to mea-
sure the quality of the electrical service. However, after the events
of 9/11, Katrina, and others, it became clear that considering infras-
tructures separately was not sufficient to prepare for and respond to
large disasters in an effective manner that prioritizes not the individ-
ual infrastructure states but the overall societal impact. A new era of
research on interdependencies and best decisions during emergencies
emerged.

A relatively large body of knowledge has built in recent years for
modeling the CI interdependencies problem from a number of points
of view. This is an area that affects society as a whole and, therefore,
many disciplines have to come together for its understanding includ-
ing computer science, systems engineering, and human aspects.

This thesis represents an extensive and thorough work not only in
reviewing the state-of-the art in critical infrastructure protection but
also in bringing together, within an integrated structural framework,
a number of models that represent various aspects of the problem.
This framework is applied to build and analyze realistic scenarios.

The body of the thesis can be divided into three aspects: I) Prelimi-
nary Notions (Chapters 2 and 3), II) Situation Awareness and Impact
Analysis Methodologies (Chapters 4, 5, and 6), and III) Decision Sup-
port Systems (Chapter 7). This sequence builds the path from data
collection to situational awareness, to best responses.
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1
I N T R O D U C T I O N

1.1 overview

Critical infrastructure are the assets, systems, and networks, whether
physical or virtual that are essential for the functioning of a society
and economy. Typical examples of critical infrastructures are electric
power systems, telecommunication networks, water distribution sys-
tems, transportation systems, wastewater and sanitation systems, fi-
nancial and banking systems, food production and distribution, and
oil/natural gas pipelines.

The damage to a critical infrastructure, its destruction or disrup-
tion by natural disasters, terrorism, criminal activity or malicious be-
haviour, may produce a significant negative impact for the security
and the well-being of its citizens. In particular, the existence of depen-
dencies of various type (e.g., physical or cyber) with different degree
of coupling [60] [73] among the infrastructures expose them the possi-
bility of cascading failures not only within the facility or the company,
but also cascading effects that might affect other infrastructures [89].

For example, a black-out occurring in an electrical distribution net-
work can produce disruptions for the telecommunication services
which in turn may alter the normal functioning of banking services
in a specific area thus causing negative effects for the citizens.

The protection of critical infrastructures is relevant in all industri-
alized countries. To this regard, specific policies have been produced
to increase their security. In 2008, in the context of the European Pro-
gramme for Critical Infrastructure Protection (EPCIP), a specific di-
rective [33] establishes a procedure for identifying and designating
European Critical Infrastructures (ECI) and a common approach for
assessing the need to improve their protection.

The literature on critical infrastructure protection is mostly pro-
vided by states that publish their national strategies to address the

1



2 introduction

challenge of protecting their critical infrastructures. The investiga-
tions of researchers have encompassed issues of national security, pol-
icymaking, infrastructure system organization, and behavior analysis
and modeling.

Regarding the latter subject, in order to evaluate the risk of degra-
dation of critical infrastructure services which may result in cascad-
ing failures, an improved situation awareness, aiming at identifying the
state of a system and predict its evolution, can be of help for decision
makers to take appropriate countermeasures.

Situation awareness [71] is formally defined as "the perception of the
elements in the environment within a volume of time and space, the compre-
hension of their meaning and the projection of their status in the near future".
When applied to critical infrastructures contexts, situation awareness
encompass approaches at different hierarchical level according to the
capability of providing high-level support to decision makers and the
use of raw data coming from sensors. Hence, situation awareness is
highly connected to the data fusion concept, where multiple informa-
tion sources have to be combined, in order to provide a robust and
complete description of an environment or process of interest [56].

In the field of physical security such as field surveillance, data fu-
sion techniques are typically based on a huge availability of sensorial
data used, for instance, to determine the presence of entities in the
patrolled area (e.g., ships, submarines, air-crafts, etc.), with the aim
of identifying them on the base of specific properties.

Hence, it is fundamental to provide adequate raw data aggrega-
tion methodologies, in order to obtain high-level behaviour detection
and prediction to implement mitigating risks procedures addressing
prevention, protection, preparedness, and consequence management.

1.2 contributions

In order to present the topics addressed in this dissertation, in Figure
Figure 1 we show the different contributions ordered by the grade of
situation awareness provided by each of them and the relative use of
sensors which they require.

As mentioned, data fusion make high use of raw data coming from
several sources to produce new raw data so that fused data is more
informative and synthetic than the original inputs. To this regard, we
defined specific algorithms and proposed how the fused data pro-
duced by such algorithms may be used to increase the security of
critical infrastructures. However, the algorithms proposed cannot be
regarded as a means to provide an high situation awareness as they
provide a raw estimation in a limited temporal horizon and make
little use of past data.

Approaches for impact assessment have been proposed to predict
the impact of specific cyber threats and natural hazards to critical in-
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frastructures. Such approaches can model the relationships between
functional components of critical infrastructures and the provided ser-
vices to perform risk assessment and predict service level variations.
Although they are based on data provided by sensors to detect cyber
and natural threats, the focus of such approaches is to integrate raw
data inside models that can estimate the service evolution in terms of
expected damages or service losses and the effect of specific actions
on the actors and entities involved.

Procedures to mitigate the risk of service degradations in critical
infrastructures have been proposed in contexts where the resources,
that are vital to ensure normal service levels, are limited. Such ap-
proaches can provide high situation awareness to decision makers
and estimate the impact of decisions.

Figure 1: Approaches covered grouped according to the capability of situa-
tion awareness and the use of sensor.

1.2.1 Algorithms for Distributed Data Fusion

We propose a distributed communication framework to be imple-
mented among dependent critical infrastructures based on informa-
tion sharing of possible adverse events (e.g., physical, cyber) that af-
fect the infrastructures.

The proposed framework, based on distributed data fusion algo-
rithms, allows to produce early warnings against possible events that
may cause cascading failures. This information can be useful for de-
cision makers to take appropriate countermeasures.

For one of the two algorithms, we demonstrate the convergence in
case of temporary failures affecting the communication channels that
allow the sharing of the adverse events.



4 introduction

1.2.2 Impact assessment of Cyber-Attacks and Natural Hazards

We present a methodology to analyze realistic scenarios of cyber at-
tacks and natural hazards and measure their consequences in terms
of the impact on multiple interdependent infrastructures. This is a
new key concept in the electric power grid at the present time, when
the traditional "confined" grid is being "opened-up" to allow for dis-
tributed energy resources to be supplied by independent providers.
The traditional concept of "reliability" of individual components in
the grid is shifting towards the concept of "resiliency" of the grid,
thus recognizing that the focus should be the ultimate impact on so-
ciety.

Regarding the assessment of cyber attacks, we present two plat-
forms and show how threats against wireless sensor network nodes
and SCADA components can be detected to conduct real-time assess-
ments of the impact of the attacks on the services provided by critical
infrastructures.

Regarding the assessment of natural hazards, we describe the main
features of a Decision Support System (DSS) employing modeling
and simulation techniques to forecast the effects of natural hazards.
Then, we present a predefined procedure that produces an estimate of
the number of electrical substations of an electric distribution grid by
considering the interdependency phenomena with the relative
SCADA system.

1.2.3 Decision Support

We present methodologies that can be valuable for decision makers
to define optimal allocation of resources that maximize the delivery
of infrastructure services during emergency crisis.

The actions proposed to decision makers are produced by keeping
into account the interdependency existing among the power domain
and the SCADA system so that the consequences for the society may
be reduced.

1.3 organization of the dissertation

The rest of the dissertation is organized into two main parts and an
epilogue dedicated to the future research directions and concluding
remarks.

Part I: Preliminary Notions contains introductory material that is
essential to understanding the rest of the dissertation.
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Chapter 2 provides a brief introduction to data fusion with a
special focus to Dempster-Shafer formalism relevant to the
work presented in this dissertation.

Chapter 3 presents a review on modeling and simulation of
interdependent critical infrastructures methodologies. In
particular, we describe the methodologies and tools used
to implement impact assessment and procedures for emer-
gency management.

Part II: Situation awareness methodologies contains approaches
analysed to implement situation awareness.

Chapter 4 presents two data fusion frameworks based on dis-
tributed gossip algorithms to exchange the possible cause(s)
of fault or threat affecting critical infrastructures to increase
their security security. We also present practical methods
that can be implemented by sensor points installed at each
infrastructure to estimate specific threats.

Chapter 5 studies the problem of how to estimate the im-
pact of cyber threats affecting critical infrastructures. We
first present a taxonomy of SCADA security testbeds taken
from the literature which allow to recreate cyber-attacks
on the de facto standard communication protocol. Then,
we present specific technological frameworks able to as-
sess the impact of cyber threats against specific nodes of
SCADA systems controlling interdependent physical sys-
tems.

Chapter 6 studies the problem of how to estimate the im-
pact of natural hazards affecting critical infrastructures. We
present the functionalities of a Decision Support System
(DSS) and show an application of the system to a sample
crisis scenario induced by an earthquake. We then present
a procedure to assess the impact of natural hazards in elec-
tric and SCADA systems.

Chapter 7 provides methodologies based on optimization tech-
niques to implement mitigation strategies.

Part III: Epilogue contains the concluding chapters of the dis-
sertation.

Chapter 8 provides concluding remarks and presents future
research directions to extend the proposed work.





Part I

P R E L I M I N A RY N O T I O N S





2
M U LT I - S E N S O R D ATA F U S I O N

Multi-sensor data fusion techniques provide refined information from
multiple sensor data sources by spatio-temporal data integration and
the available context.

In the context of public security, it is of outstanding importance to
aggregate raw data obtained from multiple sources in order to pro-
vide an improved picture of a situation as well as to gather knowledge
about all the actors in a scenario. In tactical operations, either in the
military or for civil purposes, data fusion is a process that increases
intelligence tasks and provides important support for planning oper-
ations.

This Chapter is organized as follows: in Section 2.1 we present an
overview on data fusion; in Section 2.2 we discuss the popular data
fusion models; in Section 2.3 we describe the main formalisms to
handle uncertainty in data fusion contexts; in Section 2.4 we focus on
the Dempster-Shafer data fusion formalism, and finally in Section 2.5
we discuss the different data fusion architectures.

2.1 data fusion

In general, the terms information fusion and data fusion are used as
synonyms even if in some cases the term data fusion is used for raw
data i.e., data obtained directly from the sensors whereas the term
information fusion is employed when considering already processed
data. In the literature, there are different terms related to data fusion
which include decision fusion, data combination, data aggregation,
multi-sensor data fusion, and sensor fusion.

White [92] defines data fusion as "a process dealing with the associ-
ation, correlation, and combination of data and information from sin-
gle and multiple sources to achieve refined position and identity esti-
mates, and complete and timely assessments of situations and threats,

9
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and their significance. The process is characterized by continuous re-
finements of its estimates and assessments, and the evaluation of the
need for additional sources, or modification of the process itself, to
achieve improved results".

Briefly, we can define multi-sensor data fusion as the process through
which data are combined from multiple sources whereas single-sensor
fusion refers to the case where multiple data coming from a single
source are fused. In both cases, data aggregation is performed to ob-
tain improved information i.e., information that has higher quality or
more relevant information content.

Data fusion techniques can be grouped into three categories: (i)
data association, (ii) state estimation, and (iii) decision fusion [17].

Data association techniques try to establish the set of measure-
ments that are generated by the same target over time (e.g., a track can
be defined as a sequence of points along a path provided by the same
target). Data association is often executed before the state estimation
of the detected targets. Data association process can be performed in
all of the fusion levels with a granularity that depends on the specific
level.

State estimation techniques allow to estimate the state of the tar-
get under movement given a set of measurements. Target observa-
tions may or may not be relevant, which means that in general only
some of the observations could actually be associated to the target.
State estimation methods include linear and nonlinear dynamics and
measurements. In first case, the equations of the object state and the
measurements are linear and the noise follows the Gaussian distribu-
tion; theoretical solution are based on the Kalman filter. In nonlinear
dynamics, the state estimation problem there are methods based on
control theory and probability to define a vector state from vector
measurements.

Decision fusion techniques produce a high-level inference about
the events and activities that are generated from the detected tar-
gets. These techniques can be based on Bayesian methods, Dempster-
Shafer inference, adductive reasoning or semantic methods.

2.2 data fusion models

Endsley [34] proposed a data fusion model known as Joint Direc-
tors of Laboratories (JDL) based on four-layered hierarchical structure
where each layer provides a descriptive representation of the scenario.
In this model, moving from the lower to the higher layer, the degree
of information is decreased whereas the degree of information is in-
creased due to the data aggregations implemented at each layer.

Level 1 Object Refinement: This layer attempts to identify objects
and entities involved in the scenario by fusing the properties of
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the objects from multiple sources. Data gathered at this stage
provide a low degree of abstraction (e.g., position, speed).

Level 2 Situation Assessment: This layer attempts to evaluate the
relations among the different entities and the observed events
provided by level 1.

Level 3 Threat Assessment: This layer predicts the effect of the sit-
uation identified by level 2 in terms of possible opportunities
for operation (e.g., expected damages given the enemy’s be-
haviour).

Level 4 Process Refinment: This layer allocates sources to mission
goals and highlights the impact of these decisions.

Thomopoulos [84] proposed a model for data fusion consist-
ing of three modules, each integrating data at different lev-
els namely Signal, Evidence and Dynamics level fusion. Signal
level fusion applies data correlation through learning due to
the lack of a mathematical model describing the phenomenon
being measured. Evidence level fusion combines the data at dif-
ferent levels of inference based on a statistical model and the
assessment required by the user. Dynamics level fusion applies
the fusion of data through the support of specific mathematical
models.

The presented two models should not be considered as opera-
tive procedures, but rather methodologies that may be useful to
adequately define the steps for the extrapolation of high-level
and abstract information from raw low-level data.

2.3 approaches to handling uncertainty

Mechanisms to handle uncertain data is required in every data fu-
sion framework. Uncertain data result from lack of information in a
specific area of interest. The types of uncertainty can be grouped as
follows [23]:

Incompletness: relates to the situation where part of the informa-
tion required is missing (e.g., if the position of the detected hos-
tile unit is missing from a report then the report information is
incomplete).

Imprecision: relates to the situation where the value of a variable
of interest is given but not with enough information (e.g., the
temperature value detected by a thermometer is between 15 and
25 Celsius degrees).

Uncertainty: relates to the situation where the information is com-
plete, precise but uncertain since it may be wrong (e.g., the tem-
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perature value detected by a thermometer is probably 25 Celsius
degrees).

Depending on the mechanism used to handle uncertainty, the kinds
of uncertainty that can be treated for data representation, fusion, in-
ferencing and decision-making by a specific approach may vary.

In the following, we present a brief introduction of the popular
methodologies to handle uncertainty in order to show each approach
can accommodate specific properties of uncertain data.

2.3.1 Bayesian Probability Theory

The Bayesian Probability Theory provides an interpretation of the con-
cept of probability. This can be seen as an extension of propositional
logic that enables reasoning with hypotheses, i.e., the propositions
which deal with uncertainty.

In contrast to interpreting probability as the frequency of some phe-
nomenon, Bayesian probability is a quantity that denotes a state of
belief or knowledge. Beliefs are always subjective, and therefore all
the probabilities in the Bayesian Probability Theory are conditional to
the prior assumptions and experience of the learning system. Some
disadvantages of this Bayesian Probability Theory are the difficulty
in defining prior likehoods when information is not available and the
fact that the hypotheses must be mutually exclusively.

2.3.2 Possibility Theory

Possibility theory was introduced by Zadeh [94] as an extension of
his theory of fuzzy sets and fuzzy logic. It differs from classical prob-
ability theory by the use of a pair of dual set-functions i.e., possibility
and necessity measures instead of only one. A possibility measure is
a set function that returns the maximum of a possibility distribution
over a subset indicating an event. A necessity measure is a set func-
tion associated to a possibility measure through a relation expressing
that an event is more certain than another one. This feature makes it
easier to capture partial ignorance.

Where the vagueness of information needs to be modeled,
approaches based on possibility theory are more suitable than those
based on probability theory. The high number of computations re-
quired by this approach w.r.t. other ones and the complexity in gener-
ating appropriate membership functions are the main disadvantages
of this technique.
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2.3.3 Dempster-Shafer Theory

This theory, introduced by Dempster [27] and Shafer [79] also known
as Dempster-Shafer Theory (DST), embraces the intuitive idea of as-
sociating a number between zero and one to model the degree of
confidence for a proposition from partial (uncertain, imprecise) evi-
dence.

DST has become one of the most used frameworks for handling
uncertainty in various fields of applications. One of the major ad-
vantages of DST over probability theory is to allow one to specify
a degree of ignorance in a situation instead of being forced to sup-
ply prior probabilities. Respect to probabilistic approaches that can
reason only on singletons, DST allows not only to affect belief on ele-
mentary hypotheses but also on composite ones. The latter illustrates
the fact that DST manages also imprecision and inaccuracies.

Based on these facts, the decision-making capabilities implemented
with DST are much more flexible than the probability theory. One
disadvantage of this methodology is given by the exponentially large
computation overhead that is required to implement the additional
modeling flexibility.

2.4 notions of dempster-shafer theory

In this Section, we introduce some concepts of DST that are relevant
for the data fusion contributions presented in Chapter 4.

2.4.1 Basic Notions

In the DST, the set propositions that a node can evaluate is called
Frame of Discernment (FoD) Ω = {ω1, ...,ωn} where the elements ωi
are assumed to be mutually exclusive.

Let Γ(Ω) , 2Ω = {γ1, ...,γ|Γ |} be the power set associated to it. In
this framework, the interest is focused on quantifying the confidence
of propositions of the form: "The true value ofω is in γ," with γ ∈ 2Ω.

Definition 1 (Basic definitions). A function m : 2Ω → [0, 1] is called
a basic belief assignment (BBA) m if

∑
γa∈2Ωm(γa) = 1 with m(∅) = 0.

A BBA m can equivalently represented by its associated commonality q :

2Ω → [0, 1] defined as:

q(γa) =
∑
γb⊇γa

m(γb), γa ∈ 2Ω (1)

Thus, for γa ∈ 2Ω, m(γa) is the part of confidence that supports
exactly γa i.e., the fact that the true value of ω is in γa but, due to
the lack of further information, does not support any strict subset of
γa.
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2.4.2 Evidence Combination

The limitation of the DST formulation regards the application of the
Dempster combination rule [79], that produces counterintuitive re-
sults whenever there is a strong conflict among the sources to be
combined [93]. A different approach is based on the Transferable Be-
lief Model (TBM) defined by Smets [80], which relies on the concept
of BBA but removes the assumption of m(∅) = 0. The removal of this
assumption applies when the frame of reference is not exhaustive, so
that it is reasonable to believe that another event, not modeled in the
considered frame, will occur. This allows to define a more refined rule,
the TBM conjunctive rule [28], that is more robust than the Dempster
combination rule, in the presence of conflicting evidence.

Definition 2 (TBM conjunctive rule ⊗). In the TBM, the combination
rule removes the normalization constant in the Dempster combination rule
and therefore is defined as follows:

mij(γa) =
∑

γb,γc;γb∩γc=γa

mi(γb)mj(γc), γa ∈ 2Ω (2)

The TBM conjunctive rule is associative and its use is appropri-
ate when the conflict is related to poor reliability of some of the
sources. However, such a rule, together with the Dempster combi-
nation rule, relies on the distinctness assumption of the sources or,
in other words, that the information sources be independent. This
limitation can be avoided using a combination rule that observes the
idempotence property. Denoeux [29] defines an associative, commu-
tative and idempotent operator, called cautious rule of combination,
that is appropriate when all sources are considered reliable and does
not require the assumption of independence.

Definition 3 (weight function). Let m be a generic BBA, the weight func-
tion w : 2Ω \Ω→ R+ is defined as:

w(γa) =
∏
γb⊇γa

q(γb)
(−1)|γb|−|γa|+1 , ∀γa ∈ 2Ω \Ω (3)

=


∏
γb⊇γa,|γb|/∈2N q(γb)∏
γb⊇γa,|γb|∈2N q(γb)

, if |γa| ∈ 2N,∏
γb⊇γa,|γb|∈2N q(γb)∏
γb⊇γa,|γb|/∈2N q(γb)

, otherwise,

Definition 4 (Cautious rule of combination ?). Let mi and mj be two
generic BBAs in the TBM with weight functions wi and wj respectively.
Their combination using the cautious conjunctive rule is noted wi? j =

wi ?wj. It is defined as the following weight function:

wi?j(γa) = wi(γa)?wj(γa) = min(wi(γa),wj(γa)), ∀ γa ∈ 2Ω \Ω

(4)
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Table 1: An example of application of the cautious combination rule.

BBA ∅ a b Ω

w1(·) 1 0.5 0.3

w2(·) 0.8 0.7 0.2

w1?2(·) 0.8 0.5 0.2

Table 2: An example of BBAm(·) and its relative discounting functionmα(·)
obtained for α = 0.2.

BBA ∅ a b Ω

m(·) - 0.3 0.4 0.3

w(·) 1.4 0.5 0.4

m0.2(·) - 0.06 0.08 0.86

w0.2(·) 1 0.93 0.91

The data aggregation algorithms presented in Chapter 4 work with
the weight function w(·), which is obtained from masses using com-
monality function q(·), derived from the initial set of BBAs.

Table 1 shows the function w1?2(·) obtained by applying the cau-
tious combination rule among two weight functionsw1 andw2. From
now on, we denote with wij(·) the weight function obtained from
the application of the cautious combination rule among two generic
weight functions wi(·) and wj(·).

2.4.3 Evidence Discounting

The evidence discounting concept was introduced by Shafer [79] for
accounting the reliability of a source information. Other works by
Cherfaoui et al. [19, 20] applied the evidence discounting in a net-
work of agents according to the distance and the age of the received
message before to combine it with a local knowledge.

Definition 5 (Discounting function). Let m be a generic BBA. The rela-
tive discounting function mα(γa) can be defined as follows:

mα(γa) =

α m(γa), for γa ⊂ Ω,

1−α+α m(γa). for γa = Ω.

where α ∈ [0, 1] is called the discounting factor.

Table 2 shows an example of BBA m(·) and its relative discounting
function mα(·) obtained for α = 0.2. The table also reports the weight
functions associated to the two BBAs.
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When the reliability α of an information source is known, it can be
used to discount evidence before executing fusion operations.

2.4.4 Pignistic Probability

Pignistic probability [80], in decision theory, is a probability that can
be assigned to an option in order to make a decision although there
might be lack of knowledge or uncertainty about the options and
their actual likelihoods.

As it will be clear in Chapter 4, we use pignistic probability to pro-
vide an indication of the results obtained by our data aggregation
algorithms. In particular, we use the pignistic transformation to trans-
form a BBA m(·) into a probability measure Pm = Bet(m) as follows:

Pm(γa) =
∑

∅6=γb⊆Ω

m(γb)
|γa ∩ γb|

|γb|
, γa ∈ 2Ω (5)

2.5 data fusion architectures

Depending on the architecture type, data fusion techniques can be
classified as: (i) centralized, (ii) distributed, and (iii) decentralized
[17].

In a centralized architecture, the fusion node is placed in the central
processor that acquires the information from all of the input sources.
Hence, the fusion processes are implemented in a central processor
that uses the provided raw measurements from the different sources.

In a distributed architecture, measurements from each source node
are processed independently before the information is sent to the fu-
sion node, which receives information from all the nodes. This type
of architecture provides different variations that range from only one
fusion node to several intermediate fusion nodes. Distributed algo-
rithms usually share their state (e.g., position, velocity) with the asso-
ciated probabilities to perform the fusion process.

In a decentralized architecture, each node combines its local infor-
mation with the information that is received from its peers to reach a
common knowledge about an event of interest. Considering that the
decentralized data fusion algorithms exchange information instead of
states and probabilities, they have the advantage of easily separating
old knowledge from new knowledge.

In the ideal case, the decentralized common knowledge should con-
verge to the centralized solution, which is considered to be optimal.
In general, this can be easily achieved when the states are static. How-
ever, for dynamic states, additional constraints are required.

In Chapter 4 we present a decentralized data fusion algorithm and
show results proving the convergence of the algorithm.
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2.6 chapter summary

In this Chapter, we gave an presented the data fusion problem and
discussed the methodologies used to handle uncertain information in
data fusion frameworks.

Then, we presented key notions of Dempster-Shafer Theory and
motivated why this approach is suitable for handling uncertain data
w.r.t. other methodologies.

Finally, we presented different data fusion architectures and pre-
sented the main advantages of decentralized approaches w.r.t. dis-
tributed approaches.





3
M O D E L I N G A N D S I M U L AT I O N O F
I N T E R D E P E N D E N T S Y S T E M S

Modeling and simulation of interdependencies of critical infrastruc-
tures has become a considerable field of research with the aim to im-
prove infrastructure support planning, maintenance and emergency
decision making. Ouyang [64] reviewed all the research in this field by
grouping the existing modeling and simulation approaches into six
branches: (i) empirical; (ii) agent based; (iii) system dynamics based;
(iv) economic based (v) network based, and (vi) other approaches.

In this Chapter, we recall the main principles and applications
of the mentioned approaches and focus on two network based ap-
proaches that have been used as tools for impact assessment pre-
sented in Chapters 5 and 6. We also present an approach based on a
distributed simulation platform that was adopted to implement emer-
gency resources allocation problems presented in Chapter 7.

3.1 overview

Interdependencies increase the vulnerability of the corresponding in-
frastructures as they the propagation of failures from one infrastruc-
ture to another with the consequence that the impact due to failures
of infrastructure components and their severity can be exacerbated
compared to failures confined to single infrastructures.

There different definitions of infrastructure interdependencies. Ri-
naldi et al. [74] grouped them according to six dimensions:

• the type of interdependencies e.g., physical, cyber, and logical;

• the infrastructure environment e.g., technical, business, politi-
cal, legal;

• the couplings among the infrastructures and their effects on
their response behavior (loose or tight, inflexible or adaptive);

19
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• the infrastructure characteristics: organizational, operational, tem-
poral, spatial;

• the state of operation (normal, stressed, emergency, repair), the
degree to which the infrastructures are coupled;

• the type of failure affecting the infrastructures: common-cause
(when two or more infrastructures are affected simultaneously
because of some common cause), cascading (when a failure in
one infrastructure causes the failure of one or more compo-
nent(s) in a second infrastructure), and escalating (when an ex-
isting failure in one infrastructure exacerbates an independent
failure in another infrastructure).

The latter definitions together with governmental reports contain-
ing recommendations and policies for the protection of critical in-
frastructures, can be considered as conceptual and qualitative based
approaches. In fact, both provide the definitions of infrastructures
and their interdependencies and highlight the importance to protect
critical infrastructures by proposing specific strategies to reach this
objective.

However, these approaches do not provide any detailed modeling
and simulation approach to analyze infrastructures behavior.

3.2 modeling and simulation approaches

3.2.1 Empirical Approaches

Empirical approaches consider infrastructure interdependencies based
on historical disruptions data and expert experience. Contributions
in this area try to identify frequent and significant failure patterns,
model interdependency strength metrics and propose approaches
based on risk analysis.

In order to identify frequent and significant failure patterns, special
databases have been created from incidents reports such as the earth-
quake in Japan and the hurricanes in Florida and some others. These
data are usually extracted from media reports and official documents
issued by infrastructure operators and can be used to define metrics
to assess the consequences of a failure under extreme events. For ex-
ample, McDaniels et al. [57] defined to indexes: (i) an impact index
given by the product of the failure duration and severity weights; and
(ii) an extent index given by the product of the failure spatial extent
and the number of people involved.

Zimmerman et al. [97] introduced several interdependency related
indicators to have information about: (i) the infrastructure compo-
nents that frequently produce an impact for other infrastructures; (ii)
the ratio of being a cause of failure to being impacted by failures and
(iii) the number of people affected by a failure.
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Utne et al. [88] designed a cascade diagram showing how an initi-
ating event can be propagated across different infrastructures. Based
on historical failure data and the knowledge of past incidents, they
were able to assess the frequency of the initiating event, the probabil-
ities of all involved events, the number of people being affected, and
the duration of the subsequent events.

3.2.2 Agent Based Approaches

Agent bases approaches adopt a bottom-up view and consider the
overall behavior of the system of interconnected infrastructures emerg-
ing from a plethora of interacting agents where each agent models
one or more physical infrastructure components or services.

Aspen [13] is an agent based model used to model the economic
consequences of decisions and was used to assess the outcome of fed-
eral monetary policies. RePast [22] is an agent framework for the de-
velopment of agent models allowing creation and execution of simu-
lations. RePast contains libraries for implementing genetic algorithms
and neural networks to design agents business rules. NetLogo [86] is
a multi-agent programming language addressing natural and social
sciences phenomena where each agent allows to discover of emergent
behaviors.

3.2.3 System Dynamics Based Approaches

System Dynamics (SD) based approaches adopt a top-down view to
study interdependent systems. In this kind of approaches, there exist
constructs that can be used inside each model to represent specific
behavior and objects. In particular, feedback loops allow to model an
effect between infrastructure components or services (e.g., the electri-
cal power provided by a system feeding an hospital) whereas stocks
can be used to model the level of a specific resource (e.g., the quantity
of water in a tank). SD based approaches can model dynamic (i.e., in-
ertial) states through the use of differential equations to describe the
system level behaviors of the infrastructures.

CIP/DSS [78] is a Decision Support System based on SD that was
used to model the interdependencies existing among water, public
health, emergency systems, telecom, energy and transportation in-
frastructures. Its application allows to estimate the effect of possible
disruptions occurring in such systems and to evaluate the effect of
mitigations actions.

3.2.4 Economic Theory Based Approaches

Economic theory based approaches fall in two main areas: Input-
Output (I-O) and Computable General Equilibrium (CGE) models.
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I-O models [52] were defined by Leontief to represent the techno-
logical relationships of productions. Leontief proposed a linear model
where the total production output of each industry sector is related to
the production of other sectors according to specific weights. The re-
sulting system provides a unique solution so that a final demand vec-
tor can be found. Based on the Leontief I-O model, Haimes and Jiang
proposed the Input-Output Inoperability (IIM) [45] model where they
consider the output of the Leontief model as the inability or inoperabil-
ity of an infrastructure to perform specific services. Given a perturba-
tion from one or more infrastructures or industries of the economy,
the model can assess the consequences in terms of infrastructures or
industry inoperability.

Computable General Equilibrium (CGE) can be considered as an
extension of the I-O models. Based on actual economic data, they can
estimate how an economy might react to changes in policy, technol-
ogy or other external factors. Rose and Liao [75] developed a CGE
model to study the economic resilience of the city of Portland to an
earthquake that produces disruptions on the water supply network.
The model allowed to evaluate the effectiveness of resilience improve-
ments actions such as prevent water pipeline replacement. A similar
approach was used by Rose et al. [10] to analyze the economic effects
of a terrorist attack against the Los Angeles power grid. The economic
estimate produced by the CGE based model demonstrated the bene-
fit of mitigation actions aiming at improving the power grid such as
onsite electricity generation and rescheduling of production.

3.2.5 Network Based Approaches

Network based approaches model infrastructure interdependencies
by representing each infrastructure through its network topology
where nodes mimic physical components and the relations among
them. There exist two main approaches: (i) topology based methods
where each network node exhibit two states (normal and failed) de-
pending if the work properly or they affected by the occurrence of
hazards or due to intra- or interdependencies phenomena and (ii) flow
based methods that take focus on the services provided and distributed
among the infrastructures.

Topology based methods allow to define various metrics to eval-
uate the performance response of the infrastructures under differ-
ent hazards. For instance, the performance of each network can be
assessed by the connectivity loss, the number of normal or failed
physical components, the duration of components unavailability, the
number of customers served or affected [31, 67]. By quantifying the
interdependent effect, performance metrics can facilitate the assess-
ment of mitigation actions such as adding bypass or hardening spe-
cific components performance. In this regard, specific strategies can
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be compared by considering the response of networks with different
topological structures in terms of component degree, component be-
tweenness etc.

In Flow based methods, nodes and edges are entities able to pro-
duce and distribute the services. Following this approach, Lee et al.
[51] proposed a model where each node includes a supply or a de-
mand node or a transshipment node and each arc has a predefined
capacity. It allows to mathematically define the interdependencies re-
lations and to and evaluate specific restoration plans. Such a model
was used to evaluate the operations of health care facilities in crisis
scenarios. Rosato et al. [77] modeled an electrical network through
Direct Current (DC) power flow model and investigates the relation
among the variation of Internet Quality of Service (QoS) and the vari-
ation of the QoS of the electrical network using a data packet model to
model the Internet communication layer. Based on this model, they
develop a Decision Support System to test mitigation and healing
strategies.

3.2.6 Other Approaches

Besides the contributions presented, there are some other approaches
to model and simulate the interdependency phenomena among in-
frastructures. These include the High Level Architecture (HLA) based
method, the Petri-net (PN) based method and so on.

HLA is a general purpose architecture for distributed computer
simulation systems. Eusgeld et al. [36] proposed a HLA-based inter-
dependency modeling architecture based on three layers: the lower
level includes the physical models of single infrastructures, the mid-
dle level manages the interactions among models of different infras-
tructures and the high level represents the overall system model. This
approach simulates the interdependencies through a distributed sim-
ulation environment through communications among the three layers.
Such an approach was used to simulate the interdependencies among
a power network and its own SCADA system [35].

Based on the Petri-net (PN) based approach, Laprie et al. [50] devel-
oped a petri-net to represent the interdependencies between electric-
ity and communication network whereas Sultana and Chen [82] mod-
eled the effect produced by floods on a set of interdependent infras-
tructures which exhibit vulnerabilities specified according to fragility
curves.

3.3 network based tools

In this Section, we focus on two specific network based tools namely
i2Sim and CISIA which were adopted for the impact assessment and
the emergency resources allocation problems covered in Chapters 5, 6
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and 7. Both tools adopt a flow based approach to model the different
resources exchanged among the entities.

i2Sim captures the behavior of infrastructures with matrices that
describe how input resources interact to produce a specific kind of
resource. Being built under Matlab/Simulink, i2Sim offers a usable
graphical user interface to build the interdependency model. Com-
pared to i2Sim, CISIA offers more capabilities to build the model
such as the possibility to define different kinds of faults and out-
put resources for each entity and the possibility to model uncertainty
through fuzzy variables. However, CISIA lacks usability as the inter-
dependency model should be entirely coded.

3.3.1 i2Sim

i2Sim [72] allows to model interdependencies among different criti-
cal infrastructures based on a mathematical approach. Components
defined in physical layer can interact with the decision-making layer
through event forwarding approach.

Such a model is based on the following key components:

• Production cell: A production cell is an entity that performs a
function. For example, a hospital is a cell that uses input tokens
e.g., electricity, water, doctors, and produces an output token
e.g., the number of patients treated. Each production cell is as-
sociated a table, called Human Readable Table (HRT), that de-
fines how quantities of input resources are combined to produce
quantity of output resource.

• Channel: A channel is a means through which tokens flow from
an entity (e.g., a cell) to another one.

• Token: Tokens are goods and services that are provided by
some entity to another one that uses them. Such tokens can be
electricity, water, medical supplies, etc.

• Control: These are Distributor and Aggregator units allowing
to change their state based on the events received from the deci-
sion making layer. Distributors divide a specific resource among
different channels according to specific quantity ratios. Aggre-
gators group resources coming from different channels into one
channel.

• Storage: Storage cells are able to keep an initial amount of to-
kens and release them based on an external signal.

Figure 2 shows an example of a production cell modeling a hos-
pital together with its relative Human Readable Table. In the upper
part, the hospital operates normally with an output called Resource
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Figure 2: An example of a production cell.

Mode (RM) of 4 patients healed per minute. In the lower part, the re-
source amounts varied so that the operability of the hospital changes
accordingly. In particular, to determine the new RM of the cell and
the respective output every input value is located within the work-
ing threshold on the corresponding column. Thus, electricity value
of 12, 000 is associated to the third row, water with 46 to the second
row and natural gas to the first row. Electricity is thus is the limiting
factor and the cell output is thus 2 patients healed per minute.

The generation and flow of tokens among different entities is given
by physical capability of each of the cells (e.g., power generation ca-
pacity), their environmental constraint (e.g., damage of cells) or hu-
man decision factor (e.g., redirection of water supply to a hospital
rather than to a resident area). The operational characteristics of each
of the cell are provided by a non-linear behavior that is encapsulated
within a block through a production cell. This allows to model in-
terdependencies between different infrastructures through non-linear
relationships.

In order to establish benchmark cases, i2Sim was applied to study
the interdependency phenomena inside the University of
British Columbia (UBC) campus that has the properties of a small
city [53]. Specific HRT were built based on the input-output relations
among the different networks with the support of infrastructure op-
erators. The model allowed to measure the response of the UBC se-
curity facilities w.r.t. disastrous events and to test resource allocation
policies.
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3.3.2 CISIA

CISIA [25] is a modeling framework that considers the overall system
of system as being composed of a set of entities produces various
resources. In this framework, the different classes of interaction are
represented through specific interconnection matrices so that make
the overall system can be considered a multigraph allowing the im-
plementation of complex topological and dynamical analyses.

Operative 
Level

Internal 
Faults

External causes 

Output Resources

Output Failures

Input Resources

Input Failures

CISIA entity

Figure 3: Input-Output representation of a CISIA entity.

Figure 3, represents the components of an entity modeled in CISIA:

• Entities can produce, transport or consume tangible or intangi-
ble resources (e.g., goods, services, policies);

• Entities can be affected by faults;

• Faults can be propagated across entities;

• The capacity of each entity to distribute resources depends on
its operative level and on the severity of the faults that affect the
entity.

Each entity is associated an operative level that represents the state
of the entity and can receive input resources and failures that in-
fluence, together with the operative level, the capacity to generate
resources and failures. External causes representing disruptive phe-
nomena can also reduce the operability level of an entity.

To model the interaction of the agents that provide mutual require-
ments or disseminate failure, three kinds of matrices have been de-
vised: Operative Level Incidence Matrix, Requirement Incidence Ma-
trix, and Fault Incidence Matrices. Fault incidence matrices allow the
analysis of different types of failure propagation (e.g., physical, cy-
ber). In order to represent the uncertainty of human operators inter-
acting or representing entities in CISIA, all the variables describing
the dynamics of entities are expressed as Triangular Fuzzy Numbers.
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CISIA adopts a discrete-time simulation approach where each sim-
ulation step is driven by a clock routine that synchronizes the mes-
sage exchange among entities. In order to model the different flow
rate of resources, it is possible to model delays for the communica-
tion channels connecting different entities. At the beginning of each
simulation step, different instant cycles are performed, until the sys-
tem reaches a steady state.

CISIA was effectively used in several research projects [3, 2] to
model the interdependencies power distribution grid, the relative
SCADA system and the Telecom network allowing the communica-
tion between the power grid and the SCADA infrastructures.

3.4 other approaches

In Section 3.2.6, we presented a distributed simulation environment
based on HLA to simulate interdependency phenomena.

In the following Section, we present a similar approach based on
WebSimP, a platform allowing the simulation of the physical layer of
single infrastructures.

3.4.1 WebSimP

In this Section, we present Web-Service based simulation platform for
critical infrastructures (WebSimP) [11], a distributed environment for
the simulation of the behaviour of the electrical and telecommunica-
tion domains.

WebSimP is integrated inside the Disaster Response Network En-
abled Platform (DR-NEP) [55], a platform enabling decision making
for the validation of resource allocation policies.

As shown in Figure 4, DR-NEP is a web service platform that en-
ables different simulators to communicate results to each other via a
common enterprise service bus (ESB) and a database. A distributed
computing architecture is employed to support decision making. Ev-
ery simulator is connected to DR-NEP using an adapter that listens
on the ESB for instructions about running simulations, gathers inputs
from the other simulators and the database and pushes results from
the simulators to the database. After the simulators and adapters are
configured, a controller in the ESB pushes input to the simulators at
predefined intervals. By linking the i2Sim interdependency simulator
(presented in Section 3.3.1) with a power grid and telecom simulator,
DR-NEP enables the validation of resource allocation in the electrical
domain.

WebSimP enables disaster support systems that are integrated with
DR-NEP to be invoked separately through web service technologies.
Such a service based platform offers many benefits over other types of
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distributed computing architectures in terms of interoperability and
ubiquity.

In particular, WebSimP allows the simulation of the electrical and
telecommunications domains. Each simulation layer incorporates three
software components: (i) a web service that receives operation re-
quests to execute a particular simulation; (ii) a software adapter that
implements the details of each requested operation and oversees com-
mand execution in the simulator and output data post-processing;
and (iii) a simulator (e.g., discrete/continuous, deterministic/stochas-
tic) that executes a simulation model for a certain domain.

Figure 4: DR-NEP-WebSimP architecture.

Electrical Adapter. The electrical adapter is a software component
that is responsible for invoking operations in a pre-existing model.
The possible operations are:

• Disconnection of electrical lines. Disconnection of a line may
simulate a damage event on the power network.

• Reclosure of breakers. The operation simulates the closure of
breakers that may be needed in case of distribution network
reconfiguration.

• Load flow calculation. The operation executes a load flow calcu-
lation on the power network including information on voltage,
current and power.
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• Power load shedding. The operation sets new values of active
and reactive power that a certain load consumes.

The simulator determines the loads that the grid may support with-
out damaging the infrastructure by considering physical limits on pa-
rameters such as current and voltage. The PSS Sincal electrical simu-
lator [5] is used; it supports network planning for power transmission
and distribution networks (e.g., load flow calculations, dynamics and
network protection).

Telecommunication Adapter. The telecommunications adapter is
a software component that is in charge of invoking operations in a
pre-existing telecommunications simulation model. The possible op-
erations are: (i) network configuration (e.g., disconnecting telecom-
munications and SCADA elements to simulate damage events); (ii)
constraint computation (e.g., communications bandwidth); and (iii)
electrical network reconfiguration time computation (e.g., response
time required to send and execute specific commands). The telecom-
munications simulation uses ns-2 [4], a discrete event simulator that
allows the modeling and simulation of communications protocols,
routing and multicast protocols over wired and wireless networks.

As an application of the DR-NEP-WebSimP platform, in Chapter
7 we present how this platform can supports decision making in a
scenario with interdependencies existing between a power grid and a
supervisory control and data acquisition (SCADA) system.

3.5 chapter summary

In this Chapter, we presented different approaches for the modeling
and simulation of interdependencies among critical infrastructures.

Network based approaches based on networks theory consider crit-
ical infrastructures as graphs where each node represents an infras-
tructure. In these approaches, it is possible to introduce relationships
and hierarchies between quantities arriving and leaving the nodes
and to model physical states of the nodes.

The fact that many of the relationships between causes and con-
sequences are non-linear is a limiting factor of many of the models
considered. In this regard, agent based techniques or non-linear trans-
fer function approaches are usually more flexible.

In addition to being able to represent relationships, physical states,
and external events, dynamic (i.e., inertial) states can be modeled
in System Dynamics (SD) approaches through the use of differential
equations. Being based on discretized states where the current state
is a function of past states, dynamic states can also be modeled with
CISIA.

We focused on two network based approaches, namely i2Sim and
CISIA, and a distributed simulation environment provided by Web-
SimP. i2Sim and CISIA are flow based approaches where nodes and
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edges are able to produce and distribute the services respectively.
WebSimP adapters facilitate the exchange of information between the
impact assessment module (based on i2Sim) and the infrastructure
simulators, controls the execution of the simulators and calculates
the constraints on the loads to insure that they are feasible.



Part II

S I T U AT I O N AWA R E N E S S M E T H O D O L O G I E S





4
D I S T R I B U T E D D ATA F U S I O N F O R S I T U AT I O N
AWA R E N E S S

Data fusion provides means for combining pieces of information com-
ing from different sources and sensors. This can help to enhance the
security of critical infrastructure systems (e.g., power grids, water dis-
tribution networks) by providing an improved situation awareness
that is relevant for decision making.

Usually, critical infrastructure systems combine the information
coming from their sensors individually, without sharing any informa-
tion regarding the state of their functioning with other infrastructures.
This originates mainly from the fact that the delivery of sensitive in-
formation to third-parties infrastructures can be a security issue, and
this has been investigated in several research initiatives [83, 2]. How-
ever, during real-time situations, there may be scenarios in which
allowing a full exchange of information could be beneficial.

Foglietta et al. [41] applied an algorithm based on Gasparri et al.
[42] to share information among a set of critical infrastructures in or-
der to produce common knowledge and decrease the possibility of
producing cascading effects. In this framework, the set of infrastruc-
tures, or agents, constitute a connected network and combine their lo-
cal information, regarding their functioning state, using a distributed
algorithm. However, the approach requires the network topology to
form a spanning tree.

Denoeux [30] proposed a distributed algorithm that implements
data fusion over an unknown topology. This algorithm computes the
confidence of each node, by combining all the data coming from the
neighbors, using a discounted cautious operator and without relying on
a central node for the data collection. Convergence of the algorithm
is proved in finite time for any initial configuration and for any un-
known network topology. However, this algorithm requires the net-
work topology to become stable, i.e., nodes and links are fixed and

33
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each agent does not perform any dynamic observation, in order to
reach convergence.

Considerable research has been conducted to apply data fusion
techniques to enhance the security of critical infrastructures.

Flammini et al. [40] proposed a theoretical centralized framework
for correlating events detected by a wireless sensor network in the
context of critical infrastructure protection. They developed a deci-
sion support system to face security threats by collecting data from
heterogeneous sources. Genge et al. [43] considered the concept of
cyber-physical data fusion using the Dempster-Shafer theory to com-
bine knowledge from the cyber and physical dimensions of critical in-
frastructures in order to implement an anomaly detection system able
to detect possible threats in a centralized fashion. The system was
validated in a scenario considering the consequences of Distributed
Denial of Service (DDoS) attacks on the information network, and
the propagation of such disturbances to the operation of a simulated
power grid. Timoen et al. [85] proposed a platform that combines an
agent-based brokered architecture and the JDL data fusion model to
produce events from different source systems and the brokered archi-
tecture allowing the agents and multiple analysis components to col-
laborate. The current state of the infrastructure can be determined by
combining and analyzing event streams. However, generally speak-
ing the centralized nature of these approaches, i.e., all data must be
collected by a single node performing the aggregation, renders this
approach not robust against single node’s failures.

Oliva et al. [61] presented a distributed consensus algorithm based
on fuzzy numbers and applied to a case study related to crisis man-
agement. The algorithm provides consensus on the overall criticality
of a situation based on the information produced by human operators
regarding the state of specific infrastructures. However, this approach
may require an high complexity in generating appropriate member-
ship functions to model the opinions of the operators.

Sousa et al. [81] described a construct for the protection of criti-
cal infrastructures based on distributed algorithms and mechanisms
implemented between a set of devices providing secure gossip-based
information diffusion among the infrastructures. Although this ap-
proach ensures that the traffic data satisfies the security policies of an
infrastructure against cyber attacks, it lacks flexibility when dealing
with other kinds of threats e.g., physical security threats or when the
information of a possible threat is uncertain.

In this Chapter, we advance the state of the art by releasing the
typical assumption of static network topology to accommodate for
a scenario where link failures may occur (e.g., due to natural disas-
ters or cyber attacks). In particular, we propose two data fusion ap-
proaches for critical infrastructure scenarios that use two gossip algo-
rithm proposed by Denoeux [30] to exchange the information among
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the infrastructures and thus increasing their situational awareness.
We model the failures and threats with the Dempster-Shafer formal-
ism to take into account the imprecision and uncertainty in detecting
the possibile events without the requirement of specifying member-
ship functions as required by fuzzy-based approaches presented in
[61].

In Section 4.1, we present a distributed gossip algorithm [DPGP15]
where each all infrastructure is proved to convergence in finite time,
without relying on a stable network topology, and using the cautious
rule of combination [29] as the aggregation rule. This operator does
not require the information sources to be independent or distinct and
thus is preferable compared to other ones, e.g., the TBM conjunctive
and Dempster rules [28, 79], which, instead, lack robustness when
equal information are combined several times. Considering that the
cautious rule of combination is appropriate when all sources are con-
sidered reliable, we define the convergence response when all sources
are non-distinct and reliable.

In Section 4.2, we define a data fusion framework [DPGP15] where
the underlying distributed gossip algorithm allows each infrastruc-
ture to converge to a specific value so that it is possible to capture
the particular behavior of each infrastructure. We provide simulation
results showing that each infrastructure reaches convergence in finite
time, without relying on a static network topology and where link
failures may occur. We use the cautious operator [29] along with a
specific evidence discounting function as the aggregation rule among
the informational content provided by the different infrastructures.
In this framework, when updating the knowledge of one infrastruc-
ture, we use the evidence discounting function to decrease the infor-
mational content provided by a supporting infrastructure when the
considered infrastructure is loosely coupled.

4.1 data fusion using distributed gossip algorithm

In this Section, we present a data fusion algorithm where the network
topology is unknown. Theoretical results show that the algorithm con-
vergence only requires connectedness of the network topology over a
certain time window, thus introducing resilience against temporarily
faults of the critical infrastructure communication layer.

4.1.1 Data Fusion Algorithm

Let us consider a network of agents described by an undirected graph
G = {V,E(t)} where V = {vi : i = 1, ..,N} is the set of nodes (agents)
and E(t) =

{
eij(t) = (vi, vj)

}
is the set of current edges, represent-

ing the point-to-point communication channel availability. We denote
with tk the instant when the k-th communication on the network
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occurs. Furthermore, the following assumptions on the network of
agents are made.

1. The network can be described by a connected undirected graph.

2. Every node produces a local BBA expressed as a weight func-
tion called direct confidence.

3. Agents communication is asynchronous, that is at every time tk
only a pair of agents (i, j) interact.

4. Each agent i is capable of handling the storage of the current
direct confidence and the edge confidence computed through the
aggregation with a node vj s.t. (vi, vj) ∈ E(t).

In the proposed framework, the interaction among the agents can
be modeled through a gossip algorithm [14], which is defined as a
triplet {S,R, e}, where the following holds:

1. S = {s1, ..., sn} is the set containing the local states si ∈ Rq of
each agent i in the network s.t. si(t) = (wi(t,γ1), ..,wi(t,γq))
at time t with q = |2Ω \Ω|

2. R is the interaction rule based on the ? operator s.t. for any
couple of agents (i, j) with eij ∈ E(t), gives R : Rq ×Rq → Rq

s.t.:

si(t)? sj(t) = (wi?j(t,γ1), ...,wi?j(t,γq)) (6)

3. e is the edge selection process that specifies which edge eij ∈
E(t) is selected at time t.

A possible implementation of the algorithm is presented in Algorithm
1.

Algorithm 1: Gossip Algorithm
Data: t = 0, si(0)← initial direct confidence ∀ i ∈ 1, ...,N
Result: si(tstop) ∀ i ∈ 1, ...,N

while stop_condition do
• Select and edge eij ∈ E according to e ;

• Update the state of the selected agents according to R:
si(t+ 1) = si(t)? sj(t)
sj(t+ 1) = sj(t)? si(t)

• Let t = t+ 1.

end

It is worth noting that, our algorithm does not require agents to
have a unique identifier, that is we do not require the agents to know
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the identity of the neighbors they are exchanging information with.
Note that, this assumption is not cosmetic as security and confiden-
tiality represent typical requirements for interdependent critical in-
frastructures [15]. So far, we have introduced the gossip algorithm
based on the R interaction rule. In the following, it will be shown that,
if the agents apply the gossip algorithm described previously, over
a dynamic network topology where link failures may occur due to
natural disasters, cyber attacks or physical-security threats, they will
eventually converge toward a common BBA expressed as the weight
function w(·) given in (3) under the assumption that connectedness
of the network topology can be ensured over time-windows.

4.1.2 Convergence Criteria

Lemma 1. Let us consider a gossip algorithm {S,R, e} over a time-varying
graph G = {V,E(t)} with S and R defined previously. Let us assume each
agent i at time t = 0 provides an independent set of direct confidences de-
scribed by the weight function values si(0) = {wi(0,γa); γa ∈ 2Ω \Ω} ob-
tained from BBA and commonality functions mi(0) and qi(0) respectively,
through (1) and (3).

If e is such that ∀ t ∃ ∆t ∈ R such that G(t, t+∆t) is connected, then
there exists a time t = t̄ s.t. ∀ t ′ > t̄, ∀ γa ∈ 2Ω \Ω, the following holds:

s(t′) = s1(0)? s2(0) ? . . .? sn(0). (7)

that is, each agent i converges toward the same weight function.

Proof. see Section A.1 in Appendix A.

Lemma 2. (Convergence time) Let us consider an edge selection policy e

such that ∀ t ∃ ∆t ∈ N, so that the G(t, t+ ∆t) is connected. If exists a
time M ∈ N : ∆ t < M ∀ t, then the convergence is reached by any
agent at most t = d ·M, where d is the diameter of the network.

Proof. see Section A.2 in Appendix A.

4.1.3 Case Study

As a case study, we consider a scenario of a set of assets, also known
as Critical Infrastructures (CI), that are essential for the functioning of
a society and economy. The occurrence of specific conditions on such
CI, are monitored by a set of n agents. Usually, CI (e.g., power grids,
Telecommunication networks, Gas pipeline networks) exhibit various
kinds of dependencies (e.g., cyber), which, may lead to cascading
failures, i.e., failures that originates in one system and may produce
disruptions in other systems.

We consider a set of systems that are geographically distributed,
and can generically represent the infrastructures of a city district.
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Figure 5: Communication framework among the infrastructures in the con-
sidered scenario.

Each infrastructure is monitored by a SCADA system, that allows
the correct functioning including:

• The SCADA Management system (e.g., HMI, Historian) run-
ning in a SCADA control centre to monitor and control the field
equipment;

• A communication network that allows the exchange of mes-
sages between the field devices and the SCADA management
system. The communication network may be proprietary or pub-
lic and based on specific SCADA protocols (e.g., Modbus, Mod-
bus over TCP);

• The field devices (i.e., sensors, PLC, RTU, IED) that acquire the
physical quantities of the system and implement control actions.

Although critical infrastructures exhibit different kinds of depen-
dencies, usually, they do not share any information. In our scenario,
we suppose, on the contrary, that each infrastructure is able to pro-
duce information regarding a possible cause of fault. This informa-
tion, is produced by the monitoring agents of all infrastructures, de-
ployed on the field devices, to detect the most credible cause of fault
or threat, and exchanged among the agents to produce the same
knowledge. The information sharing may be also realized in real sce-
narios by implementing specific policies among infrastructures.

In our scenario, the information to be shared among the infrastruc-
tures is provided by two kinds of agents, as shown in Figure 5:

• monitoring agents acquiring measurements from the field de-
vices. Such agents can raise specific alarm conditions to detect:
(i) physical events (e.g., the fault of a valve in water supply sys-
tem); (ii) cyber events (e.g., an intrusion on a RTU of power
distribution system), and (iii) physical-security events (i.e., the
access of unauthorized personnel in the area of system under
control, which may sabotage a system).
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Figure 6: Communication framework among the infrastructures in the con-
sidered scenario.

• aggregation agents impersonating the SCADA Management sys-
tem. They cannot correlate events from the field devices, but act
as aggregation nodes only by collecting the information of the
neighbor monitoring agents, and distributing such information
to other peer-agents of other infrastructures.

The resulting system, can be modeled as a multi-agents platform
for distributed data aggregation, where, each agent, can produce a
BBA expressing the possible cause generating a critical event, which,
can affect the functionality of each infrastructure.

The monitoring agents, revealing physical and cyber events, are
connected to the aggregation agents through the SCADA communi-
cation network of each infrastructure. The monitoring agent detect-
ing physical-security events is impersonated by a security patrol, that
is shared among infrastructures to detect wireless intruders with a
dedicated device, that are in proximity of the monitored infrastruc-
tures. Such a monitoring agent may issue an alarm condition through
a wireless communication with the nearest infrastructure communi-
cation network, in order to alert about a possible physical-security
threat. Every agent is able to run the algorithm presented in Section
4.1.1, in order to evaluate the direct confidence and to communicate
with the neighbor nodes. The communication among the aggregation
agents is based on Virtual Private Network (VPN) links (represented
by links 8..12 in Figure 7). Based on our assumptions on aggregation
agents, the latter, act as aggregation nodes only (i.e., their direct con-
fidence depends only on the neighbour nodes).

In Figure 6, we describe three main phases relative to the agents’
interaction:

• Events detection: the monitoring agents use measurement com-
ing from the sensors to produce a BBA from specific events. For
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instance, agents acquiring measurements from seismic sensors
or pluviometers, can provide an early warning against possi-
ble faults in the systems monitored, which, may be induced by
earthquakes and floods.

• Events aggregation: monitoring and aggregation agents fuse
their information based on the underlying data aggregation al-
gorithm.

• Convergence: monitoring and aggregation agents reach conver-
gence in a finite time step and exhibit the same belief associated
to the most credible cause(s) of fault.

It is worth noting that, based on Lemmas 1 and 2, the convergence
of the algorithm is ensured for any edge selection policy e that al-
lows to obtain a connected graph in finite time. The latter property
is particularly important in a disaster environment, such as the sce-
nario described, where the communication path among two nodes
may be unavailable over time, due to different reasons: (i) physical
destruction of network infrastructure components (e.g., caused by a
natural disaster or a terroristic attack); (ii) disruptions in supporting
infrastructures (e.g., due to the lack of electrical power in telecom-
munication equipment); (iii) disruption due to congestion (e.g., due
to cyber attacks such as Denial of Service attacks). Indeed, the loss
of one or more nodes, that can modify the agents’ topology, will not
affect the convergence of the algorithm, provided that the topology
remains connected over time. Moreover, as the security patrol is mov-
ing, its link with peer-aggregation agents, may change over time. For
the sake of simplicity, we assume that the security patrol is connected
to only one aggregation agent for each time step. Anyway, based on
Lemma 1, the violation of this assumption, would not have any effect
on the convergence of the algorithm.

The presented approach is distributed as it can be implemented
in a network without a central node. This differs w.r.t. a centralized
approach, that, instead, is typical in traditional SCADA system archi-
tectures. In particular, in a centralized approach, the SCADA man-
agement system would be able to gather and correlate events and
security information coming from the field equipment, to reveal mali-
cious activities that are perpetrated in a distributed manner. In other
words, the presence of a centralized node would be able to produce
more accurate information about the state of the monitored system.
Our approach is distributed, because, the innovative SCADA man-
agement system nodes, impersonated by aggregation agents, act as
neutral nodes with an initial BBA s.t. m(Ω) = 1. Such nodes, become
informational when they perform an aggregation with other (infor-
mational) agents.

Indeed, a distributed approach may present several advantages
compared to a centralized one when considering a disaster scenario.



4.1 data fusion using distributed gossip algorithm 41

RESIDENTIAL AREA

GATE

TURBINE

PENSTOCK

s2

8s
SCADA CONTROL 

CENTRE

s4

DAM & 
HYDROELECTRIC 

STATIONPOWER DISTRIBUTION 
STATION

HV power

s1

s3

WATER SUPPLY
 NETWORK

power

s6

SECURITY 
PATROL

s7
power water

PIPE
TANK

aggregation agent monitoring agent

wireless link direct link resource

WF1

WL

WF2

RFIDSS

SS

PL

1

2

10s

SS3

BASE TRANCEIVER 
STATION

power
s5

9s

11s
1

2

3

4 5

6

7

8

9

12

10 11

v6	  

v6	  
v11	  

v3	  

v4	  

v10	  

v5	  

v9	  

v1	  
v8	  

v2	  

v7	  

Figure 7: Sample scenario.

One advantage is concerned with more reliability: a distributed ap-
proach, being based on a plethora of monitoring agents, relies on
many agents instead of only one node, which, may be out of ser-
vice or isolated following an earthquake. In addition, during an emer-
gency time, it may be preferable to provide information timely, even
if less informative, instead of waiting for more accurate information,
that can be given by a centralized approach.

4.1.3.1 Problem Formulation

We consider n = 4 interdependent critical infrastructures, that can be
affected by failures or threats. Each infrastructure is able to produce
one or more BBAs from physical, cyber and physical-security events
detected by monitoring agents. The frame of discernment is Ω =

{a,b, c,d} where a denotes a possible physical failure, b a possible
cyber intrusion or attack, c a possible physical-security threat, and d
a normal functioning level.

Figure 7 shows the scenario involving a dam, which feeds a hydro-
electric power station, which feeds a power distribution substation
through a transmission network (not modeled for simplicity). A Base
Transceiver Station (BTS), providing telecommunication services to a
city district, receives electricity from the power distribution station.
The dam provides water to the hydroelectric power station through a
gate that is remotely controlled to release basin water and activate the
power plant turbine. To feed the water pumps and the automation de-
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Table 3: Monitoring agents considered in the scenario.

Dam & h.s. Power d.s. BTS d Water d.s. Security patrol

v1, v2 v3, v4 v5 v6 v7

vices, the water supply network, receives electricity from the power
distribution station. Failures occurring in the considered infrastruc-
tures, may produce disruptions for the population and the economic
sector of a city district.

Table 3 presents the monitoring agents considered for each infras-
tructure. In the following, we present practical methods that can be
implemented by the agents, to generate the relative BBA from sensor
measurements, in the considered scenario. Then, we show how the
algorithm converges, in a limited time, considering an initial set of
BBAs.

4.1.3.2 Dam and Hydroelectric Power Station

The dam and hydroelectric power station are controlled by a SCADA
system that utilizes a wireless sensor network. Water fed to the hydro-
electric power station, is conveyed through pipes called penstocks.

Agents v1 monitors possible unauthorized physical access in the
SCADA control room of the dam. In particular, the agent receives
information via wireless from an RFID (Radio Frequency Identifica-
tion) door sensor installed in the SCADA control room, to alert about
the possible intrusion of unauthorized personnel, which may compro-
mise the functioning of the dam. The occurrence of this condition is
not regarded as a high credibility level of a physical-security threat
since the SCADA control room door could be opened by a differ-
ent employee when authorized personnel entered the room. However,
when modeling the BBA of agent 1, we consider the possibility that,
an intruder, with access to the SCADA control room, may be facili-
tated to perform a cyber attack (see Table 17).

Agents v2 periodically monitors the water flow rates and the water
levels, measured by sensors, and use them to verify the violation of
security conditions that may anticipate the malfunctioning of the tur-
bine control [46]. In fact, in a generic dam working in normal condi-
tions, two conditions hold: (C1) the difference between the water flow
rate, measured by two water flow sensors, located at the extremes of
the penstock (WF1 and WF2 in our scenario), should vanish in about
three seconds, and (C2) the variation of the water level into the basin
of the dam (measured by the WL sensor in our scenario), should
be consistent with the variation of the incoming and outgoing water
flow. Although the violation of each individual condition cannot be
regarded as a consequence of a cyber attack, but rather a physical fail-
ure, the violation of both conditions, can increase the credibility level
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Table 4: BBA generated by agent v1.

A m1(A)

door closed door opened

d 0.9 -

ac - 0.3

bc - 0.4

abc - 0.2

Ω 0.1 0.1

Table 5: BBA generated by agent v2.

A m2(A)

C1, C2 ¬C1, C2 C1, ¬C2 ¬C1, ¬C2

d 0.9 - - -

ab - - 0.2 0.3

ac - 0.3 0.1 -

ad - 0.1 0.5 -

bc - 0.2 - 0.5

abc - 0.1 - -

Ω 0.1 0.3 0.2 0.2

in revealing a cyber attack. A possible attack scenario, can be imple-
mented by an attacker that compromises the water flow sensors, in
order to hide the changes in the water flow rate in the penstock. With
this in mind, we modeled the BBA associated to agent v2, by combin-
ing the verification/violation of the two security conditions (see Table
18).

4.1.3.3 Power Distribution Station

Earthquakes and hurricanes are known to produce a devastating ef-
fect on power distribution systems [63]. In general, earthquakes, could
damage all types of power system equipment causing interruptions
that may last some days. To this aim, usually, in power distribution
station buildings, reinforced concrete, fire- and explosion-resistant
walls or barriers, are installed between major pieces of equipment,
such as transformers, circuit breakers, and regulators. Hurricanes,
can be followed by torrential rains, and can affect distribution sys-
tems more heavily than generation and transmission. Floods induced
by heavy rainfall, can damage the low lines of a power distribution
system and cause power disruptions. Agents 3 and 4 provide early
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Table 6: BBA generated by agents v3 and v5.

A m3(A)

fd = 0 fd = 1 fd = 2 fd = 3 fd = 4 fd = 5

a - - - - 0.3 0.7

d 0.9 0.4 - - - -

ab - 0.3 0.4 0.5 0.6 0.2

ac - - 0.1 0.2 - -

ad - - 0.2 - - -

Ω 0.1 0.3 0.3 0.3 0.1 0.1

warning regarding possible physical faults, induced by seismic events
and floods, respectively.

Agent v3 acquires peak ground accelerations (PGA) from the seis-
mic sensor SS1 installed in the substation building, and estimates the
credibility of a physical fault on the power distribution station, based
on the structural properties of the building. We assume the following
properties for the building: (i) is a reinforced concrete construction;
(ii) has one storey and (iii) is a recent construction. These properties
can be associated to a seismic vulnerability index Iv (ranging from -6
to 60), s.t. Iv = 0. Agent v3 transforms the PGA of a seismic event,
revealed by the seismic sensor, into a Microseismic intensity index
IMCS, through the following relation, defined by Decanini et al. [26],
valid for a building with the properties mentioned:

logPGA = 0.594+ 0.197IMCS (8)

Then, let us consider following relations, defined in [44], that relate
IMCS and Iv to the mean damage d for the building (ranging from 0

to 5), and the corresponding factor of damage fd (ranging from 0 to
1), respectively:

d = 0.5+ 0.45(arctan(0.55(IMCS − 10.2+ 0.05Iv)) (9)

fd = d1.75 (10)

Based on these relations, and the IMCS and Iv values calculated,
agent 3, can calculate the factor of damage fd (Figure 8) and estimate
the credibility of a physical fault affecting the power distribution sta-
tion. Table 13 shows a possible implementation of the BBAs for the
agent v3, based on the factor of damage fd.

Agent v4 estimates the real-time strength of a current rain precip-
itation, measured by a pluviometer sensor located in the substation,
to estimate the possible effects of floods on the functionality of the
substation. To this regard, a hot-spot analysis was conducted over
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LEVEL 1: slight LEVEL 2: medium LEVEL 3: severe LEVEL 4: very heavyLEVEL 5: collapse

Figure 8: An example of expected damage scenario ([44] and [69] modified).

Table 7: BBA generated by agent v4.

A m4(A)

Q 6 20 20 < Q 6 35 35 < Q 6 50 Q > 50

a - - - 0.6

d 0.9 0.3 - -

ab - 0.5 0.4 0.2

ac - - 0.1 -

ad - - 0.2 -

Ω 0.1 0.2 0.3 0.2

a 4-years period for a residential urban context. A linear regression
analysis was performed between the average disconnections rate of
a set of 1266 electrical substations and the quantity of rain precip-
itation occurred in the area of the substations. Data relative to the
rain precipitation was provided by a pluviometer installed in the sur-
roundings of the substations. In order to find a general pattern, we
extended our analysis to a high number of substations as the number
of disconnections of only one substation was low to generalize the
results.

Figure 9 presents the result of regression analysis, that shows an
high correlation between the disconnections and the rain precipita-
tions abundance. This result suggests that the precipitation rain quan-
tity may be a reliable predictor of the disconnections and provides a
metric to implement the BBAs of agent v4. Table 14 presents different
credibility levels of physical fault occurring in the considered substa-
tion, based on the daily quantity of rain precipitation denoted by Q
(mm).

4.1.3.4 Base Transceiver Station

Today, a large number of BTS antennae is installed in the cities, and
they are often located on the roof of buildings. This makes such sys-
tems being vulnerable to earthquakes, since a damage on a building
where a BTS is installed, may generate disruptions on the Telecom-
munication system causing the lack of communication for the users
in the area covered by that BTS. With this in mind, we can model
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Figure 9: Linear regression between the average disconnections rate and the
quantity of rain precipitation.

agent v5 to acquire peak ground accelerations (PGA) from the seis-
mic sensor SS2, installed in the building where the BTS antenna is lo-
cated, to estimate the possible damage on the BTS, based on the struc-
tural properties of the building. Following the approach described in
the previous Section, we consider a building with the same structural
properties except for the number of storeys that we suppose to be five
(to be consistent with common installations of BTS antennae). These
properties can be associated to a seismic vulnerability index Iv = 20

(see eq. 9, 10). We associate agent v5, the same BBAs considered for
agent v3, in order to relate the damage level of the building to the
possible occurrence of a physical failure on the BTS.

4.1.3.5 Water Supply Network

Earthquakes are the most serious natural threat to a water supply
network. In particular, earthquakes can cause different damages to
pipelines (e.g. longitudinal and circumferential cracks, compression
joint breaks) which can provide severe disruptions for water con-
sumers (e.g., residents, hospitals, industrial plants). To detect the ef-
fects of seismic events on the water supply network, agent v6 acquires
PGA from the seismic sensor SS3 installed in a pipeline that serves a
residential area. From a structural point of view, we assume to mon-
itor a segmented pipeline i.e. a brittle iron pipeline with bell-and-
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Figure 10: Fragility curve for the segmented pipeline [49].

Table 8: BBA generated by agent 6 (P denotes PGA).

A m6(A)

P 6 0.2 0.2 < P 6 35 35 < P 6 50 35 < P 6 50 P > 50

a - - - 0.3 0.7

b - - - - -

d 0.9 0.5 0.1 - -

ab - 0.3 0.5 0.5 0.2

ac - - 0.2 0.1 -

bc - - - - -

Ω 0.1 0.2 0.2 0.1 0.1

spigot joints, that is generically used for water supply networks. To
define the BBAs generated by agent v6, we considered the fragility
curve for the specified pipeline, defined by Lanzano et al. [49], and
shown in Figure 10. Table 8 shows the credibility values of a physical
fault, that are proportional to the severity of the PGA detected during
an earthquake.

4.1.3.6 Security Patrol

The security patrol impersonated by agent v7, can be based on the
security vehicle prototype presented in [65]. This vehicle has spe-
cific equipment for detecting wireless threats based on a technique
known as Wardriving. This technique can be implemented by a ve-
hicle that drives around a sensitive facility, to collect wireless net-
work traffic, that, may be produced by intruders that are in proxim-
ity a specific site. These data are then analyzed to discover potential
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Table 9: An example of initial BBAs for agents vi with i = 1..11 at time t = 0
and convergent BBA at time t = 106.

BBA ∅ a b c ab ac ad bc abc Ω

m1(0) - - - - - - - - - 1

m2(0) - - - - - 0.3 0.1 0.2 0.1 0.3

m3(0) - - - - 0.5 0.2 - - - 0.3

m4(0) - - - - 0.4 0.1 0.2 - - 0.3

m5(0) - - - - 0.5 0.2 - - - 0.3

m6(0) - - - - 0.5 0.3 - - - 0.2

m7(0) - - - - - - - 0.3 0.4 0.3

mi(0), i = 8..11 - - - - - - - - - 1

m(t) 0.22 0.41 0.06 0.03 0.12 0.08 - - 0.04 0.04

threats. When a threat is revealed, specific security procedures may
be adopted. Due to its specific capabilities, this vehicle can account for
cyber and physical-security threats. However, defining a BBA policy
for this agent, is application-dependent as it requires a deep analy-
sis of the environment monitored by the car and the wireless traffic
data. Indeed, to quantify the credibility of cyber and physical-security
threats in a BBA, several properties should be considered, including:
(i) the signal strength of the emitter, and (ii) the number of packets
collected. Hence, the stronger the signal, the more likely the location
of potential intruders will be accurate. Moreover, the more packets
are collected, the more likely cyber attacks can be discovered. For
our scenario, we suppose to have a security patrol, such as the one
presented, that is able to issue, at each time step, cyber and physical-
security threats in terms of a BBA. This information is periodically
communicated, via wireless connection, to the aggregation agent of a
specific infrastructure.

4.1.3.7 Numerical Example

In this Section, we present results of an algorithm execution, where
we considered a specific set of BBAs and a random topology gen-
erated at each time step. In order to prove the convergence of the
algorithm, based on Lemma 1, the edge selection policy e, at each time
step, generates a random connected graph, where the edges among
the agents may, or may not, exist and the security patrol is connected
to an aggregation agent that changes over time. This policy is com-
pliant with our assumptions of applying the algorithm in a disaster
scenario where the communication network may undergo temporary
or permanent disconnections. We consider, at time t = 0, the set of
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BBAs reported in Table 9, relative to the network topology shown
in Figure 7. In particular, we assumed that the security patrol pro-
vides the same alarm condition over time when it monitors the water
supply network, given by agent m7 in Table 9, whereas it provides
no information, i.e.,m(Ω) = 1, when it monitors other infrastructures.
Last row of Table 9, shows the convergent BBAm(γa) at time t = 106,
that is obtained from the weight function w(γa).

The BBA m(γa) exhibits as highest credible value the occurrence
of a physical fault affecting the considered infrastructures. Anyway,
in order to associate a probability measure to each specific event, the
pignistic probability defined in (5) may be used to transform the con-
vergent normalized BBA m(·) into a probability measure.

It is worth noting that the same convergent BBA can be obtained
through a centralized approach where all BBAs, expressed as weight
functions, are aggregated using the cautious operator.

4.2 data fusion using distributed gossip algorithm with

evidence discounting

In this Section, the data aggregation algorithm considered allows
each infrastructure to converge to a specific value that dependent on
the degree of coupling.

Our approach is based on the theoretical framework of Rinaldi [74]
(see Section 3.1) and addresses the following dimensions: (i) coupling
characteristics (tight or loose); (ii) type of failure (cascading, common
cause or escalating failures); and (iii) state of the operation (normal
or stressed).

Regarding the approaches aiming at modeling and simulating the
dynamic behavior of the infrastructures, we adopted concepts of
network-based approaches (see Section 3.2.5) where nodes and edges
constructing the infrastructure topologies have the capacities to de-
liver (or load) services or resources towards (from) other nodes.

Following this approach, in our model the infrastructures are rep-
resented by nodes whereas the links represent the communication
channels that allow the exchange of information regarding the possi-
ble cause(s) of faults. The resulting information sharing produces a
higher informative content at each infrastructure layer regarding the
possibile evolution of the state of operation of each infrastructure.

Each infrastructure i, when fuses its information with the informa-
tion coming from an infrastructure j, will "discount" the incoming
information through a data fusion technique known as evidence dis-
counting according to the degree of coupling among the infrastruc-
ture i w.r.t. infrastructure j. In other words, information coming from
loosely (tightly) coupled infrastructures is considered less (more) rele-
vant than those coming from tightly (loosely) coupled infrastructures
in order to mimic the fact that the state of the operation of the incom-
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ing infrastructure would have small (large) effect on the supported
infrastructure.

Fusing information between two infrastructures requires to know
the degree of coupling among them In real cases, statistical approaches
based on the analysis of historical data relative to the number of dis-
ruptions initiated in one infrastructure that resulted in cascading fail-
ures may provide evidence that two infrastructures are more or less
tightly (or loosely) coupled. Van Eeten et al. [89] conducted an analy-
sis about infrastructure disruptions events gathered from public me-
dia occurring in The Netherlands in the period 2010-2014. The anal-
ysis considered the main critical infrastructures of The Netherlands
and shows that, depending on the infrastructure where the cascading-
initiating failures occur, there are infrastructures that, on average, are
more frequently affected by cascading failures w.r.t. others. For exam-
ple, when considering Health as the affected sector, the 50% of the
cascading-initiating failures occur in the Energy sector, the 13% in
the Telecommunications and the Water sectors and the 25% depend
on internal failures.

4.2.1 Data Fusion Algorithm

We aim for a model which represents the interdependencies and the
communication channels existing among the different critical infras-
tructures through a graph structure. This model embeds the notion
of degree of coupling based on the general Rinaldi model [74] and on
our specific assumptions described in the previous Section.

4.2.1.1 Motivation

To motivate the choice of our model, let us consider a sample sce-
nario. We consider n = 5 dependent critical infrastructures, that can
be affected by failures or threats. Each infrastructure is able to pro-
duce one BBA, expressed as a weight function w(·) from physical
and cyber events detected by the aggregation agents. The frame of
discernment is Ω = {a,b, c} where a denotes a possible physical fail-
ure, b a possible cyber intrusion or attack, and c a normal functioning
level.

We consider a set of systems that are geographically distributed,
and can generically represent the infrastructures of a city district. The
scenario is similar to the one presented in Section uniform where a hy-
droelectric power station feeds a power distribution station through a
transmission network and a BTS which provides telecommunication
services required by the SCADA system of the power distribution sta-
tion and the water pumping station. The BTS receives electricity from
the power distribution station. To feed the water pumps and the au-
tomation devices, the water pumping station receives electricity from
the power distribution station. Failures occurring in the considered
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Figure 11: Sample scenario: resources exchanged among the infrastructures.

infrastructures may produce disruptions for a hospital that receives
water from the water pumping station and electricity from the power
distribution station. In addition, the hospital may suffer disruptions
in case of malfunctioning of the Telco BTS, which provides mobile
communications to it. Figure 11 shows the dependency layer of the
considered scenario. We assume that the infrastructures can exchange
information regarding possible failures or threats. The communica-
tion is based on Virtual Private Network (VPN) links implemented
among the infrastructures that exhibit a non-negligible dependency.

4.2.1.2 Weighted Digraphs to Model Interdependencies

Formally, the model is represented by a weighted digraph G with
vertex set V = {v1, ..., vn}, n > 1. We assume that G has no loops. Let
E(t) = {eij} be the set of edges and Q = {qij} with qij ∈ P = {l,m,h}be
the set of weights indices associated to each arc eij in G.

The different sets of G are described in the following:

• V is the set of agents vi associated to each infrastructure;

• E(t) =
{
eij
}

is the set of edges representing a non-negligible
degree of coupling among the infrastructures vi and vj;

• Q = {qij} is the set of weights indices representing the degree of
coupling of infrastructure vj on infrastructure vi.

The graph G represents the dependencies layer where each infrastruc-
ture or agent vj, by combining its direct confidence with the confi-
dence of all the dependent agents vi, obtains a distributed confidence
that expresses the operative level of vj. Note that for the sake of sim-
plicity, we abstract away from technical aspects concerning how the
communication is realized. More precisely, we simply assume the
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graph G encoding the network dependence can be supported by the
communication layer. That is, a communication can always be estab-
lished for each pair of nodes vi and vj with coupling wij if and only
if a non-negligible dependence exists, that is eij ∈ E(t).

Furthermore, the following assumptions on the network of agents
are made: (i) the graph G has at least a rooted spanning tree; (ii) ev-
ery node v ∈ V produces a local BBA expressed as a weight func-
tion w(·) called direct confidence; (iii) nodes communication is asyn-
chronous, that is at every time tk only a pair of agents (i, j) interacts;
and (iv) each agent is capable of storing the current direct confidence,
the direct confidence of the ancestors and the distributed confidence
computed through the nodes aggregation.

4.2.1.3 Agents Interaction

In the proposed framework, the actions among the agents can be mod-
eled through a gossip algorithm [14], which is defined as a triplet
{S,R, e}, where the following holds:

• S = {s1, ..., sn} is the set containing the local states si ∈ Rq of
each agent i in the network s.t. si(t) = (wi(t,γ1), ..,wi(t,γq))
at time t with q = |2Ω \Ω|

• R is the interaction rule based on the cautious operator ? and
the discounting function r(·) s.t., for any couple of agents vi, vj ∈
V with eij ∈ E(t), gives R : Rq ×Rq → Rq s.t.:

sj(t) = (wj(t,γ1)? r(wi(t,γ1)), ...,wj(t,γq)? r(wi(t,γq)))
(11)

r(wi(t,γa)) =


rl(wi(t,γa)) = min(1,wi(t,γa) + 0.4), qij = l

rm(wi(t,γa)) = min(1,wi(t,γa) + 0.25),qij = m

rh(wi(t,γa)) = wi, (t,γa), qij = h.

• e is the edge selection process that specifies which edges eij are
selected at time t.

When updating the generic agent vj with an incoming agent vi,
a discounting function r(·) is applied to the weight function wi(·)
according to the degree of coupling of vj on vi. Note that the choice
of the discounting function is generally application-dependent. The
function given above represents an effective choice for the case study
of interest. Note that, when the degree of coupling is high (qij = h)
the discounting function leaves the wi(·) unchanged whereas when
the coupling is medium or loose (qij = m or qij = l respectively), the
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Algorithm 2: Gossip Algorithm
Data: t = 0, sj(0)← initial direct confidence ∀ j ∈ 1, ...,N
Result: sj(tstop) ∀ i ∈ 1, ...,N

while stop_condition do
for each edge eij ∈ E(t) according to e do

Update the state of agent j according to R:

if qij = l then
sj(t+ 1) = sj(t)? rl(si(t))

end
else

if qij = m then
sj(t+ 1) = sj(t)? rm(si(t))

end
else

if qij = h then
sj(t+ 1) = sj(t)? rh(si(t))

end
end

end
end

Let t = t+ 1.

end

Table 10: BBA mfi(0) applied to node vi in case of link failure of eij.

BBA ∅ a b c ab ac bc Ω

mfi(0) - 0.10 0.10 - 0.40 - - 0.40

discounting function applies a decreasing constant factor to the wi(·).
This way, the refined r(wi(·)) approaches to the neutral element w⊥
(vector consisting of some 1 only) w.r.t. the cautious operator in order
to implement low couplings.

In order to make the algorithm robust against communication link
failures, when the edge selection process e extracts one or more links
eij that are unavailable at a certain time t, the algorithm associates
the BBA mfi(·) to the nodes vi that cannot communicate with the
node vj that performs the update. The BBA mfi(·), reported in Table
10, implements a worst-case policy that increases the credibility of
failures a and b when no information about the state of operation of
an infrastructure v.

A possible implementation of the algorithm, that extends the for-
mulation proposed by Denoeux [29], is presented in Algorithm 1.
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Figure 12: Sample scenario: dependency layer graph G. Values l, m, h stand
for low, medium and high degree of coupling respectively.

4.2.1.4 Graph Construction

Based on the model and the test case that we introduced, we build
a graph G with n = 5 agents where each agent models a specific
infrastructure and each link models the dependency between two in-
frastructures.

Regarding the assignment of weights to our case study, we consid-
ered the data of the incidents analysis collected by Van Eeten et al.
[89] and applied the method based on the occurrence of historical
cascading faults described in Section 2. For each infrastructure i, let
Rj =

Nj
Ni

be the number of historical faults Nj initiated in j which
produced a fault on i calculated over the total number of cascading
failures Ni affecting i. For each dependency among i and j, we as-
sume four cases: (i) qij = h when Rj > 80%; (ii) qij = m when
80% > Rj > 20%; (iii) qij = l when 20% > Rj > 5%; and (iv) a
negligible dependency (not modeled as an edge) when Rj < 5%. Con-
sidering that there was no mention of the cascading failures occurring
among the different infrastructures of the energy sector, we decided
to associate a high dependency of the power distribution station on
the hydroelectric station and considering this as an autonomous sys-
tem. Figure 12 shows the corresponding graph G where each edge is
labeled with the service provided and the relative degree of coupling.
The resulting system can be modeled as a multi-agents platform for
distributed data aggregation where each agent produces a BBA ex-
pressing the possible critical event(s) and interacts with other agents
through a communication channel.
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4.2.2 Simulation Results

In this Section, we present simulation results of the algorithm ob-
tained considering two scenario: (i) the network topology G is stable
i.e., the set of agents V and the set of edges E are both static; (ii) the
network topology G is dynamic i.e., the set of agents V is static and the
set of edges E can vary on time. For each of these scenarios, we con-
sidered two cases: (i) the direct confidence produced by each agent is
static; (ii) the direct confidence produced by each agent can vary on
time. Regarding the case where the network topology is dynamic, we
assume that, at each time step, the graph G is connected and exhibits
at least a rooted spanning tree. In order to provide an indication of
the simulation results obtained for each considered case, we use the
pignistic measure (see Section 2.4.4) to quantify the probability of oc-
currence of the operational states of the infrastructures.

4.2.2.1 Static Topology

In this section, we describe the first scenario (static topology) consid-
ering the case of both static and dynamic direct confidences for the
agents.

Time-unvarying confidences. Consider a stable network topology
G where the set of agents V and the set of edges E are both static and
the direct confidences produced by the agents do not change over
time. Table 17 shows the simulation results in terms of convergent
BBAs obtained at time t = 5 and based on a specific set of BBAs for
the system of 5 agents at time t = 0. The results show that agent
v4, that monitors the hospital, starts from a probability of normal
functioning Pm4

(t = 0) = 0.55 and reaches a lower probability of
normal functioning Pm4

(t = 5) = 0.38. This can be explained by the
water pumping station and the power distribution grid maintain a
stable normal functioning level over time.

Time-varying confidences. Consider a stable network topology G

where the set of agents V and the set of edges E are both static and
the direct confidences produced by the agents can change over time
i.e., the agents can perform dynamic observations over time. Table 18

shows the simulation results in terms of convergent BBAs obtained
at time t = 43 and based on a specific set of BBAs obtained by the
system of 5 agents through dynamic observations of agents v2 and v3
occurring at time t = 40. The results show that agent v4, starts from
a probability of normal functioning Pm4

(t = 0) = 0.55 and reaches a
lower probability of normal functioning Pm4

(t = 43) = 0.29. This can
be explained by the electrical power, which decreases its credibility of
normal functioning. We also discovered that, if the direct confidences
change at times t ′ with t ′ > t where t is the convergence time be-
fore the dynamic observations occur, the edge selection policy does
not influence the convergent BBAs. Instead, if the direct confidences
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Table 11: Simulation results obtained with a static topology and time-
unvarying confidences with convergent BBAs reached at time
t = 5.

BBA ∅ a b c ab ac bc Ω

m1(0) - - - 0.70 - - - 0.30

m2(0) - - - 0.50 - - - 0.50

m3(0) - - 0.20 0.20 - 0.10 0.10 0.40

m4(0) - - 0.10 0.30 - 0.15 0.15 0.30

m5(0) - - 0.20 0.20 - 0.10 0.10 0.40

m1(t) - - - 0.70 - - - 0.30

m2(t) - - - 0.50 - - - 0.50

m3(t) 0.11 - 0.17 0.20 - 0.09 0.09 0.34

m4(t) 0.09 - 0.09 0.27 - 0.14 0.14 0.27

m5(t) 0.11 - 0.18 0.18 - 0.09 0.09 0.35

Table 12: Simulation results obtained with a static topology and time-
varying confidences with convergent BBAs reached at time t = 43.

BBA ∅ a b c ab ac bc Ω

m1(0) - - - 0.70 - - - 0.30

m2(0) - - - 0.50 - - - 0.50

m3(0) - - 0.20 0.20 - 0.10 0.10 0.40

m4(0) - - 0.10 0.30 - 0.15 0.15 0.30

m5(0) - - 0.20 0.20 - 0.10 0.10 0.40

m2(40) - 0.05 0.30 0.10 0.25 0.05 - 0.25

m3(40) - - 0.30 0.20 - 0.20 0.10 0.20

m1(t) - - - 0.70 - - - 0.30

m2(t) - 0.05 0.30 0.10 0.25 0.05 - 0.25

m3(t) 0.12 0.05 0.30 0.13 0.05 0.14 0.07 0.14

m4(t) 0.16 0.03 0.13 0.20 0.07 0.10 0.10 0.20

m5(t) 0.12 0.01 0.19 0.16 0.04 0.08 0.08 0.32

change at times t ′ < t, the edge selection policy leads the network to
reach a different equilibrium point regarding the convergent BBAs.
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Table 13: Simulation results obtained with a dynamic topology and time-
unvarying confidences with convergent BBAs reached at time t =
31.

BBA ∅ a b c ab ac bc Ω

m1(0) - - - 0.70 - - - 0.30

m2(0) - - - 0.50 - - - 0.50

m3(0) - - 0.20 0.20 - 0.10 0.10 0.40

m4(0) - - 0.10 0.30 - 0.15 0.15 0.30

m5(0) - - 0.20 0.20 - 0.10 0.10 0.40

m1(t) - - - 0.70 - - - 0.30

m2(t) 0.02 - 0.02 0.48 - - - 0.48

m3(t) 0.17 0.02 0.19 0.15 0.09 0.06 0.06 0.26

m4(t) 0.16 0.03 0.13 0.20 0.07 0.10 0.10 0.21

m5(t) 0.13 0.01 0.19 0.16 0.03 0.08 0.08 0.32

4.2.2.2 Dynamic Topology

In this section, we describe the second scenario (dynamic topology)
considering the case of both static and dynamic direct confidences for
the agents.

Time-unvarying confidences. Consider a dynamic network topol-
ogy G where the set of agents V is static, the set of edges E(t) can vary
over time and the direct confidence produced by the agents does not
change over time. In order to consider a dynamic topology, we as-
sume that, at each time step, the set of edges E(t) may, or may not,
contain some the following edges: e23, e24, e25, e34, e54 so that the
graph G is always connected and exhibits at least a rooted spanning
tree. For each of these links, we considered a probability of failure
Pf = 0.5. Table 13 shows the simulation results in terms of conver-
gent BBAs obtained at time t = 31. The results show that agent v4,
starts from a probability of normal functioning Pm4

(t = 0) = 0.55 and
reaches a lower probability of normal functioning Pm4

(t = 31) = 0.29.
This can be explained by the occurrence of several link failures that
are managed by considering mfi(·) as a BBA for the nodes vi that
cannot communicate with node vj (see section 4.3).

Time-varying confidences. Consider a dynamic network topology
G where the set of agents V is static, the set of edges E(t) can vary
on time and the direct confidences produced by the agents can also
change over time. We assume that, at each time step, the set of edges
E(t) may, or may not, contain some of the following edges: e23, e24,
e25, e34, e54 so that the graph G is connected and exhibits at least a
rooted spanning tree. Table 14 shows the simulation results in terms
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Table 14: Simulation results obtained with a dynamic topology and time-
varying confidences with convergent BBAs reached at time t = 50.

BBA ∅ a b c ab ac bc Ω

m1(0) - - - 0.70 - - - 0.30

m2(0) - - - 0.50 - - - 0.50

m3(0) - - 0.20 0.20 - 0.10 0.10 0.40

m4(0) - - 0.10 0.30 - 0.15 0.15 0.30

m5(0) - - 0.20 0.20 - 0.10 0.10 0.40

m2(5) - - 0.20 0.20 - 0.10 0.10 0.40

m3(5) - - 0.10 0.30 - 0.15 0.15 0.30

m1(t) - - - 0.70 - - - 0.30

m2(t) - 0.05 0.30 0.10 0.25 0.05 - 0.25

m3(t) 0.31 0.04 0.24 0.11 0.04 0.11 0.05 0.11

m4(t) 0.16 0.03 0.13 0.21 0.07 0.10 0.10 0.20

m5(t) 0.12 0.01 0.19 0.16 0.04 0.08 0.08 0.32

of convergent BBAs obtained at time t = 50 and based on a specific
set of BBAs obtained by the system of 5 agents through dynamic
observations of agents v2 and v3 occurring at time t = 40. We noticed
that the simultaneous change of links and the direct confidences over
time leads the network to reach a different equilibrium point.

4.3 chapter summary

In this Chapter, we presented two data fusion frameworks in the
Transferable Belief Model allowing interdependent critical infrastruc-
tures to exchange information regarding possible threats and failures
in order to increase their situational awareness.

The exchange of information among the infrastructures (based on
two different algorithms defined in Denoeux [30]) can be valuable
for decision makers during emergency times to understand the most
credible cause(s) of infrastructure services degradation, and thus, to
take immediate countermeasures. Both algorithms are robust against
communication link failures that may occur e.g., due to natural threats.

The outcome of the algorithms can be valuable to take a decision
on the occurrence of specific events or threats. To this aim, BetP proba-
bilities can be used to determine if there is "sufficient" information or
sensor points so that it is possible to differentiate among the different
options.

In Section 4.1, we demonstrated the convergence of the data aggre-
gation algorithm for any connected network topology in finite time
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after the last dynamic observations of the infrastructures. We consid-
ered a realistic scenario of critical infrastructures equipped with sev-
eral sensor points that can monitor the occurrence of specific events
or threats.

In Section 4.2, we provided simulation results of the data aggre-
gation algorithm defined for any network topology and where the
direct confidences of the agents may, or may not, change over time.
The framework is suitable to model critical infrastructures which ex-
hibit dependencies with different degree of coupling. We showed how
the risk of losing local detail in global decisions because of possible
communications failures consists of not being aware of what is ex-
perienced by other infrastructures. Anyway, by applying a strategy
that increases the credibility of stressed states w.r.t normal states, the
speed of the algorithm is preserved.

Both approaches allow to reduce the number of elementary propo-
sitions (events and threats) so that it is possible to consider a lim-
ited set of states for all considered infrastructures thus decreasing
the overall computational time. Anyway, in order to produce an im-
proved global decision, we could enlarge the number of elementary
propositions so that they can include information that are specific to
"each" infrastructure even at the price of increasing the overall com-
putational time impact required to discriminate the events.





5
I M PA C T A S S E S S M E N T O F C Y B E R T H R E AT S

Cyber attacks against supervisory control and data acquisition
(SCADA) systems have shown that security violations can compro-
mise the proper functioning of critical infrastructures. The Stuxnet
worm [37] exploited vulnerabilities in the information and commu-
nications technology layer, ultimately affecting the operation of pro-
grammable logic controllers and the uranium hexfloride centrifuges
they controlled. Cyber attacks typically induce faults in sensors and
actuators, and alter supervisory mechanisms and notification systems.
Once activated, the faults become errors and result in improper oper-
ations. These can cause failures in critical infrastructures and eventu-
ally affect services, facilities, people and the environment.

SCADA systems are generally unable to cope with cyber attacks
primarily because they were not designed with security in mind. Pro-
tection from cyber attacks has to be provided by additional security
mechanisms that must be integrated with existing SCADA systems in
a seamless manner. Logical security is commonly provided by secu-
rity information and event management (SIEM) systems, which are
specifically designed to manage and operate information and com-
munications technology applications.

In this Chapter, we first present in Section 5.2 a methodology to
develop a SCADA security testbed [PP14] and also review specific
techniques and experiments used to recreate cyber-attacks and ex-
plore the possibility of integrating specific simulation models into a
SCADA security testbed to assess the impact of cyber-attacks on the
physical system.

In the Sections 5.3 and 5.4 we present two platforms that integrate
functionalities to assess the impact of cyber attacks based on two net-
work based tools for impact assessment i.e., i2Sim and CISIA respec-
tively (presented in Chapter 3). In particular, in Section 5.3, we report
a novel SIEM based platform integrating i2Sim [FDPA+

14]; whereas
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in Section 5.4, we present a SCADA based platform based on CISIA
[DPFPP13].

5.1 overview

Existing SCADA systems do not employ models and simulations to
evaluate real-time the effects of cyber attacks affecting the services
produced by interdependent physical systems.

In the following Section, we report the current literature in devel-
oping SCADA security testbeds and highlight how the impact assess-
ment functionality is missing in current SCADA implementations. In
Sections 5.3 and 5.4, we thus propose two platforms that attempt to
integrate this functionality.

5.2 detailed review of scada security testbeds

In this Section, we review specific SCADA security testbeds taken
from the literature and classify the main components of each testbed
according to the components identified in the virtual control system
environment (VCSE), a SCADA security testbed developed by the
Sandia National Lab [58]. This system allows researchers involved in
SCADA security to develop and integrate simulation models, emu-
lated device and real physical hardware and to test security policies.

5.2.1 Reference Model

The reference model of a SCADA security testbed consists of interact-
ing software tools and hardware and/or simulated devices that are
described in the following and reported in Figure Figure 13:

Figure 13: Main components of the reference model of the SCADA security
testbed.
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1. Simulation framework: The simulation framework refers to a
software architecture or tool that enables the integration and
simulation of different simulation models. It may be based on a
discrete event simulation (DES) engine to provide communica-
tion among the different components of the architecture.

High-level architecture (HLA) [16] ensures interoperability of
models by incorporating simulations on different types of dis-
tributed computing platforms as well as supporting reusability
of models, as it is possible to use models in different simulation
scenarios. OMNET++ [90] is an extensible, modular, component-
based simulation framework and offers a set of tools including
a graphical runtime environment for the design and implemen-
tation of discrete event simulations. It allows the integration of
specific modules that can communicate with message passing.

2. Infrastructure models: The infrastructure models refer to the
models that embed the physical process that is controlled by the
SCADA system. Examples include a physical object (e.g., scale
model, analogue model, prototype) such as a model used in the
wind-tunnel testing to design a new aircraft or a mathematical
model (or computer simulation) that simulate the functioning
of a power plant.

In the latter case, there exist several commercial or customized
software tools (e.g., MATLAB) which allow to build an infras-
tructure model that provides the functioning of a specific pro-
cess (e.g., power grid, water plant, Telco system). Computer
simulation models may employ a DES engine or exhibit a con-
tinuous behaanalyspresented by a set of differential equations.
Such models must be connected to simulated control devices
that mimic the functionalities of PLCs/RTUs which in turn re-
ceive data produced by simulation executions or send control
commands that are translated into changes of the parameters of
the model.

3. Real control devices: Real control devices consist of remote ter-
minal units (RTU), programmable logic devices (PLC), and in-
telligent electronic devices (IED) connected to sensors and ac-
tuators to implement control actions. They differ from virtual
control devices by the fact that they are not simulated. Data col-
lected from the RTUs and PLCs are sent to a human machine
interface (HMI) that can make supervisory decisions to change
normal RTU or PLC controls.

4. Virtual control devices: Virtual control devices are implemented
through simulation software tools and may vary according to
the configuration features or the emulated functions of the con-
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trol devices that they simulate. Commercial software tools emu-
late the functions of a set of PLCs without the actual hardware.

RSLogix family software [32], a PLC simulation tool, allows to
configure the hardware of a PLC (e.g., adding modules for CPU,
I/O simulator) and to create an emulated PLC simulator that
may be integrated into a simulation environment and used to
simulate data acquisition from the physical layer or control ac-
tions. Once configured, the PLC simulator works as a real PLC.
Virtual control devices may also be created by implementing
customized software modules able to simulate limited features
of a real control devices.

5. Real network components: Real network components refer to
communication devices (e.g., routers, switches) that are used to
connect the SCADA network (e.g., SCADA servers, HMI, Histo-
rian) with the field devices (e.g., RTUs, PLCs).

6. Virtual network components: Virtual network components refer
to simulators usually targeted at networking research. Most of
them are based on the DES engine and allow to model the be-
haviour of a network (e.g., a local area network or LAN) by cal-
culating the interaction among components (e.g., hosts, routers,
data links, packets). When a virtual network component is used
in conjunction with live applications and services, this mecha-
nism is also referred as network emulation.

ns-2 [4] is a discrete event simulator targeted at networking re-
search that provides support for simulation of TCP, routing, and
multicast protocols over wired and wireless network.

7. Human operators: Human operators refer to the ability of ex-
perimenters to interact with HMIs to monitor and control the
proper functioning of the physical process that may be impacted
by cyber-attacks experiments on the process itself. A HMI pro-
vides different functions including trending information about
devices (e.g., sensors), management of procedures, support of
expert-systems to handle emergency conditions and it is usu-
ally equipped with a mimic diagram to show the status of the
system to the operators.

iFIX [8] is a robust SCADA software used to create HMI appli-
cations offering usable visualization tools and a reliable control
engine.

8. Cyber security components: They refer to novel components
able to improve the security of systems. McDonald et al. [58]
included open process control system security architecture for
interoperable design (OPSAID) [1].
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Table 15: Capabilities required for each of the identified categories.

Category Capability

Simulation framework - Integration of models (e.g., physical process models).

- Providing a graphical interface to design scenarios.

Infrastructure models Connection with control devices (e.g., PLC) to

transfer simulated process data and receive commands.

Real control devices Performing output results and receiving

input conditions within a limited time

Virtual control devices Simulation of control devices functionalities.

Real network components Forwarding data packets between computer networks;

connection to different data lines from networks.

Virtual network components - Modeling SCADA components and

SCADA specific communication protocols.

- Integration with simulation framework.

Human operators -Visualization on console of physical process

data and events.

-Performing SCADA actions on the process.

Vulnerabilities and attacks Implementation of cyber-attacks

modeling loss of confidentiality,

awareness and control

Impact assessment Using interdependency model.

9. Vulnerabilities and attacks: Vulnerability and attacks refers to
the ability of performing cyber-attacks on SCADA security
testbeds by exploiting specific vulnerabilities related to insecure
network architectures or operating systems as well as vulnera-
bilities of wireless devices. Zhu et al. [96] proposed a classifica-
tion of possible cyber-attacks on SCADA systems, which have a
particular focus on the SCADA communication stack using the
TCP/IP reference model. Cyber-attacks addressed the network
layer (e.g., ARP poisoning, Idle Scan), the transport layer (e.g.,
SYN flood), the application layer (e.g., Modbus, DNP3), and the
implementation of protocols (e.g., TCP/IP, OPC, ICCP).

5.2.2 Comparing SCADA Security Testbeds

In order to present a comparison among specific implementations
of the categories presented in previous section, Table 15 reports the
main capabilities required for each of the category. Such a list may
not be exhaustive because capabilities for each category may from
testbed to testbed according to the security objectives that must be
demonstrated. Our choice was to consider capabilities that focus most
on the possibility of integrating specific categories of components into
a simulation environment in order to test the security of a SCADA
system.
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Genge et al. [43] presented a hybrid architecture where SCADA
servers and PLCs are simulated. The control code can run sequen-
tially or in parallel with physical process; in the first case, the frame-
work supports the execution of PLC code remotely including mali-
cious code. However, the study of the effects of cyber-attacks on phys-
ical layer has not been analyzed.

Nai Fovino et al. [59] recreated a simulation environment based
on real SCADA components allowing the implementation of cyber-
attacks through specific malware that are installed on specific SCADA
servers that are able to alter the control objectives. Chunlei et al.
[21] implemented a testbed based on a software component called
SCADA Protocol Tester allowing users to perform flexible implemen-
tation of cyber-attacks on a set of SCADA protocols; however no in-
frastructure model was considered in order to evaluate the conse-
quences of cyber-attacks on the physical process.

Queiroz et al. [70] developed a hybrid architecture where real con-
trol devices are integrated into a simulation environment to accept
control commands from HMI clients. A DoS was implemented to
flood control devices with TCP SYN packets. The limitation of this
approach is that the simulation environment does not allow to sim-
ulate connection overloads on the control devices that was emulated
by limit the number of simultaneous connections at a fixed number.

Chabukswar et al. [18] and Davis et al. [24] implemented a set of
DoS attacks that impacted different routers of the simulated SCADA
network. However, the two testbeds only use simulated control and
network devices.

McDonald et al. [58] implemented a simulation environment based
on real control and network devices and performed a set of experi-
ments that are able to alter the control objectives.

Nai Fovino et al. [59] and McDonald et al. [58] seem to be the
most relevant testbeds due to the use of real control and network
component as well as HMI clients that highlight the real behaviour
of the SCADA system against cyber-attacks. In addition, the set of
experiments performed are able to alter the control objectives.

An interesting capability that the presented testbeds do not em-
ploy is the possibility of integrating interdependency models able to
assess the impact of cyber-attacks on SCADA systems and on inter-
dependent technological systems. The two frameworks presented in
Sections 5.3 and 5.4 will implement this feature.

5.3 an i2sim based scada security testbed

In this Section, we describe a next-generation security information
and event management (SIEM) platform that performs real-time im-
pact assessment of cyber attacks that target monitoring and control
systems in interdependent critical infrastructures.
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Figure 14: Enhanced SIEM platform architecture.

5.3.1 Software Architecture

Figure 14 shows the architecture of the enhanced SIEM platform. The
platform incorporates the following main components:

1. SIEM Collector: This component collects data from the mon-
itored infrastructures to provide a multilayer view of system
events and cross-correlate data in the proximity of the collec-
tion points. The modules responsible for data aggregation are
called security probes.

2. SIEM Correlation Server: This component correlates events from
security probes located in the proximity of critical infrastructure
field systems. The SIEM server (based on the OSSIM server) gen-
erates high-level alarms when cyber attacks against the moni-
tored critical infrastructures are detected. The alarms contain a
risk metric and information about the targeted assets.

3. Impact Assessment: This component assesses the impact on
the services provided by interdependent critical infrastructures,
some of which may be victims of cyber attacks. First, a map-
ping is performed between the alarms triggered by the SIEM
correlation server and the operability levels provided by i2Sim.
Next, an i2Sim simulation is executed to assess how the ser-
vices provided by other critical infrastructures are affected by
the new operability levels given the existing interdependencies.
The alarms are weighted based on the relevance of the targeted
assets to other critical infrastructures. The weighted alarms are
sent to human experts or to decision support systems (DSSs) to
identify the appropriate countermeasures.
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In order to assess the security level of the overall system, the SIEM
correlation server operates in a centralized manner. By correlating
events and security information, the SIEM server reduces the volume
of alerts that reach the higher security event analysis layers thus re-
ducing the number of false positives. Alarm indicators are expressed
as numerical values or qualitative indices according to the following
impact assessment process:

1. Each event e is normalized by the GET framework in order to
have a standard structure and appear as an information vector
of the monitored activity e(x1, ..., xN) where N is the number of
fields that comprise the normalized event format.

2. The SIEM server stores all the information that can help im-
prove the accuracy of detection by the organization that hosts
the SIEM system. This information includes the real vulnera-
bilities that affect a targeted host (e.g., known bugs) and the
relevance of the target as a company asset. This information is
referred to as "context information" or simply "the context" and
is expressed as a vector of the additional data a(s1, ..., sm). It is
worth noting that this information is known only to the orga-
nization in charge of the targeted asset, (e.g., a company that
manages the infrastructure) because it includes very sensitive
information such as hardware characteristics, IP addresses, soft-
ware versions and business relevance. This information cannot
be shared with other infrastructures.

3. The correlation process operates on sequences of events (e(k))

and on a vectors. At the end of the correlation process, alarms
may be triggered if the security thresholds are exceeded. The
SIEM server applies a risk assessment function R(·) to calculate
the risk associated with a sequence or pattern of events e in
conjunction with the a information, i.e., R(e,a).

For example, consider the implementation of risk assessment as
provided by OSSIM SIEM. The OSSIM rules are called directives.
When a directive is fired, the following function is applied:

Risk = (Priority ∗ Reliability ∗Asset)/25 (12)

Note that the Priority range is zero to five, the Reliability range
is zero to ten and the Asset range is zero to five. Thus, Risk ranges
from zero to ten. Priority and Asset are assigned through an offline
analysis of host vulnerabilities, the typology of the attack and the rel-
evance of the targeted asset to the organization; these constitute the
context vector in the model above. Reliability is computed by observ-
ing the e sequence and by summing the Reliability of each event. In
OSSIM, Reliability is taken to be the probability that an attack is real,
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given current events observed in the system. Note that lower Risk val-
ues (e.g., zero) are not dangerous because they mean that one of the
assessment parameters has very low security relevance.

5.3.1.1 Metric Transformation

In order to relate alarms resulting from SIEM analysis to physical
modes of each i2Sim cell, the risk assessment value (R) is combined
with the service criticality metric (C).

The mixed holistic reductionist (MHR) approach [25] is used to de-
fine service criticality. The approach considers interdependency phe-
nomena using three-layers: (i) a holistic layer that considers the eval-
uation of an event within a critical infrastructure; (ii) a service layer
that specifies the services delivered to end users; and (iii) a reduction-
ist layer that models the functional interdependences among different
critical infrastructures. The reductionist layer evaluates the impact on
a critical infrastructure. i2Sim translates this impact to the impacts on
the physical resource flows between multiple infrastructures.

Using the MHR approach, we defined Criticality as the relation-
ships between the attacked nodes (e.g., sensors and actuators) and
services (e.g., electric power and water supply). Context embraces
the relevance of an asset (e.g., sensor) to the primary infrastructure,
namely the relevance of an asset to the business of the infrastructure
providing a service. Criticality refers to the relevance of an asset to
the infrastructure that uses a service. Thus, criticality is not a unique
parameter, but is strictly dependent on the infrastructure that con-
sumes the service; it is computed by the provider based on informa-
tion shared with the consumer. Indeed, criticality focuses on the need
as indicated by the consumer infrastructure, which is not aware of
the systems in the provider infrastructure.

5.3.2 Case Study

The example scenario uses an attack on the wireless sensor network
nodes to demonstrate how the enhanced SIEM system can help evalu-
ate the impact of an attack on infrastructure services. Figure 15 shows
the scenario involving a dam that feeds a hydroelectric power station,
which feeds a power distribution substation through a transmission
network (not modeled for simplicity). Arrows in the figure indicate
functional dependencies between critical infrastructures.

The dam provides water to the hydroelectric power station through
a gate that is remotely controlled to release basin water and activate
the power plant turbine. The dam and hydroelectric power station
are controlled by a SCADA system that utilizes a wireless sensor
network. Water fed to the hydroelectric power station is conveyed
through pipes called penstocks. It is important to guarantee that the
water flow values in the penstocks are within the operational range.
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Figure 15: Sample scenario.

Table 16: Electric demands of the CIs considered in the scenario.

Critical Infrastructure Electric demand (MW)

Hospital 13.47

Water Pumping Station 52.5

Manufacturing plant 9.47

Lower values can result in low power generation while higher values
can lead to excessive turbine rotational speeds and turbine vibration,
which can result in physical damage to the infrastructure.

A hospital, water distribution station and manufacturing plant re-
ceive electricity from the power distribution substation. All the depen-
dencies are modeled using i2Sim. A cyber attack is launched against
the wireless sensor network that monitors the dam; the objective is
to measure the impact on the operability level of a hospital, which
requires electricity and water. Table 16 shows the electrical demands
of the critical infrastructures in the scenario.

The wireless sensor network enables the SCADA system to monitor
physical parameters. Four types of sensors are used: (i) three water
flow sensors placed in the penstocks (WF1, WF2, WF3); (ii) two wa-
ter level sensors that monitor erosion and piping phenomena under
the dam wall (WL1 and WL2); (iii) a tilt sensor placed on the dam
gate to measure the gate opening level (inclination); and (iv) a vi-
bration sensor placed on the turbine. The sensors, which correspond
to nodes in the wireless sensor network, send their measurements at
regular intervals to the wireless sensor network base station (BS). The
base station acts as wireless remote terminal unit (RTU) that forwards
measurements to the remote SCADA server. Opening commands are
issued by the remote SCADA facility to the gate actuator. The in-
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Figure 16: MHR model of the example scenario.

formation and communications technology components deployed in-
clude a network-based intrusion detection system (N-IDS) installed
in the remote SCADA server facility, a host-based intrusion detection
system (H-IDS) positioned in the dam local facility and a SIEM plat-
form with a correlation engine located in a remote office. Figure 16

shows results of the application of the MHR approach Ð it models the
services and equipment that are relevant to the critical infrastructure
impact assessment module of the SIEM platform.

Alarms generated by the SIEM correlator are mapped to physical
modes of the considered critical infrastructures. Changes to the phys-
ical modes of i2Sim result in changes to the resource modes of the
affected cells that measure their operability levels.

The scenario considers an attack targeting the wireless sensor net-
work nodes that involves several steps. At the end of the attack,
the physical measurements collected by the wireless sensor network
nodes are altered to induce incorrect situational awareness about the
SCADA system.

The assumption is that the attacker is a dam employee who is al-
lowed to physically access wireless sensor network zones and can
connect to the network that hosts the SCADA server, which super-
vise dam processes.

The attack is performed in two phases. In the first phase, the at-
tacker steals the wireless sensor network cryptographic key. In the
second phase, the attacker targets the SCADA server since he can
access a host that monitors the dam. Having gained access to the
wireless sensor network master node, the attacker reprograms the
wireless sensor network nodes. The new program is configured with
the cryptographic key obtained during the previous phase. The new
malicious code executes the routing protocol by altering the data for-
warded from the water flow sensors to the master RTU. Water flow
measurement data is altered in order to exceed the control threshold
by adding a constant offset to the measured values. In this way, the
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gate is forced to limit water release and ultimately cause low turbine
rotation. The final effect of the attack is the reduction in the electricity
supplied to the power grid.

In order to detect the attack, we consider events generated by the se-
curity probes that oversee the wireless sensors. These security probes
detect physical inconsistencies in the sensor data and generate alarms
that are processed by the SIEM server: seepage channel sensors should
report similar values of water levels; water flow sensors should mea-
sure values in the same range; and the gate opening sensor should
report a value that is consistent with the water flow in the penstocks.
The security probes aggregate the sensor data and verify their consis-
tency.

The anomaly is revealed by two security probes: the first (WF_SP)
reveals an inconsistency in the water flows and the second (G_F) re-
veals a gate opening level inconsistency for all three sensors. Note
that another security probe that monitors the water level in the seep-
age does not show any inconsistency for WL1 and WL2. The alarms
from the security probes are correlated by the SIEM platform accord-
ing to the rule shown in Figure 17.

As indicated in the rule, the Priority is highest (5), Reliability is 8

(sum of single event reliabilities) and Asset has the highest value (5).
Thus, the Risk is (5 ∗ 8 ∗ 5)/25 = 8. Considering that the event criti-
cality (C) is in the range 0 to 0.5 (0 is not critical and 0.5 is highly
critical) and that the energy production is affected by the wireless
sensor network measurements by a factor of 0.5, the resulting im-
pact is PM = R ∗ C = 8 ∗ 0.5 = 4. The physical mode (PM) value
is the physical mode in i2Sim where a value of one corresponds to
fully operational and a values of five corresponds to not operational.
Specifically, PM = 4 indicates that the cyber attack moves the physical
mode functionality down to its lowest energy production level. The
0.5 factor was chosen based on the fact that the wireless sensor net-
work affects the total productivity of the power plant. Figure 7 shows
a scenario where a cyber attack against the water flow sensors is de-
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Figure 18: i2Sim results.

tected. Due to the existing interdependency phenomena, the cyber
attack degrades the operability level of the hospital.

5.4 a cisia based scada security testbed

In this Section, we describe a SCADA security testbed that encom-
passes infrastructures interdependency models to perform situation
assessment. The aim is to enhance the current capabilities of SCADA
systems operators with qualitative and/or quantitative measurements
of the near future level of risk to reduce the deliberation time and im-
prove the decision outcome in case of faults.

5.4.1 Software Architecture

The network topology of the proposed SCADA security testbed is
based on a typical SCADA network architecture which includes Pro-
grammable Logic Controllers (PLCs), Remote Terminal Units (RTUs),
Intelligent Electrical Devices (IEDs), a Human Machine Interface
(HMI) and using a client/server paradigm. Innovative components
consist of the Integrated Risk Predictor system (IRP) and a set of
Intrusion Detection Systems (IDSs). Both contribute to the impact
evaluation of cyber risk associated to the physical components of the
SCADA system. The overall network for SCADA security experimen-
tation is distributed over the Internet to emulate the geographic ex-
tension of large SCADA systems and consists of three different labs
located at the University of Roma Tre and ENEA premises.

Figure 19 shows the topology of the proposed SCADA security
testbed. The reference architecture consists of the following compo-
nents:

• Process control network: This network is the connection layer
among equipment of the SCADA control centre. A database (DB
PCN) stores information about the equipment in the field. Data
and information are visualized to operators through a specific
HMI. Those information can be retrieved to other operators by
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Figure 19: Reference architecture.

means of an OPC (Open Platform Communication) server but
also to the IRP which performs a situation assessment by com-
puting the risk level associated to the current state of the con-
sidered CI and evaluating the impact of cyber attacks. Cyber
attacks can be detected using the IDS associated to the consid-
ered CI and related to this network (IDS PCN) whose output is
merged into the IRP.

• Field network: This network includes sensors, actuators (gen-
erally called IEDs) and RTUs and provides the acquisition of
process field data and the execution of control actions. In ad-
dition, two IDSs (IDS L1, IDS L2), one for each lab, monitor
the traffic direct to the RTU, perform a local cyber detection as-
sessment and notify possible malicious activities to the IRP in
order to perform a global risk assessment. We assume that an
attacker dwells in this network and can implement attacks to
compromise the functionality of the SCADA system.

• Communication network: This network is the Internet that con-
nects the Process control and Field networks.

Figure 20 presents the modular structure of the IRP. The IRP has
six main units: the Mixed-Holistic-Reductionist (MHR), the failure
acquisition (F-ACQ) module, the threats acquisition (T-ACQ) module,
an OPC client, the Impact visualization (IMP-VIS) interface and the
IRP database (DB IRP).

• OPC client: The main role of the OPC client is to query real-
time data at a fixed time rate from the SCADA database (DB
PCN); such data will then be passed to the F-ACQ unit. Data
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Figure 20: Main components and connections of Integrated Risk Predictor
system.

coming from the SCADA system are related to equipment faults
and failures, and measurement values.

• Failure acquisition unit: The main role of this unit is to extract
the information relative to the failure occurring on the phys-
ical devices from the real-time data provided by the SCADA
database. The set of failures occurring on the components and,
eventually, the measurement value will then feed the MHR unit
to perform real-time impact assessment on the considered CIs.
This module can also perform the data translation into an ap-
propriate format compliant with MHR input.

• Threats acquisition unit: The main role of this unit is to col-
lect real-time data coming from the set of IDSs belonging to the
global and local cyber detection assessment. Such data include
log information and alert messages that are produced when a
malicious attack is detected. Also this module, as in F-ACQ, pro-
vides output that is in compliance with MHR inputs. Communi-
cations between T-ACQ unit and the IDSs are handled through
web service technology: each IDS hosts a web service that ac-
cepts requests from web clients hosted in the T-ACQ.

• Mixed Holistic Reductionist model unit: The main role of this
unit is to perform real-time impact of faults and cyber attacks
on a set of systems through the execution of an agents-based
model. The model represents a network of heterogeneous sys-
tems which may exhibit dependencies or interdependencies.
MHR model considers CI modelling at different hierarchical
levels: Holistic, Reductionist and Service layers. For each CI,
agents model the production, supply, transportation (or con-
sumption) of tangible or intangible resources: goods, policies,
managements, operative condition, etc. The capability of each
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Figure 21: Data workflow for a simple attack scenario.

agent to provide the required resources may depend on its op-
erative condition, which is based on the availability of the re-
sources it requires and on the severity of the failures that affects
it. In order to feed the MHR model that generate impact, the
F-ACQ and T-ACQ units provide real-time list of failures and
malicious attacks.

• IRP database unit: The main role of this unit is to store results
of the MHR model executions in an appropriate database. This
database has been created using MySQL, storing information
on the output of the MHR executions. The database includes an
historian aiming to maintain all the data for offline analyses.

• Impact Visualization unit: The main role of this unit is to pro-
vide the operator with a Graphical User Interface (GUI) that
shows the real-time and the forecast impact of failures and of
attacks to the considered CIs.

5.4.2 Case Study

The case study includes a medium voltage power grid controlled by
a SCADA control centre, through a proprietary telecommunication
network connecting the control centre with the RTUs. The RTUs are
usually modems connected to a set of switches, and they are able
to receive and transmit data and information for opening or closing
the appropriate switch. Connected to the SCADA network, a general-
purpose telecommunication network exists. This network is used in
event of far and distant switches or in case of faults, as a backup path.

In the following, we will focus on a specific attack scenario along
with the description of the data workflow starting from attack occur-
rence to attack impact assessment (Figure 21).

5.4.2.1 Execution of MITM Attack

A MITM (Man-In-The-Middle) attack has been performed in our
testbed. Referring to Figure 19, the attacker can be located in the
Process control network or in one of the two labs connected to the



5.4 a cisia based scada security testbed 77

field devices. The target of this attack is to perform eavesdropping
relaying messaging between two different hosts. It is also possible to
modify the messages to send fake data to the victim host.

Our implementation of a MITM relies on a known vulnerability
of the ARP (Address Resolution Protocol) protocol. The exploit of
this vulnerability leads to the ARP-poisoning (spoofing) attack. Our
testbed relies on the Modbus/TCP protocol in order to connect the
RTU, implemented using a PLC, to the HMI.

5.4.2.2 Cyber Threats Identification

The cyber threats identification has been implemented using Snort as
an IDS to detect changes in the mapping between valid MAC and IP
addresses in order to detect ARP poisoning attacks coming from the
SCADA network.

The T-ACQ module acquires data coming from the set of IDSs
whereas the F-ACQ unit collects data coming from real equipment
e.g. from the HMI. The connection between the T-ACQ and the IDSs
is realized via web service technology: each IDS represents the server,
and the T-ACQ represents the client that "polls" the servers to gather
updated information. The connection between the F-ACQ and the
real equipment is realized by means of an OPC client/server architec-
ture. T-ACQ and F-ACQ outputs are related to real equipment and
services included into the MHR modelling architecture.

5.4.2.3 Execution of MHR Model

The implementation of the interdependency model has been realized
using the CISIA tool presented in Chapter 3. Figure 22 shows a repre-
sentation of such a model containing the relations among the holistic,
the service provider, and reductionist layers.

5.4.2.4 Impact Evaluation

The impact evaluation of cyber attacks (in our case a MITM attack) on
the CIs allows to analyze how attacks can affect equipment and ser-
vices. MITM attack can have several outcomes. The simple case is col-
lecting information and acquiring knowledge on RTUs, the SCADA
system, and their message exchange. In addition, to read requests
from HMI to RTUs, attacks can also modify the content of reply mes-
sages e.g. in a random way or implementing a "NOT" operator (e.g.
in a power grid a circuit breaker command of closure corresponds to
an opening command and viceversa). Another possibility is to change
the content of packets from RTUs to HMI. In this case, these actions
may compromise the functionalities of the SCADA system altering
the behaviour of state estimation or control modules.

In both cases, the result of the impact evaluation that is providers
to decision makers is given by the estimation of the operative level
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Figure 22: Interdependences model in the MHR approach.

associated to the RTU under-attack and the power reconfiguration
service.

5.5 chapter summary

The technological platforms described in this Chapter are designed to
provide the real-time impact assessment of cyber attacks that affect in-
terdependent critical infrastructures. The platforms can detect cyber
attacks against wireless sensor network nodes and SCADA compo-
nents to conduct real-time assessments of the impact of the attacks
on the services provided by critical infrastructures.

As demonstrated in the two scenarios, the i2Sim and CISIA models
can be used to represent the physical layer and services of an interde-
pendent system in order to analyze the impact of service degradation.
The resulting functioning levels can be provided as inputs to an oper-
ator dashboard to help make decisions about appropriate mitigation
strategies.
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I M PA C T A S S E S S M E N T O F N AT U R A L H A Z A R D S

Recent years have seen a growing number of critical infrastructures
being severely hit by intense hazards manifestations. In 2009, hurri-
cane Sandy brought high winds and coastal flooding in US, leaving
nearly 8 million customers without power. In fact, it is well known
that floods induced by heavy rainfall can damage the low lines of a
power distribution system and cause power disruptions.

In 2013, a 7.1 magnitude earthquake hit the Philippines causing
severe damages to infrastructures. When a specific perturbation hit
an infrastructure, cascading effects may occur due to systems’ depen-
dency, which propagates faults from one system to another.

In this Chapter, we present a Decision Support System (DSS)
[RDPL+

14, BHB+
14, RPA+

12] aiming at predicting the possible im-
pact of natural hazards on the services provided by critical infrastruc-
tures.

In Section 6.1, we present a brief state of the art on DSS developed
within research projects and that can support decision makers during
crisis scenarios. In Section 6.2, we present the software architecture
of the DSS and its main functionalities. In Section 6.3, we present
the impact assessment module of the DSS [TSDP+

15] that allows to
model interdependency phenomena between an electric distribution
grid and its SCADA systems and to estimate those substations that
may be affected by the loss of tele-control.

6.1 overview

Hurricane Kathrina has renewed the interest of the research com-
munity and government agencies in developing DSS for supporting
emergency planners during crisis scenarios. These complex frame-
works allow to predict and visualize real-time cascading effects of
multiple infrastructure failures and include disaster support systems

79
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that optimize decision-making during time-sensitive situations. The
European UrbanFlood project [6] was aimed at developing an Early
Warning System (EWS) for the prediction of flooding in near real
time. The system was validated in the context of dike performance
in an urban environment and uses sensors monitoring network to
assess the condition and likelihood of failures. The system employs
flooding specific modules including dike breach evolution and flood-
spreading models.

In the context of the European Earth observation program Coperni-
cus, a European Flood Awareness System (EFAS) [7] was developed
to produce European overviews on ongoing and forecasted floods to
support to the EU Mechanism for Civil Protection. The system is able
to predict flood situations more than 3 days in advance based on dif-
ferent weather forecasts interpretation of flood ensemble prediction
system forecasts and provides flood alert information.

The Italian national project SIT_MEW [68] has focused on the im-
plementation of an EWS to predict potential impact of seismic events
on structures and buildings immediately following an earthquake.
The system collects seismic events coming from a seismic monitor-
ing network located in the Irpinia area (Southern Italy) and allows
to generate the relative ground motion map from which an expected
damage map is generated.

However, existing frameworks do not take into account simultane-
ously environmental forecasts and (inter)dependency phenomena of
critical infrastructures.

6.2 decision support system architecture

In this Section, we present the risk analysis methodology underlying
the DSS that is required to produce an estimate of the impact from
natural hazards forecasts. Then, we analyze the software architecture
of the DSS that implements each step of the risk analysis methodol-
ogy.

6.2.1 Risk Analysis

In literature, there are several definitions of risk that relate the prob-
ability and the intensity of a natural hazard to the physical vulnera-
bility of an element at risk [62]. In order to define the risk in terms of
the loss of a service delivered by a critical infrastructure, we provide
the following formulation where Rxij is the risk of loss of the physical
component Ci, located in a certain geographical area, belonging to
the x-th infrastructure and subjected to the natural hazard Tj:

R
(x)
ij ∝ P(Tj)V(C

(x)
i , Tj)I(C

(x)
i ) (13)

where:
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1. x ∈ {1, .., NCI}, i ∈ {1, .., NxPC}, j ∈ {1, .., TNH} with NCI repre-
sent the total number of infrastructures, N(x)

PC the physical com-
ponents that constitute the x-th infrastructure and TNH the set
of natural hazards;

2. P(Tj) is the probability that the natural hazard Tj occurs in a
certain area; V(C(x)

i , Tj) is the physical vulnerability (defined as
"the degree to which a system is susceptible to, or unable to
cope with adverse effects of climate change" [91]) of the i-th
component of the x-th infrastructure w.r.t. the natural hazard
Tj;

3. I(C(x)
i ) measures the effects that the damage of that physical

component produces on the system of systems (called Impact)
and the ultimate effects (called Consequences) produced on spe-
cific societal criteria due to the loss of the i-th physical compo-
nent.

We use Tj to indicate a specific threat manifestation (e.g., abundant
rainfall, strong wind, lightening etc.) of a given natural hazard (e.g., a
tropical typhoon) that constitutes a threat for the infrastructure (e.g.,
a flooding that may strike on physical components located in flooded
areas).

It is worth stressing that eq. (13( should be not meant as an alge-
braic equation to be solved but rather as a methodological equation
stressing which are the terms to be appropriately considered to make
a complete risk estimate. In particular:

1. P(Tj) is the probability of occurrence of a specific threat mani-
festation;

2. V(C(x)
i , Tj) is the probability that a specific element will be dam-

aged;

3. I(C(x)
i ) whose dimension (either an Impact or a Consequence)

provides the ultimate dimension with which the Risk will be
evaluated.

From the dimensional point of view, P(Tj) is a probability, the Vul-
nerability term will be expressed in an arbitrary dimensionless scale
(from 1 to 5) while the Impact will be expressed in a dimensionless
unit indication the fraction indicating the reduction with respect to
100%.

Based on the prediction of natural disasters and the detection of
seismic events, the DSS is able to produce a Physical Harms Scenario
(PHS) consisting of a vector containing the set of affected physical
components with the associated estimate of the physical damage. The
PHS can be generically represented as:
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PHS = (c>,d>) (14)

where:

• c> = (Cg11 , ...,CgHH ) is the set of physical components that are ex-
pected to receive an over-threshold probability to be damaged;

• d> = (Dg11 , ...,DgHH ) is the set of the extent of estimated damages
for each physical component;

• H is the total number of physical components that are supposed
to be damaged;

• gi 6 N indicates the generic infrastructure that may have one
or more physical components that exhibit probability to be dam-
aged.

Based on the PHS and the simulation techniques required to prop-
agate the damage of the physical components, the DSS is able to pro-
duce an Impacts Vector Q containing the set of the variations of the
Quality of Service (QoS) indices associated to each infrastructure. The
Q vector can be generically represented as:

Q = (∆Q1, ...,∆QN) (15)

where ∆Qi is the variation of the QoS index of the generic infras-
tructure i.

In order to measure the consequences for the society, we define a
Consequences Vector C containing the results of Consequences esti-
mates in the 4 different criteria [33]: citizens, services, economy and
environment.

C = (C1,C2,C3,C4) (16)

6.2.2 Software Architecture

The proposed Decision Support System (DSS) exhibits a four layer
architectural pattern used for designing web applications. In the fol-
lowing the four layers are briefly described:

• Presentation layer: This layer contains the components that
implement the different Graphical User Interfaces (GUI) used
by the end users and based on the Geographical Information
System (GIS) based framework GeoPlatform. Such GUI include:
(i) a GIS advanced interface to visualize GIS maps (e.g., terri-
torial data, seismic maps); (ii) an Impact Reporting Interface to
visualise the estimated PHS and Q vector; (iii) a Consequence
Reporting Interface to visualize the predicted C vector;
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• Service layer: This layer contains all modules that realize the
DSS business logic. In particular, the Risk Assessment Workflow
Manager orchestrates all the operations required to detect any
seismic event occurring in the area monitored by the DSS and
produce the relative assessment of impact on the infrastruc-
tures;

• Middleware layer: This layer implements procedures to gather,
on a 24/7 bases, data coming from external sources e.g., mete-
orological data that are required to feed the impact assessment
module w.r.t. natural hazards.

• Persistence layer: This layer stores all the data used by the DSS
and relative to territorial, census, socio-economic and infrastruc-
ture data.
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Figure 23: Functional Block Diagram of the Decision Support System.

Figure 23 shows the main functionalities of the DSS in terms of five
functional components (Bn):

Monitoring of natural phenomena (B1): This functional block ac-
quires geo-seismic data (i.e., localization and magnitude of seismic
events), meteorological forecasts (based on meteorological satellites
networks) and nowcasting data (radars in X and C-band). All data
have GIS format and represent territorial data, basic cartography, ad-
ministrative boundaries, road network, hydrography and Census data.
Acquisition of seismic data is done on a contours polling at the ap-
propriate Italian National Institute of Geophysics and Volcanology
(INGV) [9]; weather forecasts and nowcasting are acquired from offi-
cial national providers.
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Prediction of natural disasters and events detection (B2): This func-
tional block, based on the information acquired periodically from B1,
is able to predict, within an estimated temporal horizon, the strength
of a limited set of natural phenomena occurring in a specified area.

For each threat manifestation Tj, the system employs specific fore-
cast models to calculate the associated probability of occurrence P(Tj)
together with its strength sj measured with the usual units of mea-
sure (e.g., for Tj representing a seismic event, the relative strength
measured as a Peak Ground Acceleration may be 0.5m/s2 for a severe
event). Further, in order to consider an equal strength scale for all
threat manifestations Tj with strength sj, we defined a specific metric
function F(·), called strength transformation s.t.

F : (sj)→ [1, 5] (17)

which transforms the effective strength of the hazard into a phe-
nomenological scale containing 5 levels (from 1 to 5). The strength
transformation function allows, for each threat manifestation sj, to
define a scale of phenomena manifestation that predict a given envi-
ronmental situation at a given time t.

Prediction of physical harm scenarios (B3): This functional block
evaluates the probability damage that each infrastructure is likely to
undergo due to produce the PHS (Figure 24).

Using the transformation function F(·) for all threat’s manifesta-
tions, it is possible to define a Threat matrix S(r, t) = S(Tj, Fj) that es-
timates, given a specific location r and a specific time t, the strength
of the one (or more) events predicted to occur at that time on that
specific location (location where one or more physical components
could reside).

Based on a similar reasoning, it is possible to define a Vulnerability
matrix V[Ci(r, t)] = V(Tj, Fj) that is a function of the specific element
Ci, accounting for the maximum perturbation strength (produced by
the different threats) it could sustain before a physical failure.

The physical damage probability D(x)
ij to which an element Ci of

the x-th infrastructure is submitted by the threat(s) Tj is computed by
overlying the two matrices:

D
(x)
ij = max{S(Ti, Fj)V(Ci, Tj)}, (18)

When the specific threat Tj manifests with a strength higher than
the specific vulnerability threshold D

(x)
ij of the element Ci, the el-

ement will be supposed to fail. The maximum function selects the
highest level of failure induced to the Ci by a threat (in the case
where many threats simultaneously hit the element).
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Figure 24: Examples of Physical Harms Scenarios. Upper side: Shake map
of a seismic event; Lower side: Flood risk. Each physical compo-
nent is associated an estimated damage level resulting from the
occurrence of the natural hazard (seismic and flooding event re-
spectively).

Thus, if D(x)
ij is greater than a specific threshold (e.g., 0.6) then the

component is predicted to fail. The set of all D(x)
ij not vanishing will

constitute the PHS which can be provided to infrastructure operators
as alert information.

Estimation of impact and consequences (B4): This functional block
estimates the Impacts and Consequences vectors considering services
delivered by the infrastructures and the resulting consequences due
to the PHS defined in B3.

A two-steps process (described in Section 6.3) provides the impact
estimation by collecting all the required interdependency information
to evaluate the overall impact on all the infrastructures. The conse-
quence estimation is implemented using the predicted impacts and
by adopting metrics that evaluate how the loss of infrastructure ser-
vices may influence a set of social criteria.

Support of efficient strategies for crisis scenarios (B5): This func-
tional block provides crisis managers with a decision list of actions in
those cases where the DSS can provide further information required
to support a crisis solution.
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6.3 impact assessment in electrical distribution grids

Electrical Distribution operators use SCADA systems to perform re-
mote or tele-control operations on the electrical grid in order to en-
sure a constant and efficient energy supply to the consumers. Tele-
control operations require a tight interdependency between the
Telecommunication and electrical networks: faults in one network
produce effects, which in turn reverberate on the other.

Modeling the dynamic of a power network and its dependencies
with the other systems such as its SCADA system requires a deep
knowledge of the electric network model and this task can be ex-
tremely complex using mathematical approaches.

The DSS tackles this issue by using topological properties of the
two systems so that, based on the estimated damages on the elec-
tric substations provided by the PHS, the system is able to predict
within a limited time horizon those substations that can be operated
remotely and those that, in turn, would require a manual interven-
tion.

The difference in time of the automatic and manual recovery opera-
tions required to reconnect specific electrical loads, is used to predict
the outage durations of specific substations and ultimately the conse-
quences for the society.

6.3.1 Short Time Scale Impact Assessment

As shown in Figure 23, the impacts evaluation is performed accord-
ing to a two-step process to take into account the different time scales
related to specific interdependencies. In fact, tight coupled infrastruc-
tures such as the electrical and the SCADA systems usually activate
interdependency mechanisms holding in the short time scale (from a
few minutes up to one hour).

When considering other infrastructures, interdependency mecha-
nisms occur with a larger latency. Thus, during very short times
scales, other infrastructures could be considered as "decoupled" from
the electric and SCADA infrastructures in a sort of adiabatic approxi-
mation.

For this reason, the DSS has considered the impact evaluation in
two stages:

• Pre-Impact Assessment: this procedure analyses the electrical -
telecommunication interdependencies to estimate the availabil-
ity (or unavailability) of electric substations based on the possi-
ble occurrences of threats that may alter electric or SCADA com-
ponents. The outcome of this procedure is the expected outage
duration of the electrical distribution substations.
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• Comprehensive Impact Assessment: this procedure analyses
the interdependencies among all infrastructures (e.g., power grid-
water distribution, water distribution-hospital) to have a com-
plete assessment of all the domains considered. This procedure
takes as an input the expected outage duration of the distribu-
tion substations of the considered scenario estimated in the Pre-
Impact Assessment module and executes an interdependency
model based on i2Sim to evaluate the overall impacts on the
infrastructures.

The resulting impacts constitute the Q vector that is used to es-
timate the consequences for the society due to the loss of electric
supply of specific substations.

Figure 25: The electrical distribution grid model.

6.3.2 Implementation

Figure 25 shows the considered electrical distribution grid of Rome
consisting of a set of High Voltage (HV) Primary Substations (PS)
and Medium Voltage (MV) Secondary Substations (SS). Each PS may
have one or more Medium Voltage (MV) semi-backbone(s) (SB) end-
ing into other PS. The prefix "semi" is used here to denote that each
MV backbone exhibits a normally open switch that decouples the line
into two halves where each of them is supplied by one of two over-
looking PS. Each SB connects a number of SS where some of them
can be remotely controlled.

Each PS has may have on or more backbones that are connected
to other PS. The SS are connected in a series configurations and each
backbone contains two SB that are divided by a normally open switch
that can be closed in order to implement reconfigurations operations.
Each SS which is equipped with remote control functionality can be
managed by the SCADA control centre serving the electrical distri-
bution grid to implement recovery operations (e.g., to isolate a SS)
whereas any generic SS with no remote control functionality cannot
be operated remotely. In the latter case, electric operators should send
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crewmen in order to operate on the SS. The remote control function-
ality serving each SS is provided by a set of Base Transceiver Station
(BTS) installed in antennae that are located in the proximity of the SS
and that are part of the Mobile Telecommunication network serving
the city of Rome.

We assume that the duration of the restoration can last few min-
utes (about 3-5 minutes) if the SS can be remotely controlled or more
(about 50-55 minutes to few hours) depending on several factors (e.g.,
the time required by emergency crews to reach the faulted substation
and to restore it).

Algorithm 3: Reconfiguration procedure.
Data: Electrical and SCADA topology, PHS, SCADA backup times,

simulationTime
Result: Electric profiles of substations

while time < simulationTime do

1. Set state of BTS, SS and electrical loads ;

2. Update remotely controlled SS that cannot receive SCADA
tele-controls

3. Update state of each SS

4. Let time = time + 1

end

In Algorithm 3, we present our iterative procedure. The input of
the algorithm is given by the electrical grid configuration, the PHS
containing damages estimated for the electric and BTS components
and time durations parameters for the simulation, BTS backup and
the manual restoration of a SS. The output is represented by the elec-
tric profile i.e., the amount of unitary energy provided by each SS to
its electric consumers during at each time slot.

At step 1) the algorithm sets the state of each BTS, SS and electric
consumers supplied by all SS. In particular, each BTS that is predicted
to be damaged or that cannot receive power neither from the SS nor
by its power backup changes its state from FUNCTIONING (if it was
working at the previous step) to FAILURE. With the same reasoning,
each SS that is predicted to be damaged changes its state from FUNC-
TIONING to FAILURE. All electrical loads including BTS that are not
receiving power from the SS are set to FAILURE state.

At step 2), each remotely controlled SS that can no longer receive
tele-control from the BTS change its state to NOT_FUNCTIONING.

At step 3), the procedure checks if it is possible to restore (i.e.,
to change its status to FUNCTIONING state) all SS that are in the
NOT_FUNCTIONING state. In addition, the procedure verifies the
connectedness of the SS to a PS through manual restoration (if the SS
is not remotely controlled or the SS is affected by a damage), auto-
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matic restoration from its SB (if the SS is remotely controled) or from
the overlooking SB (by closing the normally open switch).

At step 4), the algorithm increments the simulation time.
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Figure 26: Representation of a section of a power distribution grid of Rome.
Rome scenario at time t = t0.

6.3.3 Case Study

In this Section, we consider a real case study given by a section of the
power distribution grid of Rome consisting of: (i) 9 HV/MV; (ii) 154

MV/LV SS; (iii) 6 BTS and (iv) 3 hospitals. Each PS has a number of
backbones consisting of several SS. Some of these may feed Telecom
BTS or hospitals in addition to generic users (e.g., households).

Figure 26 shows the electrical grid at initial time t = t0 and a pos-
sible PHS i.e., the set of SS estimated to be in failure (shown in red).
Based on our reconfiguration procedure, the Pre-Impact Assessment
module estimates the energy profile supplied by each SS over time.

Figure 27 shows the scenario of the electrical grid at time t = t2
with t2 = 5 min. where all the SS that could have been restored
through remote control are in a FUNCTIONING state whereas others
(red ones) are disconnected being in a FAILURE state (if considered
damaged) or in a NOT_FUNCTIONING state if they require manual
intervention.

It can be noticed that, at time t = t0, the DSS estimates that 4 sub-
station to be damaged. Then, the algorithm verifies that at time t = t1
(with t1 ∼ t0) the following 33 SS will be automatically disconnected:
SS28-SS36, SS49-SS59, SS120-127, SS64-SS68. In fact, being the SS con-
nected in a series configuration, the failure of even only one SS in a
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Figure 27: Representation of a section of a power distribution grid of Rome.
Rome scenario at time t = t2 (hypothesis: BTS are working prop-
erly).

SB produces the opening of all switches at each SS of the SB thus
disconnecting all SS.

Considering that some SS can be reconnected through remote op-
erations (in about 5 min.), the algorithm checks those BTS that are
in a FUNCTIONING state (i.e., that are still receiving power from
the secondary substations or that are supplied by electrical backup
systems) so that they can be able to send tele-controls to reclose the
switches and thus reconnect the disconnected SS. Hence, the algo-
rithm reconnects the following SS: SS64, SS66-SS68, SS49, SS52, SS56,
SS58, SS59, SS120, SS121, SS124, SS125, SS56, SS58, SS59, SS116-SS118,
SS114, SS110, SS111, SS107, SS28 and SS29.

At time t = t2, the algorithm verifies that the failure of SS123 that
feeds BTS07, which, in turn provides remote control to the SS96, has
the effect that the SB02 cannot be connected (through the closure of
the switch located in SS96) to SS36, thus leaving several SS in SB02 in
a NOT_FUNCTIONING state.

This behavior is shown in Figure 28 where 12 substations cannot
be reconnected through remote control (SS30-SS36, SS53-SS55, SS122,
SS123, SS65). The figure also shows that, without the dependency
information among the SS and the BTS, the decision makers (e.g.,
an electric operator) receiving only the information of the possible
damaged substations may not be able to infer that "additional" SS
could be affected due to the failure of the BTS.

In addition, the information provided could also be used to plan
an effective intervention of crewmen that can be sent to the affected
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SS in a sequence that minimizes the overall number of the affected SS
or the number of affected electric consumers.

The expected outage duration of the SS feeds the Comprehensive
Impact Assessment module based on i2Sim that subsequently evalu-
ates the Impacts Vector Q i.e., the resulting impacts on the other in-
frastructures present in the scenario. The Q vector together with cen-
sus data may feed specific metrics able to estimate the Consequences
Vector C.

These information may be useful for decision makers to know, dur-
ing crisis scenarios that in a specific area there might be a high con-
centration of citizens (e.g., old aged people, disabled people) that may
be severely affected by the different outages of primary services (e.g.,
water, gas) resulting as cascading effects of the unavailability of elec-
tric power. These aspects will be investigated in Chapter 7.

Figure 28: Profile of the estimated substations in failure state.

6.4 chapter summary

In this Chapter, we attempt to solve the full risk analysis workflow,
from events prediction to impacts and consequences estimation of a
critical scenario.

The Decision Support System presented in Section 6.2 uses Geo-
graphical Information System (GIS) technology to map the prediction
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of natural phenomena or the magnitude and localization of seismic
events to the possible impact on critical infrastructures.

In Section 6.3, we described a core component of the DSS i.e., the
Pre-Impact Assessment module allowing to estimate the possible ef-
fects of specific natural threats to the electrical infrastructure. Indeed,
the reduction of the quality of services of the electrical infrastructure
may produce negative effects on all human activities and the soci-
etal life in general. This module constitutes the bases to implement a
Comprehensive Impact and Consequences Assessment module.



7
R E S O U R C E S A L L O C AT I O N I N E M E R G E N C Y
S C E N A R I O S

Recent events, such as Hurricane Katrina, have revealed the need for
coordinated and effective disaster responses. An optimal distribution
of available resources such as electricity and water is essential for
disaster response effectiveness.

The ideal would be to deploy unlimited resources to protect large
urban areas. However, during emergency times, in practice service
resources are often limited. Thus, the problem faced by emergency
responders becomes how to allocate limited resources in order to
minimize the negative impact on the delivery of critical services and
preserve the security of citizens.

In this Chapter, we present different approaches aiming to suggest
to decision makers mitigation actions, which minimize the negative
impact of failures affecting dependent critical infrastructures.

The Chapter is organised as follows: Section 7.2 presents two ap-
proaches based on genetic algorithms to define the optimal alloca-
tion of resources that maximise the delivery of infrastructure services
[DPLP+

15], [RDPL+
14]; in Sections 7.3 and 7.4, in order to maximize

the operability of an hospital, two approaches based on Ordinal Opti-
mization [AADP+

14] and simulation [55] respectively, are presented.

7.1 overview

In literature, different approaches have been studied to improve re-
sponse readiness of emergency transportation facilities such as fire
engines, fire trucks, and ambulances during crisis. This problem be-
longs to the general category of facility location, whose formulations
and solution algorithms have been discussed by Farahani et al. [95].
These approaches include the application of a covering model that
maximizes the coverage of demands, given acceptable service dis-
tance/time, when limited resources are available.

Other approaches focus on optimizing allocation of available re-
sources according to the type disaster such as wildfires [66], earth-
quake [38], and public health emergencies [12]. Different approaches
have been developed to model the disaster scenarios including: math-
ematical formulation [39], and stochastic simulation model [66].

In this Chapter, we employ procedures and existing physical do-
main simulators to form a simulation-based environment for acquir-
ing/modeling disaster events. Then, we develop different techniques
to find the optimum allocation of available resources.

93
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7.2 genetic algorithms based approaches

In this Section, we define two approaches providing optimal resources
allocation for a power distribution network that delivers energy to a
set of infrastructures and domestic users.

The power distribution network is subjected to possible physical
failures that may disconnect substations and this may impact the
functionality of dependent infrastructures. In cases of outages, a de-
cision should be taken by electric operators or decision makers (e.g.,
civil protection operators) to maximize both the power delivery to the
loads and the level of services provided by the infrastructures as well
as to minimize the consequences for the society.

In order to leverage the computational time required to calculate
the goodness of each resource allocation, we use Genetic Algorithms
(GA) which were introduced by Holland in 1975 [48]. GA work itera-
tively with populations of candidate solutions in order to determine
the set of individuals that are considered possible optimal solutions
to a problem. GA are based on the process of natural evolution to find
individual solutions which can prevail over those that are less strong
at each generation. To this aim, the fitness of every individual solution
is evaluated using criteria that are application-dependent. Then, the
solutions with higher fitness values are selected (with higher probabil-
ity) to form the population of the next generation. GA use crossover
and mutation operations to choose the individuals of the next popu-
lation and alter them to increase fitness as generations progress.

7.2.1 Load Shedding Problem

The optimization procedure consists of the following steps:

1. Execution of the load flow calculation to verify that the network
is still able to supply the nominal power to the loads after the
failure of some physical components;

2. Application of a load shedding algorithm to emulate a possi-
ble electrical operator action aiming at leveraging the affected
network;

3. Execution of the i2sim model initialized with the electrical load
values calculated in 2).

This problem may be formally defined as follows:
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maximize
L

Z(t) = Qe(t,L,We) +Qu(t,L,Wu)

subject to 0 6 li 6 Pi i = 1, ..,N,wei > 0, i = 1, ..,N;wui > 0, i = 1, ..,K
N∑
i=1

wei = 1,
K∑
i=1

wui = 1,We = {we1, ..,weN},W
u = {wu1 , ..,wuK}

(19)

Qe(t,L,We) = 1−

∑N
i=1(1−w

e
i )(Pi − li)∑N

i=1 Pi
∈ [0, 1] (20)

Qu(t,L,Wu) =

∑K
i=1w

u
i Q

u
i (t,L,Wu)∑K

i=1 Si
∈ [0, 1] (21)

where:

• li is the active (reactive) power demand value in MW (VA) of
load i at time t;

• We and Wu are weight vectors needed to prioritize specific
loads and services;

• Qe(t,L,We) represents a QoS index of the electrical network
and reaches the maximum when all the loads li are consuming
the expected power value Pi;

• Qu(t,L,Wu) represents a QoS index of the services provided by
the infrastructures that depend on the loads supplied and on
the interdependencies phenomena and reaches the maximum
when all infrastructures are providing the nominal service level
Si.

Hence, by maximizing Z(t), we are choosing the combination of
electrical load values that maximize both the power supply to the
loads and the service delivery of all infrastructures which, in turn,
depend on the energy supply of those loads (e.g., water and gas dis-
tribution, health services).

In particular, in order to calculate the Qe(t,L,We), we use the elec-
trical simulator PSS Sincal [5] to execute the load flow calculation and
verify the feasibility of the load shedding configuration and use i2sim
to calculate Qu(t,L,Wu).

A possible formulation of Qui (t,L,Wu) for a hospital is a linear
function that relates the number of patients healed per hour to the
availability of specific services (e.g., equipment, operation theatre)
that, in turn, depend on power supply.

It is worth stressing that, when applying this procedure to a real
scenario, the choice of We and Wu poses an ethic issue since their
values influence which loads and services will be prioritized.
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Figure 29: Sample scenario: functional dependencies involving a power grid,
water distribution networks, hospitals and manufacturing plants.

7.2.1.1 Case Study

Let us consider a scenario given by a set of dependent infrastructures
affected by a seismic event. Figures 32 and 31 show the scenario con-
sisting of the following infrastructures:

• Three power plants that supply energy to a high voltage (HV)
150 kV power transmission grid connected to three medium
voltage (MV) 15 kV power distribution grids;

• Three water distribution networks;

• Three hospitals;

• Three manufacturing plants.

By an electrical point of view, we considered the loads as aggre-
gated loads (e.g., Plant1 consists of different plants).

At a functional dependency level, the MV power distribution grid
supplies energy to the water pumping stations, to the hospitals and
to the plants, whereas the water pumping stations supply water to
the hospitals and the manufacturing plants.

We assume that:

• The seismic event occurring at 12 a.m. and affects a MV electri-
cal substation (MVsub3) with the consequence that it is unable
to satisfy the average electrical demand (Table 17).

• The trend of the water and energy demand for the loads remain
constant in time;

• The procedure takes the damage scenario i.e., the list of esti-
mated failured physical components as an input.
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Figure 30: Sample scenario: geographic representation the shake map rela-
tive to the seismic event. The lightning indicates the physical com-
ponents that are estimated to be damaged due to the occurrence
of the seismic event.

Table 17: Electrical Power balance (active power, MW) resulting from the
load shedding actions in case I and II.

Time Case MVs2 MVs3 MVs4 Pump2 Res1 Emerg2 Plant1
12:00 - 15 6.5 11.5 1 15 2 10.5
12:10 I 7 0 9.5 0.5 8 2 7

12:10 II 7 0 10 1 7.5 2 7

Regarding the latter, we can consider that a seismic sensor network
located on the field acquires the epicentre and magnitude values of
the seismic event occurring in the considered scenario. Then, such
information can be combined following an approach similar to that
presented in Chapter 6 to evaluate the damage scenario. In particular,
starting from the severity of the seismic event and considering the
physical vulnerability of the substations buildings to seismic events,
the set of substations that can be affected by earthquakes can be found
and used as an input by our procedure.

For the sake of simplicity, we limit our impact assessment analysis
to services provided by Res1, Emerg2, Pump2, and Plant1.

In the following, we describe an application of our procedure to the
considered scenario and show how it can provide a valuable support
to decision makers. To this regard, we compare the case where the
electric operator takes decisions only by applying its mitigation plans
(that usually do not consider interdependency phenomena) with the
case where the operator, through our procedure, tries to maximize
both the power supply to the loads and the service delivery of all
infrastructures.
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Figure 31: Power grid model. Grey boxes: power generators; red boxes: High
Voltage substations; yellow boxes: Medium Voltage substations;
arrow: electrical loads.

Table 18: Critical Infrastructure Service Layer (Case I and II).

Time Water (Kl/h) Patients per hour Pieces per hour
Case I Case II Case I Case II Case I Case II

12:00 375 375 4 4 4.5 4.5
12:10 281 375 3.9 4 3 3

14:00 187 375 2 4 1.5 1.5
18:00 375 375 4 4 4.5 4.5

Case I: Starting from the damage scenario, the electrical operator
might perform actions to counteract the perturbed conditions
following the physical damage to MVsub3 substation.

Its actions will be reasonably based on contingency plans and/or
simulations that predict the new state of the network in order
to maximize the power supplied to the loads, particularly to the
critical ones (e.g., Emerg2). Considering that the electrical oper-
ator will try to maximize its own network and that, in general, it
is not aware of all the (inter)dependency phenomena among the
infrastructures in the considered area, its actions might not con-
tribute to increase the service level of specific infrastructures.

For instance, a possible load shedding action that supplies the
expected power demand to Emerg2 and that isolates some wa-
ter pumping stations aggregated into Pump2 (e.g., by supply-
ing 0.5 MW instead of the expected power demand i.e. 1 MW)
might have the consequence that Emerg2 is not receiving the ex-
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pected water demand. The further consequence would be that
the performance of the emergency room (which requires water
to work) will be deteriorated thus reducing the average number
of patients healed per hour. Table 17 shows a possible network
configuration following a load shedding action that supplies
the expected power demand to Emerg2 and isolates some water
pumping stations. Table 18 shows the resulting infrastructure
service level estimated by an appropriate i2sim model that is
delivered to the decision makers. It should be noted that the
modeling of the power backup systems (active during the in-
terval 12:10-15:00, see fig. 2) for Pump2, Emerg2 and Plant1 in
the interdependency model allows to maintain a minimum in-
frastructure service level until the functioning of MVsub3 is re-
stored (at 18:00).

Case II: In this case, the presented optimization procedure is ap-
plied to maximizing both the power supply to the loads of the
power grid (where substation MVsub3 is out of service) and the
service delivery of the infrastructures.

In the following, we define the parameters of an instance of the
considered optimization problem for our scenario:

weEmerg2 = 0.5;w
e
Pump2 = 0.2;w

e
Res1 = 0.2;w

e
Plant1 = 0.1;

wuEmerg2 = 0.5;w
u
Pump2 = 0.3;w

u
Plant1 = 0.2;PEmerg2 = 2;

PPump2 = 1;PRes1 = 15;PPlant1 = 15;
(22)

where the power hospital supply and its service delivery are
prioritized. In general, the optimization problem (19) may be
solved using different techniques. For our sample scenario, given
its simplicity, we were able to enumerate all possible solutions
and to select the optimal one. Table 17 reports the optimal solu-
tion where some of the electrical loads aggregated into Pump2,
Res1 and Plant1 nodes were disconnected as a consequence of
the computed load shedding action.

Respect to case I, the possibility of considering also the existing
interdependency phenomena, it allows to increase (in time) the
average patients treated rate of Emerg2 (due to the nominal
functioning of the water pumping stations of Pump2) that is
considered of primary importance (see 18).

Anyway, in general, the mere enumeration of all the possible
solutions it is not possible. In the following, a possible Genetic
Algorithm (GA) problem solution is presented to describe the
challenges that should be faced within the DSS implementation.
The proposed GA provides the best electrical network configu-
ration that maximizes the objective function in (19). The simple
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GA scheme described in this work does not consider the net-
work reconfiguration operation as well as the possible activation
of distributed power generation facilities.

Algorithm 4: A GA for the load shedding problem
Data: IPS: the Initial Population Set
Result: Best Available Load Shedding Configuration
/* PS denotes the Population Set */

PS← IPS;
repeat

/* Evaluate the Fitness Value of each chromosome in

the PopulationSet */

for i = 0 to |PS| do
EvaluateFitness (Chri)

end
PS← CrossOver (PS);
mutation← CheckMutationNeeded;
if mutation then

PS← Mutation (PS);
end
/* The algorithm uses Stall generations stopping

criteria */

until stop;

In the proposed GA scheme, each chromosome represents a load
shedding configuration through a vector of real values genes
of length N where N is the number of loads in the proposed
electrical network (i.e., a chromosome is a potential solution of
the optimization problem).

The real value of each gene represents the active power assigned
by the load shedding configuration in the specific chromosome.
For instance, the chromosome (2.0, 1.0, 15.0, 1.0, 2.0, 15.0, 1.0, 12.0)
represents a specific active power assignment to the Emerg1,
Pump1, Res1, Pump2, Emerg2, Plant1, Pump3, Plant2 loads of Fig-
ure 31 respectively. We supposed that, if an assignment of active
power to a load defines a specific decrease factor w.r.t to the
nominal active power, the same decrease factor will be applied
to the load reactive power value.

In addition, a load shedding configuration represented by a par-
ticular chromosome is considered admissible if the constraints
are satisfied and the resulting electrical network configuration
is valid (i.e., load flow convergent, no lines overloaded).

The described algorithm poses new challenges w.r.t to classi-
cal GA implementations (e.g., fine tuning of the classical GA
parameters) [54]. In order to leverage algorithm from the com-
putational point of view, different strategies may be applied: (i)
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execute the algorithm with an initial population containing good
solutions; (ii) remove from the problem the critical loads that
should not be disconnected; (iii) execute the algorithm with pre-
calculated i2sim runs; (iv) include in the problem the electrical
constraints to avoid calling the power simulator; (v) parallelize
the problem.

The sample scenario shows how the optimization procedure may
be able to suggest mitigation actions to decision makers that would
not be considered by common contingency plans of CI.

7.2.2 Crewmen Optimization Problem

In this Section, we present an application of the reconfiguration al-
gorithm for Electrical Distribution Grids developed inside the DSS
presented in Chapter 6 in order to show how it is possible to mini-
mize the negative consequences for citizens due to the degradation
of infrastructure services.

In particular, we suppose to have a limited number of emergency
teams available by the Electric Distribution Grid which aim is to im-
plement manual interventions on the Secondary Substations (SS) that
are predicted to be damaged by the Physical Harms Scenario (PHS)
(provided by the DSS B3) or that are disconnected due the unavail-
ability of remote tele-control.

The optimization stands on how to distribute the emergency teams
considering that they are limited in order to reduce the Consequence
for the society.

7.2.2.1 Wealth Indices

In order to measure the consequences for the society due to the loss
of infrastructure services, we introduce the concept of Wealth that,
in general, encompasses a large number of issues e.g., economical,
related to societal health and to other domains defining the GPI (Gen-
uine Progress Indicators).

In particular, we focus on the definition of a subclass of Wealth
indices, which are related to the outcomes of the access and the avail-
ability to primary and vital technological services. The access to these
services brings a number of beneficial consequences, which we wish
to appropriately measure. With such indicators, we are able to mea-
sure the reduction of well-being (Wealth) consequent to Services un-
availability.

Let us define the WealthW(tij) of a Consequence Criterion element
tij as a function of the available Services Qk as follows:

W(tij) =M(tij)

Nk∑
k=1

rk(tij)Qk (23)
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Table 19: Considered Consequence Criteria.

Consequence Criterium Electricity Service

Aged people t11 r1(t11)

Children t12 r1(t12)

Disabled t13 r1(t13)

Average citizens t14 r1(t14)

where:

• Nk is the total number of the considered services which con-
tribute to wealth;

• M is the metric for wealth measure. This could be related, for
instance, to GDP produced per hour of activity (for a firm), or
the number of patients healed in a unit of time for an hospital
or the extent of land which might efficiently be used for some
industrial or environmental purpose etc.

• rk(tij) is the relevance of the k-th service for the achievement
of the maximum level of the wealth quantity M for a given ele-
ment of riterium tij (Table 19). It might happen that a specific
service, more than others, enables the achievement of Wealth
(e.g., electricity for people depending on biomedical devices,
water availability for specific plants) and other being less vul-
nerable for a lack of it;

• Qk is the variation of QoS of the generic infrastructure k.

To evaluate the consequence C on the consequence criterion ele-
ment tij due to the Qk variations (in time), we integrate, on the time
duration T of the Crisis, the following expression (assuming rk(tij) is
independent on time):

C =M[1−

Nk∑
k=1

rk(tij)

∫T
0

Qk(t)dt] (24)

where:

• W0 is be the total Wealth during time T without the perturba-
tion;

• the second term at the r.h.s. represents the effective wealth of
the consequence criterion element due to the crisis, i.e., due to
the variation in time of the QoS of one or more services.
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Figure 32: Case study: representation of a section of the electrical distribu-
tion grid of Rome. Arrows indicate the interdependency among
Electrical and SCADA systems.

7.2.2.2 Case Study

As a case study, let us consider the section of the electrical grid of
Rome shown in Figure 32. Let us consider the following assumptions:

• M = 100 is the total number of SS including those that allow
tele-control;

• The network can be affected by F damages at specific SS that are
given by a generic PHS at a certain time.

• The electrical operator can only have R emergency teams to im-
plement theNmanual interventions that include the F damaged
SS and the N− F SS that cannot work due to the unavailability
of remote tele-control.

• The generic emergency team m for m = 1...,R, with R being
the total number of emergency teams available to the electric
operator, should operate a manual intervention to a set of SS
according to an ordered sequence of interventions
{Sm} = {SSJ1m(∆TJ1m ),SSJ2m(∆TJ2m ), ..,SSJNm (∆TJNm )} with the generic
Jk s.t. 0 6 Jk 6 N and ∆TJkm being the time required to reach the
faulted SS (that depends on the distance and the predicted traf-
fic road conditions) and to implement the manual intervention
(that can be considered fixed).

Our resource optimization procedure, is applied to find a (sub)-
optimal allocation of resources to the problem of minimizing the con-
sequences. The solution of this problem would be represented by a
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sequence of interventions {S} enabling the complete restoration of the
system, with the requirement of producing the smallest possible con-
sequences for the considered criteria.

It is easy to understand that different restoration sequences could
produce different consequences: some sequences could be prepara-
tory for other restoration and/or enabling some actions to be per-
formed more rapidly.

In general terms, the optimal solution {Sm} will be:

{Sm} : C is minimum (25)

SS1 SS4 SS3

SS5 SS2 SS6

time

ΔT1
1
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Figure 33: Case study: a candidate sequence solution for the optimization
problem and a representation of the sequences of manual inter-
ventions over time.

Figure 33 shows a possible candidate sequence solution {Sm} where
we assume N = 6 manual interventions and R = 2 emergency teams.

It can be noticed that the generic time duration ∆TJkm required to im-
plement the manual intervention on the SS depends on the distance
between the current SS (or deposit in case of the first intervention)
and the arrival SS and on the traffic conditions in the area that covers
the initial and the final SS.

Each restoration sequence thus produces a specific pattern of the
set of Qk(t) which, in turn, influences the expected consequences
through Eq. (24). Thus, the algorithm is able to measure the "quality"
of the intervention providing a measure of the consequences which
is able to produce. The operator will thus be able to choose the best
sequence of restoration actions on the bases of their ultimate effects.

In order to assign an emergency team to the specific SS that re-
quires manual intervention at time ti, the reconfiguration algorithm
(see Section 6.3) selects any emergency team that is available at time
ti. This is an important property as the impact Qk and subsequently
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the consequence C depend on the time durations required to recon-
nect the electrical users supplied by a certain SS. In other words, the
more an emergency team takes to perform a manual intervention, the
longer would be outage time and thus the worst would be the conse-
quences for the citizens.

7.3 ordinal optimization based approach

In this Section, we describe a resource allocation strategy to address
the problem of resources allocation during a disaster event. In this
case, the objective of the optimization is maximizing the operational
capacity of a hospital.

Due to the huge combinatorial feasible search space, an Ordinal
Optimization based approach is used to solve the problem using two
main concepts: goal softening and order comparison. This approach
aims at finding a Good Enough solution set (G) with an acceptable
probability and efficient computational effort.

7.3.1 Problem Overview

The presented approach uses the DR-NEP-WebSimP simulation plat-
form presented in chapter 3. In particular, infrastructure simulators
are used to simulate the detailed topological configuration of the in-
frastructure. Specific calculations such as load flow analysis for power
system and water steady state flow and pressure for water system are
performed using the domain simulators. Disaster events are modeled
in the simulators to find the available resources under these condi-
tions.

The results of these calculations are then passed to the infrastruc-
ture simulator i2Sim to find the optimum allocation for the available
resources.

7.3.1.1 i2Sim Model

The i2Sim model shows a high level abstraction of the disaster site
where physical entities such as hospitals and power stations are mod-
eled as cells connected by channels.

Each cell models its infrastructure using a non-linear input-output
function described by i2Sim Human Readable Tables (HRT). The HRT
determines the output of the cell, e.g., treated patients in a hospi-
tal, based on its physical damage and available input resources. The
physical damage of the infrastructure caused by a disaster is modeled
using i2Sim Physical Mode (PM) rating. Resources such as electricity
and water are produced and consumed by the cells and transported
by the channels. Flow of these resources can be controlled using i2Sim
distributors outputs. The distribution ratios for the resources are de-
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termined by the optimization agent to represent the optimal alloca-
tion.

7.3.1.2 Power System Model

The power system model shows the details modeling parameters of a
power distribution network for the disaster site. The model includes
substations transformers, sectionalizing switches, alternate feeders,
and loads. A radial topology is assumed since it is commonly used
in the utilities. Loads are modeled as constant active power loads
(constant P). The model uses load flow calculations to check feeders
current and voltage limits. Failures in the power distribution network
due to disaster can be modeled by faulty feeders or out-of-service
transformers. The power system model is then used to calculate the
available power to the critical infrastructure e.g., a hospital.

7.3.1.3 Water System Model

The water distribution model defines the modeling properties of the
network that distributes water to different critical infrastructures (in-
cluding a hospital) with appropriate quantity and pressure.

The model consists of different components including water stor-
age facilities such as reservoirs and water tanks, a piping network for
distribution of water to the consumers, valves to limit the pressure or
flow at a specific point in the network, pumps to increase the water
flow and output nodes where the water is consumed. Loads are mod-
eled as constant water demand nodes. A failed pump or a broken
pipe can be modeled to simulate failures in the water system due to a
disaster. Newton-based global gradient algorithm (also known as the
Todini and Pilati method [87]) is used to determine the water steady
state in terms of water flows values at each pipe and hydraulic heads
at each junction according to the water demand curve at each junc-
tion and considering the relative physical limits (e.g., pipes length,
diameter). In order to simulate the behaviour of the water distribu-
tion network, the Epanet simulator [76] was used.

7.3.1.4 Optimization Algorithm

The optimization problem is based on Ordinal Optimization (OO),
an optimization theory introduced by Ho et al. [47] to provide fast
solutions for complex simulation based optimization problems.

Ordinal Optimization is based on two main concepts:

• Order Comparison: it is easier to determine order than value,
i.e. determining A > B is easier than determining the value of
A−B =?.

• Goal Softening: instead of looking for the best for sure, we look
for good enough with high probability.
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Using these two concepts, ordinal optimization methods provide
a set of Good Enough solutions in an order of their performance. In
many practical applications, it is enough to find good enough solu-
tions instead of insisting on finding the true optimum solution which
may exhaust the available computational resources. This rational mo-
tivates the application of ordinal optimization to the resources alloca-
tion problem addressed in this Section. After a crisis, disaster respon-
ders are under pressure to save lives and mitigate disaster impacts.
In these emergency situations, they may accept a fast good enough
solution instead of waiting for the optimum one.

Figure 34: Ordinal Optimization solution space [47].

The key idea of ordinal optimization is to find a selected set {S} of
solutions with an acceptable probability to be a member of the good
enough set G as shown in Figure 34. The good enough set is defined
as the top n solution of the entire solutions space. Therefore, the prob-
lem is changed from finding the optimum resources distribution over
the entire space to finding a set of distributions that has an overlap
with the top n solutions in the entire solutions space Ω.

The resources allocation problem in disaster response is a combina-
torial constraints optimization problem. The objective of the optimiza-
tion problem is to maximize the number of saved lives. This function
is represented by the output of the hospital model in i2Sim which
measures the number of treated patients in the hospital.

In the first stage, we check for the solution feasibility. A solution
is represented by a set of distribution ratios in i2Sim model. A feasi-
ble solution is a solution that does not violate resources supply con-
straints in the i2Sim model. We use the i2Sim model as a crude model
to filter out unfeasible solutions and rank the feasible ones. Then, the
Ordered Performance Curve (OPC) class and the good enough set G
and the required alignment level K are determined.

In the second stage, we employ the domain simulators to check the
physical constraints on the selected solutions. Typical physical con-
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straints include voltage and current constraints in the power system
and pressure constraint in the water system.

The optimization algorithm was implemented in MATLAB and in-
tegrated with the simulation models.

7.3.2 Case Study

The proposed approach was applied to a hypothetical disaster event.
The i2Sim model consists of three production cells representing: a hos-
pital that is fed by a power substation and a water pumping station.
The power distribution supplies also the water pumping station.

A power distribution model was developed to map the power sub-
station topology. The power model represents a typical radial config-
uration of distribution system with two supplying transformers and
four feeders.

The water distribution network feeding the hospital represents an
open radial topology with two independent water sources equipped
with two pumps and one tank.

The disaster events were modeled by varying Physical Modes (PM)
values in the iSim model. In i2Sim ontology, PM=1 means no damage
to the infrastructure and PM=5 means completely damaged.

Figure 35: Curves trend of the Physical Modes of the i2sim model.

Figure 36: Hospital simulation results.
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7.3.2.1 Simulation Results

Simulation scenario was assumed to have 5 hours duration with one
hour time step. Results have shown that 44 patients can be treated in
the hospital utilizing the available power and water resources in this
scenario.

The hospitals output and values of its Resource Mode (RM) during
the simulation are shown in Figure 35. RM value in i2Sim measures
level of resources availability: RM=1 means all resources are available
while RM=5 means no resources are available.

The algorithm calculates the best distribution ratios for the power
and water distributors so that the operability of hospital is maximum.
It can be seen from Figure 36 that hospitals output was affected by
physical damages in the power substation and water station.

7.4 simulation based approach

7.4.1 Problem Overview

In this Section, we present a resource allocation stategy based on the
DR-NEP-WebSimP simulation platform presented in chapter 3.

We demonstrate the utility of the platform using a case study in-
volving power distribution to a hospital during a disaster event. The
simulation platform presents decision makers with a set of feasible
options. The three simulators, i2sim, PSS Sincal and ns-2, are used to
model disaster events.

i2sim models a disaster event at a high level and assesses the effects
of resource allocation. In a disaster scenario, i2sim maximizes the
functionality of critical infrastructures (e.g., hospitals) by optimizing
resource allocation. Different resources can be incorporated in i2sim
models, such as electricity, water, medicine and transportation. In this
case, we focus on the determination of the distribution of electricity
using power grid and SCADA network infrastructure simulators.

The power grid is modeled using PSS Sincal, which simulates the
status of the power system during a disaster event and examines the
feasibility of possible configurations. The possible configurations in-
clude the power required to supply a load, electrical equipment used,
power grid limits, and control elements of the SCADA communica-
tions network.

Resource allocation begins with i2sim suggesting the desired re-
source distribution required to supply a specific amount of electricity
to a critical load (e.g., a hospital). Decisions are determined based
on the i2sim optimization process, which considers other resources
and critical infrastructures. PSS Sincal and ns-2 simulate the possible
configurations that can accommodate an i2sim request and return a
feasible configuration via the WebSimP adapter.
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Note that the feasible configuration may or may not satisfy the
initial request made by i2sim. If all the conditions are not satisfied,
i2sim updates its model and selects another request. PSS Sincal and
ns-2 then simulate the configurations once again and return a feasi-
ble solution. The process continues iteratively to optimize the power
distribution to critical infrastructures based on the power grid and
SCADA network constraints.

7.4.2 Case Study

The case study involves a disaster event where the power and SCADA
infrastructures place constraints on the resource allocation process.
The main objective in the scenario is to maximize the operability of
a hospital by providing the required electricity and water resources.
The i2sim simulates the interdependencies between the hospital and
the water pumping station. PSS Sincal and ns-2 simulate the physical
constraints introduced by the power and SCADA networks.

In more complex situations, the failure of a power provider would
affect multiple critical infrastructures. However, for demonstration
purposes, we consider a small set of infrastructure entities.

7.4.2.1 Infrastructure Simulation Models

Power Distribution Grid. The power distribution grid shown in Fig-
ure 37) incorporates 165 buses, 22 circuit breakers and 46 loads. Ei
represents the power transmission grid substations, Pi nodes repre-
sent high voltage (HV) 150 kV buses, Mi represent the medium volt-
age (MV) 20 kV buses, and physical links between two buses rep-
resent electrical lines. Each substation supplies energy to different
types of loads/customers: (i) public loads/customers for the hospital,
including emergency and intensive care units at very high criticality
(M11 and M12) and other hospital units (M1, ...,M7); (ii) industrial
loads/customers for a water pumping station and an industrial load
(P20 and P24); and residential loads/customers for domestic users (
P12).

In normal conditions, hospital loads are supplied by P13 and P26
through intermediate nodes Mi. In the event of a physical failure of
P13, the hospital is fed only through P26. Since P26 can supply a max-
imum of 9.50 MW, load shedding shedding actions must be initiated
by the SCADA system to supply the hospital loads (Table 20).

SCADA system Figure38 shows the SCADA system that controls
the power distribution grid. The SCADA system includes: (i) a main
SCADA control (MSC) center that controls and supervises the power
distribution grid; (ii) a disaster recovery SCADA (DRS) center that
assumes control and supervision in case of MSC failure; (iii) 44 re-
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Table 20: Electricity demand for loads/customers.

Physical Entity Electricity Demand (MW)

Hospital 13.47

Water Pumping Station 52.50

Industrial 9.47

Residential 120.91

Figure 37: Power distribution grid and SCADA system.

mote terminal units (RTUs) (Pi nodes) located at HV substations; and
(iv) nine RTUs (Mi nodes) located at MV substations. RTUs receive
commands through the SCADA communications network from the
MSC and DRS centers to perform local actions on the power grid
(e.g., closing circuit breakers). The SCADA communications network
comprises two networks:

• The default proprietary network (DPN) connects the SCADA
control centers to RTUs at the HV and MV substations. DPN
nodes can also communicate with each other through the public
switched telephone network (PSTN) to provide backup capabil-
ities.

• The PSTN network models the public backup telecommunica-
tions network that connects the MSC and DRS to the HV RTUs.
Two virtual private networks (VPNs) are established between
the MSC and DRS via two high data rate digital subscriber line
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Figure 38: SCADA System.

Table 21: SCADA network model assumptions.

Link Type Proprietary Network PSTN Backbone

Capacity 0,5 Mmps 0,5 Mmps 1 Mmps

Source- MSC− Pi, TeXi − Pj PoPi − PoPj,

Destination DRS− Pi, PoPi − TeXj,

Nodes Pi − Pj, MSC− PoPi,

Pi −Mj, DRS− PoPi,

Mi −Mj,

Traffic Type CBR over TCP CBR over TCP CBR over TCP

Traffic Bit Rate 255 B / 30 sec 255 B / 30 sec 255 B / 30 sec

connections that employ two points of presence (PoPs), PoP1
and PoP2. . . .

Communications between the MSC and DRS and the RTUs are
modeled with ns-2 using TCP agents located at the source and desti-
nation nodes. Traffic is generated at a specified constant bit rate (CBR).
Table 21 summarizes the main assumptions.

i2sim Model The I2Sim model provides a high-level abstraction of
the physical components. The detailed topological configurations of
the power and SCADA networks are modeled using the domain sim-
ulators, PSS Sincal and ns-2, respectively. In the I2Sim ontology, phys-
ical infrastructure entities are modeled as cells connected by chan-
nels that transport resources (e.g., electricity and water). In the model
shown in Figure 39, eight cells are used to represent interdependent
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Figure 39: i2sim Model.

Table 22: Sequence of events for the simulated scenarios.

No. Time Event Effect

1 T1 Normal operation Hospital and water pumping
station have full supply of
electricity and water

2 T2 Equipment failure is detected Hospital loads lose 6.2MW of
supply

3 T3 Feasible configuration of
power grid is implemented

Hospital and water pump-
ing station loads are partially
supplied

4 T4 Affected equipment is re-
stored

Full supply can be restored

5 T5 Normal operation configura-
tion is restored

Hospital and water pumping
station have full supply of
electricity and water

infrastructures at the disaster site, consisting of four electrical sub-
stations, a water pumping station, a hospital, residential loads and
industrial loads.

7.4.2.2 Simulation Scenarios

Three scenarios are simulated to illustrate the utility of the DR-NEP
platform. All three scenarios involve a transformer failure in the power
grid. However, two of the scenarios, Scenario 2 and Scenario 3, are
more severe in that they also involve failures of SCADA network com-
ponents.:

• Scenario 1: A failure in the power grid (transformer) only.
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Table 23: Feasible configurations for 100% power supply to the water pump-
ing station.

No. Power Supply Feasible Configurations

1 100% Configuration 1: Breakers P10, P13 and P26
closed, and all tie breakers in M1 −M12 are
closed

2 75% Configuration 2: Breaker P13h open, breaker
P26h closed, breakers (M1 −M2 −M5 −M6 −

M11 −M12) closed, breakers (M3 −M4 −M7)
open

Configuration 3: Breaker P13 open, breaker
P26 closed, breakers (M1 −M2 −M3 −M5 −

M11 −M12) closed, breakers (M4 −M6 −M7)
open

Configuration 4: Breaker P13 open, breaker P26
closed, breakers (M5−M6−M7−M11−M12)
closed, breakers (M1 −M2 −M3 −M4) open

3 50% Configuration 5: Breaker P13 open, breaker
P26 closed, breakers (M1 −M2 −M11 −M12)
closed, breakers (M3 −M4 −M5 −M6 −M7)
open

4 25% Configuration 6: Breaker P13 open, breaker P26
closed, breakers (M11 −M12) closed, breakers
(M1 −M2 −M3 −M4 −M5 −M6 −M7) open

5 0% Configuration 7: Breakers P13 and P26 open

• Scenario 2: A failure in the power grid (transformer) with a
failure in the SCADA network (RTU);

• Scenario 3: A failure in the power grid (transformer) with two
failures in the SCADA network (RTU and communications node);

Table 22 shows the sequence of events for the three scenarios. At
time T2, failures are introduced: a transformer in Scenario 1; a trans-
former and an RTU in Scenario 2; and a transformer, RTU and com-
munications node in Scenario 3. At time T3, a desired configuration
of the power grid, selected by I2Sim, is sent to the domain simulators
for verification. Note that the desired configuration is selected based
on optimality, experience and pre-determined feasibility of the power
grid and SCADA networks.

The I2Sim ontology defines operability in terms of available re-
sources in human readable tables with five levels: 100%, 75%, 50%,
25%, and 0%. Note that the hospital and water pumping station re-
quire 100% power supply for full operability. However, 100% power
supply may not be possible during disasters due to damage to the
physical systems. In such situations, different combinations of the
distributions of available resources can be deployed (e.g., 75% power
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Table 24: Decision space for the three scenarios.

Scenario 1

100% 75% 50% 25% 0%

100% X X X X X

75% X X X X X

50% X X X X X

25% X X X X X

0% X X X X X

Scenario 2

100% 75% 50% 25% 0%

100% X X X X X

75% X X X X X

50% X X X X X

25% X X X X X

0% X X X X X

Scenario 3

100% 75% 50% 25% 0%

100% X X X X X

75% X X X X X

50% X X X X X

25% X X X X X

0% X X X X X

supply to the hospital and 50% power supply to the water pumping
station).

In the three scenarios, the distribution of electricity between the
hospital and the water pumping station is determined based on the
physical constraints of the power grid and SCADA networks. For ex-
ample, Table 23 shows the feasible configurations for 100% power
supply to the water pumping station and different power supply per-
centages to the hospital.

7.4.2.3 Simulation Results

Based on the five levels in the human readable tables, there are 5x5=
25 possible combinations for electricity distribution between the hos-
pital and the water pumping station. However, the failures in the
power grid and SCADA networks limit the set of feasible configura-
tions. Table 24 compares the decision spaces for the three simulated
scenarios in terms of the number of feasible configurations available
for each scenario. The rows represent the levels of power supplied
to the hospital and the columns represent the levels of power sup-
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Table 25: Simulation results.

No. Configuration EF SF GF Rt (sec)

Scenario 1 1 (100%) NO YES NO -

2 (75%) YES YES YES 420.4

Scenario 2 1 (100%) NO NO NO -

2 (75%) YES NO NO -

3 (50%) YES NO NO -

4 (50%) YES YES YES 367.4

Scenario 3 1 (100%) NO NO NO -

2 (75%) YES NO NO -

3 (50%) YES NO NO -

4 (50%) YES NO NO -

5 (50%) YES NO NO -

6 (25%) YES NO NO -

7 (0%) YES YES YES 0

plied to the water pumping station. The boldface X symbols denote
the feasible combinations for electricity distribution. In Scenario 1,
for example, a maximum 75% power supply can be delivered to the
hospital and the water pumping station.

Table 24 presents the results of the resource allocation process.
Note that EF denotes electrical feasibility, SF denoted SCADA fea-
sibility, GF denotes global feasibility and Rt denotes reconfiguration
time. Configuration 1 in Scenario 1 is not electrically feasible because
feeder P13 is isolated from the network by the transformer failure
and the power required to supply all the Mi loads cannot be pro-
vided through feeder P26 because of the electrical constraints (P26
cannot exceed its 9.50 MW capacity). On the other hand, Configura-
tion 2 in Scenario 1 has global feasibility (marked with a boldface
Yes). This means that all the components of the power grid are within
their physical limits and a communication path between the MSC and
RTUs is available.

The time required for reconfiguring the power grid was computed
by considering the physical time needed to open/close breakers plus
the SCADA message round trip time (RTT). The simulated scenarios
show that the RTT is negligible with respect to breaker operation.
The open/close operations take 50 seconds for MV breakers and 100

seconds for HV breakers.

7.5 chapter summary

In this Chapter, we address the final stage in the disaster response
process: to make the best possible decisions once the state of damage
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of the system is known and the available resources are known. The
problem at this point becomes an optimization problem on how to
allocate the available resources to improve response effectiveness.

System optimization theory is well developed. However, in a dis-
aster situation, optimization has to be achieved not over well-defined
punctual states of the system, but over a number of hours (or days) in
the timeline of the disaster, while additional events may occur and dis-
turb the system along this timeline. In these scenarios, decision mak-
ers may be in favour of taking fast suboptimal decisions versus one
global best decisions in order to take immediate countermeasures.

In Section 7.2, we have shown that during disaster scenarios, opti-
mization of the available resources (e.g., electrical power, emergency
teams) approaches that take into account the existing interdepen-
dency phenomena can decrease the negative consequences for the
more vulnerable areas of population (e.g., old aged people, children,
disabled people) that should be better protected against risks derived
by the lack of primary services (e.g., hospitals).

In Section 7.3, a simulation-based tool for helping disaster respon-
ders was proposed. The simulation platform was used to take infras-
tructures interdependencies into consideration. An Ordinal Optimiza-
tion based approach was developed to find the optimal allocation
of resources, power and water, for a disaster event. The output of a
hospital in terms of number of discharged patients was taken as a
performance measure.

In Section 7.4, we presented a disaster response planning simula-
tion platform described providing decision support based on the in-
terdependencies existing between a power grid and a SCADA system.
The platform offers a powerful interactive simulation environment
for disaster response planning, enabling planners to evaluate specific
scenarios and select the appropriate responses.
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C O N C L U S I O N S

Wireless sensor networks are increasingly used to monitor critical in-
frastructure assets, including power networks and dams. They may
expose SCADA systems to new threats introduced by the informa-
tion and communications technology layer. Unlike traditional sensor
systems, wireless sensor networks are also vulnerable to cyber attacks
affecting confidentiality, integrity and availability of sensitive data.

Moreover, natural hazards including hydrological (e.g., drought,
floods), geological (e.g., earthquakes, landslides and volcanoes), cli-
matic and atmospheric (e.g., extremes of heat and cold, windstorm)
hazards can seriously disrupt critical infrastructures.

To cope with these threats and reduce the possibly of cascading
failures, it is important to implement resilience at each infrastructure
level so that an effective response to emergencies can be enabled.

The work presented in this dissertation provides a comprehensive
risk analysis workflow for disaster situations: from the initial de-
tection implemented through sensors networks to an optimized re-
sponse that takes into account the "wealth" of the citizens, the econ-
omy, the delivery of primary services (e.g., schools, hospitals, public
transportations, activities of the public administration), and the envi-
ronment.

The study of data fusion techniques inside the evidence theory
framework, enriches the critical infrastructure models with the pos-
sibility of merging data regarding the occurrence of adverse events
(e.g., physical security threats) and thus producing more informative
information given by early warnings. Such information may be valu-
able for decision makers to take appropriate countermeasures imme-
diately after the occurrence of the events.

In addition, these information can be used by interdependency
models that offer an higher level of situation awareness as they pre-
dict the near future degradation levels of services provided by the
infrastructures by keeping into account not only the raw information
coming from the sensors (e.g., the quantity of a current rainfall in an
electric substation or a cyber intrusion in a SCADA system) but also
the interdependency phenomena.

Enabling these capabilities inside a Decision Support System
equipped with geo-referential information of the monitored infras-
tructures, the territory, and the census data may also be used to eval-
uate the ultimate consequences for the society.

An addition level of response to emergencies can also be provided
to decision makers through the development of strategies to opti-
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mally allocate resources or to reach a disaster area following the min-
imum path.

This work will help the disaster response community to better un-
derstand all aspects involved in disaster management and will hope-
fully lead to policy decisions that will ameliorate the consequences of
nature-driven disasters and man-driven malicious attacks.
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P R O O F S

a.1 lemma 1 proof

Proof. In order to prove the convergence of the proposed algorithm
towards a steady-state, let us consider a generic network topology
where |V | = N representing the number of agents, that is critical in-
frastructures in our case.

Let us consider the network at different time intervals [t0, t0+∆t0],
[t1, t1 + ∆t1], ..., [th, th + ∆th] with t1 = t0 + ∆t0 + 1, th = th−1 +

∆th + 1. During each time interval ∆ti, the agents interact using the
interaction rule R to form a connected graph.

In particular, for any pair vi and vj such that (vi, vj) ∈ E(t) at time
t, the cautious rule of combination is applied so that the two agents
agree on the minimum of the weight function set values i.e.:

si(t)? sj(t) = (w1?2(t,γ1), ..,w1?2(t,γz)) (26)

with z = |2Ω \Ω| as defined in (11).
With no lack of generality, let us consider γa and assume that ∃

an agent vq s.t. wq(0,γa) = w(0,γa) 6 wm(0,γa) with vm ∈ V.
Considering that, at each iteration, all the w(t,γa) with γa ∈ 2Ω \Ω

are compared among two agents to find the minimum, therefore let
us to focus our reasoning on a generic γa.

Let us consider, for each time interval ∆tk, a particular edge se-
lection policy that updates only one agent to w(tk,γa). In addition,
let us consider a partition of P = {U,W} of V with U,W ⊆ V,
U ∩ W = ∅, U ∪ W = V where U contains the set agents that have
reached the w(tk,γa) and W = V \U the set of the remaining agents.

The worst case scenario for the edge selection policy e, in terms
of number of interactions required to update only the state of one
agent, verifies when the connection between two agents vu ∈ U and
vw ∈ W, for which euv = (vu, vw) ∈ E ′(tk, tk + ∆tk), occurs as last
interaction and the graph G ′(tk + ∆tk) = {U∪W, E ′(tk, tk +∆tk)},
with euv ∈ E ′(tk, tk +∆tk), is connected.

Let us now consider the worst case topology for a network with N
agents, that is the topology for which the larger numbers of updates
is required to reach convergence when the worst case edge selection
policy is considered. Clearly, the worst case scenario is the topology
with the largest diameter, i.e., the line topology.

In addition, let us consider the worst case scenario for the topology,
in terms of number of interactions required to update one agent to
w(ti,γa) and obtain a connected graph within a time interval ∆ti.
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Figure 40: Steady-state convergence at different time-intervals. The num-
ber inside each circle represents the weight function set value
wi(ti,γa) of a generic set γa ∈ 2Ω \Ω, associated to agent i.

This particular topology is the one that exhibits the longest diameter
d, that, allows only for one update at each time interval. Clearly, this
topology is given by a line with d = N− 1, as shown in Figure 40

where the agent with w(ti,γa) is placed on the extreme right so that
the longest diameter is obtained.

Now, let us consider a time interval [t0, t0 +∆t0]. With no lack of
generality, let us consider, at time t0, |W| = N− 1 and |U| = 1. At
exact time t0 + ∆t0, two agents vu ∈ U and vw ∈ W communicate
as last iteration so that |W| = N− 2 and |U| = 2 rendering the graph
G′(t0 +∆t0) = {U ∪W, E′(t0, t0 +∆t0)} connected. Now, let us con-
sider a new time interval [t1, t1 +∆t1]. At time t1, |W| = N− 2 and
|U| = 2. By iterating the same reasoning for the edge selection policy,
at exact time t1 +∆t1, two agents vu ∈ U and vw ∈ W communicate
as last iteration so that so that |W| = N− 3 and |U| = 3 rendering the
graph G′(t1 +∆t1) = {U∪W, E′(t1, t1 +∆t1)} connected.

Now, let us consider a new time interval [th, th + ∆th]. At time
th, |W| = N− (h+ 1) and |U| = h+ 1. By iterating the same reason-
ing for the edge selection policy, at exact time tN−1 + ∆tN−1, two
agents vu ∈ U and vw ∈ W communicate as last iteration so that
|W| = 0 and |U| = N rendering the graph G′(tN−1 +∆tN−1) = {U ∪
W, E′(tN−1, tN−1 +∆tN−1)} connected. At this point, all the agents
vi for i = 1..Nwill have reached the same state s(t′) = {w(t′,γa); γa ∈
2Ω \Ω}. Therefore, s(t′) is a steady state for the multi-agent system.

In Figure 40, we show the steady-state convergence at different time
steps for the worst network topology with N = 5. Considering that,
within each time interval ∆ti, only one agent is updated, this implies
that d ·∆ti, where d is the diameter of the network, is the number of
time intervals [ti, ti +∆ti] where all the nodes are updated.

a.2 lemma 2 proof

Proof. The Proof follows directly from Lemma 1. In particular, we
recall that, in the worst case scenario for the topology, the network
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exhibits the largest diameter d so that d = N− 1 and d · ∆ti is the
number of time intervals [ti, ti+∆ti] where all the nodes are updated.
Assuming that an upper bound M is available to the time required
for the network to be connected within each time interval [ti, ti+∆ti],
the time required to update one agent is ti = M. By iterating the
same reasoning, the process takes t = d ·M to update all agents.
Therefore, the overall time required to the algorithm to converge in
the worst case scenario for the topology is linear w.r.t. the diameter
of the network topology G.
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