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“The noblest pleasure is the joy of understanding.”

Leonardo da Vinci
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Abstract

Compuer Science Engineering

Computer Science and Automation Department

Doctor of Philosophy in Computer Science and Automation

Soft Computing techniques for diagnostics and optimisation of building

energetic behavior

by Fabio Moretti

Understanding and controlling building dynamics is a major task and still an open issue

for many researchers. In this work, the goal is to achieve energy efficiency improvement

through application of soft computing techniques on real case applications. The pattern

followed is based on Smart Cities paradigm, aiming to actively involve citizens increasing

cities energy efficiency, their well-being and self-knowledge. Developing methodologies

applied to real world problems is challenging, since in many cases the knowledge of

the dynamics is incomplete, uncertainty is high and signals are noisy. Soft Computing

techniques are well suited for coping those problems: as they are based on human mind

pattern, they provide good generalisation, iterative learning and self adaptation. This

dissertation focuses on diagnostics and optimisation issues applied mainly to buildings,

a framework for high level building behavior is proposed based on fuzzy rules data fusion

and multiobjective optimisation algorithm for fenestration design and thermal heating

control are proposed. Some implementations of these techniques have been applied to

”Smart Village” R.C. Casaccia test case, a small prototype of a Smart City.
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Introduction

Since the 60s, Artificial Intelligence (AI) has been increasingly used in many applications

both in academic and industry fields. In particular, Operative Research (OR) applica-

tions for monitoring industrial processes. In 1980s, with the increasing of computational

capacity, Neural Network (NN), Fuzzy Logic (FL) and Evolutionary Computation (EC)

played a major role in many countries, dramatically increasing productivity. Nowadays

these techniques, as well as Chaos Theory and Probabilistic reasoning are categorised

as Soft Computing (SC) methodologies. Soft computing main concept was firstly intro-

duced in 1965 [1] and [2] is based on paradigm of the human mind: inaccurate calculation,

iterative learning, self adaptation, generalisation capability, and so on. Soft computing

methodologies mimic consciousness and cognition in several many aspects: they can

learn from experience, they can generalise into domains where direct experience is ab-

sent, they are robust to noise and lack of information, and they can perform mapping

from inputs to the outputs faster than inherently serial analytical representations.

On the other hand, the so called hard computing techniques are based on accurate calcu-

lations, strict modelling and poor tolerance to any type of change of contour conditions.

Of course there is not a best choice and in many real-world problems it must be found

a balanced trade-off between accuracy, complexity, time and efficiency.

Soft computing methodologies are commonly used to enhance AI and incorporate human

expert knowledge in computing processes. Their applications include the design of intel-

ligent autonomous systems/controllers and handling of complex systems with unknown

parameters.

Many control strategies methodologies over the past three decades relies on such mod-

elling and model-based methods have found their way into practice and provided satisfac-

tory solutions to the spectrum of complex systems under various uncertainties. However,

1
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as Zadeh stated in 1962 [3]:

[...]often the solution of real life problems in system analysis and control

has been subordinated to the development of mathematical theories that dealt

with over-idealized problems bearing little relation to theory[...]

In one of his latest articles [4] related to the historical perspective of system analysis and

control, Zadeh has considered this decade as the era of intelligent systems and urges for

some tuning:

[...]I believe the system analysis and controls should embrace soft com-

puting and assign a higher priority to the development of methods that can

cope with imprecision, uncertainties and partial truth.[...]

Such modern relativism, as well as utilization of the human brain as a role model on

the decision making processes, can be regarded as the foundation of intelligent systems

design methodology. Nowadays, soft SC techniques are largely used on many application

fields. In this dissertation we mainly focus on methodologies concerning Smart Cities

main issues, in particular building and partly public lighting too. The proposed work’s

main goal is to try bridging the gap between Smart City concept and real cases applica-

tions, trying to develop and apply as much as possible such methodologies. Since 2012

R.C. ENEA Casaccia has been a test case for Smart City-oriented installations, such as

sensorised building, outdoor cameras, parking lighting control, occupancy monitoring...

For such reasons, it has been defined ”Smart Village”, a small prototype of a Smart

City, and it has been the working test for some of the applications described in this

work. Dissertation structure is divided in 7 chapters. In chapter 1 concepts of SC and

Building Energy Management System (BEMS) are introduced, typical energy saving

approaches are discussed, from the simpler to advanced ones. Moreover, an overview

on typical control approaches is carried out. Chapter 2 describes the implementation

of the Information and Communication Technlogy (ICT) platform, the logical division,

Database structure, communication system and acquisition/actuation modules. Chap-

ter 3 describes the building diagnostics framework. Firstly, the three-hierarchical levels

(Preprocessing, Situations, Causes) structure is shown: the idea is to identify build-

ing malfunctions or bad behaviours through the progressive information aggregation.
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Starting from data retrieved aggregated, namely Preprocessings, a data fusion process

is performed in order to obtain Situations, an higher level of information that describes

possible states of the building, the aggregation of situations lead to Causes, the origin of

anomalous behaviour. Secondly, a test case applied on an actual building is performed.

This work has been published in [5]. Chapter 4 focuses on multiobjective optimisation,

a formal definition of the problems and the optimality condition is given, then some of

Multi Objective Algorithm (MOA) are presented and implemented and finally a critical

comparison has been carried out, based on evaluation metrics of Pareto fronts such as

Dominance Ratio, Spacing and Hypervolume. Chapter 5 describes heating optimisation

of F40 building, located in R.C. Casaccia. Firstly, a description of the building, ther-

mal plant and distribution system is given, then optimisation results are shown. We

used NSGA-II algorithm for minimising thermal consumptions while keeping thermal

comfort on acceptance levels. As objective functions evaluator, F40 building simulator

has been used. We investigate a seasonal and daily optimisation approach, reaching

remarkable potential savings. A Grey Box modeling approach on the same building has

been carried out for overcoming computational issues due to simulation time expense.

In chapter 6 we propose a novel approach for optimal design of building fenestration:

the main idea is to find out the most important shading devices features for optimising

the trade-off between shading during summer and winter. Although this work is based

on multiobjective optimisation, the main focus in this case is on post-Pareto processing.

Input variables of optimal solutions set have been investigated for identifying which have

the most importance during design phase. We used a NN Ensemble model for objective

functions evaluations. Despite not related to building the work discussed in chapter 7

is interesting as application case of Smart Lighting based on SC techniques. An hybrid

statistical-NN ensemble method is proposed for traffic flow forecasting. The main idea is

to adapt public lighting according to traffic flow of n−step−ahead, adapting consump-

tions to actual users needs. Hybrid model shows a significant improvement to previous

used black-box models. This work is going to appear on Neurocomputing Special Issue

2014.



Chapter 1

Overview on Soft Computing

methodologies applied to building

energy management systems

1.1 Building Energy Management System

The BEMS concept was introduced in the early 1970s during the world’s first big energy

crisis. The oil crisis was the driving force of the intelligent building. It was the first sign

of the rising awareness that energy resources are exhaustible. The second driving force

of intelligent building was the raising awareness of environmental pollution by inefficient

consumption of energy in production lines as well as in buildings in the beginning of the

1980s. The expansion of computer technology in the early 1980s introduced a ”smart” or

”intelligent” building which was one step towards a new digital computer era. It provided

energy efficiency as well as optimum environmental conditions. Managing the high-tech

buildings in an energy efficient manner and to the occupants’ satisfaction would have

become an impossible task without intelligent control systems. On the other hand, an

intelligent building is one that creates an environment that maximizes the efficiency of

the occupants of the building while at the same time allowing effective management of

energy resources with minimum costs. The intelligence of a building depends on the

elements that go to make up its intelligence. There are at least three attributes that an

intelligent building should possess:

4
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• The building should know what is happening inside and immediately outside;

• The building should decide the most efficient way of providing a convenient com-

fortable and productive environment for the occupants;

• The building should response quickly to occupants’ requests.

These attributes may be translated into a need for various technology and management

systems. The successful integration of these systems will produce the intelligent building

containing a building automation system in order to enable the building to respond to

external climate factors and conditions. Simultaneous sensing, control, and monitoring

of the internal environment and storage of the data generated as knowledge of the build-

ing performance in a central computer system, is an important feature of an intelligent

building.

The thermodynamic processes involved either intend to ensure the well being of the

occupants of the building or consist of ancillary production conditions of a physical

nature. This should be controlled by means of a technical future-oriented automation

system which is physically ideal, economical, cost effective and efficient in terms of energy

consumption. An integrated building automation system should also include all other

technical and administrative processes that may be automated for reasons of security

and rationalization, in order to increase the productivity of the building. The assignment

of the BEMS is to run the building in such a way that following requirements as the

state of the art should be fulfilled:

• reducing the energy consumption and environmental pollution;

• security for man, machine, production and environment;

• improving the efficiency of the process and reducing processing time;

• improving transparency of the process features by useful instrumentation;

• operation-oriented maintenance management of technical installations in order to

increase machine running time and reduce maintenance costs.
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1.2 Building control techniques

Energy Efficiency can be achieved through BEMS in several ways [6]:

• Energy Consumption Awareness. First energy efficiency step in buildings is in-

creasing awareness of users and involve them to actively partecipate to the com-

mon goal, as well as encouraging good habits. Many existing tools are available for

increasing user awareness such as Smart Meters [7], Microsoft Hohm [8], Berkeley

Energy Dashboard [9]. Those tools anyway are not sufficient to reach remarkable

saving on the long term, because typically they do not provide detailed informa-

tions required for an in-depth analysis of the inefficiency causes. Thus, although

user awareness is the basic approach to energy efficiency, its effectiveness is quite

limited, as demonstrated by experimental studies [10, 11].

• Reducing Standby Consumptions. Another simple approach consists in eliminat-

ing or drastically reducing energy wastes due to electrical appliances left in standby

mode. Despite its apparent simplicity, such an approach can produce significant

energy savings. It has been estimated that most consumer electronics and office

devices consume more energy in standbymode than in activemode, as they remain

in standby for very long times [12]. The standby mode can be detected by mon-

itoring the energy consumption of the specific device. This requires a metering

infrastructure which, of course, should have a very low energy consumption [10].

Once the standby mode has been detected, the device can be switched off. To this

end, different strategies can be used to trade off energy saving for user satisfaction.

The easiest way is to let the user decide about when to switch off a device that

entered the standby mode[13].

• Activity Scheduling. Scheduling is a robust, largely diffused control to reduce

consumptions. Such static control is very effective in tertiary where activities are

strongly dependent to time schedules. Even in residential building such control

can be useful in particular situations, e.g. scheduling energy-consuming tasks not

requiring user interaction if energy fares are a priori known. Such BEMSs approach

is proposed in [13] and [14]

• Advanced control. A significant fraction of energy is wasted due to an expensive

use of Heating Ventilation and Air Conditioning (HVAC) and artificial lighting
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systems, thus advanced control on such systems is essential for effective energy

management in buildings. The use of intelligent techniques for user-presence de-

tection and prediction is advised to adaptively tune the activation time of electrical

equipments, especially for those whose latency in bringing the environment into

the desired conditions is non negligible. Techniques for learning user preferences

may also be extremely useful for adaptively managing electrical appliances, as they

help to avoid overestimating user needs and just take into account their actual re-

quirements. An Energy on demand based approach is one of the most effective

ways to increase efficiency.

The main focus is Advanced control, which enables the highest potential savings respect

on former strategies, in particular on HVAC systems. Main control techniques can be

categorised as:

• Classical control;

• Advanced control;

• Soft control;

1.2.1 Classical Control Techniques

Classical techniques are basically on/off and PID control, and despite their simple nature,

they are widely used in commercial and residential buildings [15]. On/off control is one of

the simplest techniques that is practised in buildings for the saving energy while keeping

users comfort at acceptance level. Proportional Integral Derivative (PID) control is a

feedback control that minimise the difference between measured and target value (in

this case setpoint and temperature) controlling input signal properly. It based on three

main components:

• proportional term, related to current offset;

• integral term depends on the accumulation of past errors;

• derivative term predicts the future offsets based on the current rate of change of

the process.
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The control signal is obtained through the contribute of these three actions. Sometimes

neglecting one or more actions may increase the effectiveness. For instance, Proportional

(P) control and Proportional Integral (PI) control are two mostly used control algorithms

in thermostat control, as thermal dynamics in a building are usually slow. Classical

control techniques have been applied on the dynamic control of cooling systems [16, 17],

room temperature control [18, 19], heater control [18], supply air pressure control [20],

Air Handling Unit (AHU) [21], Variable Air Volume (VAV) [22].

There are many disadvantages in using PID control though: they cannot handle multi-

variable and noisy nature of real case buildings rooms, hence, large errors may occurr.

Furthermore, they are inefficient in terms of consumption, therefore a large use may not

be the best choice in long term [23]. Finally, it requires a time-consuming tuning of the

parameters for each building zone after the installation.

1.2.2 Advanced control techniques

Classical control strategies are applied in building control in a limited range of cases due

to their strict limitation. In fact, they cannot cope with non-linear and Multiple Input

Multiple Output (MIMO) systems, such HVAC processes. Advanced Control techniques,

instead, use a dynamic model of the process in order to control the target variables [24].

These techniques can be divided in

• predictive control;

• adaptive control;

• optimal control.

Model Predictive Control (MPC) is based on a predictive model and a cost function, the

former provides the future state of the system based on past its informations, while the

latter has to be minimised along the time prediction horizon. The cost function can be

modelled as energy cost, consumption, error, user comfort or a weighted combination of

multiple factors and is subject to constraints and internal and/or external disturbances.

MPC has been largely used in building automation systems due to its robustness and

computational efficiency. Furthermore, it can easily cope with many variables problems
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and slow changing dynamics. Hence, a plenty of applications has been developed in res-

idential and tertiary buildings. The most time-consuming task is the model design. For

MPC, can be applied any of these categories: white box, black box or grey-box. White-

box models are based on first principles and generally use on simulation tools, where

a detailed description of the building is given, they are independent or low dependent

on data and can predict accurately the state of the building. On the other hand, they

require a big effort for design and implementation, they are computationally expensive

and their scalability is very limited. Grey-Box models are generally analogous to electri-

cal RC networks. They are dynamic first order models produced using lumped thermal

capacitance and resistance of the building. Black-Box models are data driven: they fit

linear and non-linear mathematical functions to the measured data of the building.

Adaptive control is a specific type of non-linear control system applicable to processes

with changing dynamics in normal operating conditions subjected to stochastic distur-

bances. They control the processes in a closed loop and the information about the system

characteristics are obtained on-line while the system is operating. When the parameters

of the plant dynamic model are unknown and/or vary in time the adaptive control system

still can obtain or sustain the desired level of control system performance. Conventional

control systems use feedback to reject the effect of disturbances upon the controlled

variables. Further, they do not determine the control system performance. Instead,

adaptive control system measures a particular performance index of the control system

using the inputs, the states, the outputs and the known disturbances. After analysing

the measured performance index with the reference PI’s, adaptation mechanism mod-

ifies the parameters of the adjustable controller in order to maintain the performance

index of the control system. Hence the adaptive control system can be interpreted as a

feedback system where the controlled variable is the performance index [25]. Wen et al.

[26] present the use of feed forward adaptive control for a four room building and they

have devised a model of the building relating lumped thermal capacitors and resistors.

Neural networks can also be used to generate a model for adaptive control that has been

illustrated in [27]. Extensive work has been done related to the application of adaptive

control in building HVAC systems and they can be observed in [28–31].

The optimal control algorithm solves an optimization problem to minimize a certain cost

function. The objectives of optimization in HVAC systems are generally minimization of

energy consumption and control effort and maximization of thermal comfort. Examples
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of optimal control design include active thermal storage control [32], passive thermal

storage control [33], energy optimisation of HVAC system [34, 35], VAV system control

[36], and building heating and cooling control [37, 38]

1.2.3 Soft control methods

Soft control methods are based on techniques capable to work under uncertainty, vague

informations and poor knowledge of the systems and can be categorised as:

• Artificial Neural Network (ANN);

• FL;

• EC;

• Chaos Theory;

• Support Vector Machines (SVM).

Fist studies have been carried out in 60s by Hu [39], results were limited for lacking of

learning phase, that was firstly introduced in 1974 [40]. In 1987 ANN has been used

for time series prediction [41]. Since late 80s and early 90s ANNs have been largely

used in many application fields. ANN replicates human brain NN both in structure

and working process. In fact, is based on a set of neurons interconnected structured in

(fig. inputs (biological dendrites), activation function (cell body), output (axon) and

interconnection with other neurons (synapses). Its similarity is depicted in figure 1.1. In

order perform an input-output mapping NN, as biological one, must be trained through

an algorithms that according to a learning dataset tunes weights properly to fit that

particular relationship.

Thus, given an input vector x ∈ <n, and weights wi, value incoming to neuron is (1.1):

net =
n∑
i=i

xiwi (1.1)

Such relationship can be expressed also in the form (1.2)

net =

n∏
i=1

xwii (1.2)
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Figure 1.1: Struttura neuronale

Obtained value, plus a bias is used by activation function which give the neuron output.

Activation functions usually are monotonic increasing with a co-domain in [−1, 1] or

[0, 1]. Their output can be boolean or continuous, although the latter is preferable.

NN have been widely used in building control, such as Predicted Mean Vote (PMV)-

based thermal comfort controller for zone temperature control [42], optimization of air

conditioning setback time based on outdoor temperature [43], and fan control of an

air cooled chiller [44]. Among most recent applications, Zhang [45] used an Radial

Basis Function (RBF) based NN optimised through Particle Swarm Optimsation (PSO)

algorithm for energy consumptions prediction , Lee [46] developed an on-line kernel-

based unsupervised learning for cooling prediction, Melo [47] used a NN based model

surrogate to replace Energy Plus for building shell labelling, while Asadi for building

retrofit optimisation [48], other applications can be found in [49–51]. Although industry

is sometimes reluctant to use black-box modelling, its effectiveness and suitability on

real applications is evident.

FL replace classic Aristotelic true/false logic introducing grey shades over the black

and white assumptions. Controllers based on FL rely on if-then-else rules (cf.
∮

3

for more detailed description of FL). Fuzzy systems are able to map the non-linear

model characteristics of the system and logic controllers using the rule base would allow

the application of a multi-criteria control strategy incorporating an expert system. In
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buildings control, FL has been applied for a thermal comfort control based on PMV

[52, 53], which controls temperature, humidity, and air velocity in an AHU. In [54]

FL has been used for a three-level supervisory control of the water and air supply

distribution systems, Guillemin [55] for controlling artificial and natural light through

shading devices and Eftekhari [56] for natural ventilation control.



Chapter 2

Integrated ICT Platform for data

acquisition and control

This chapter describes the ICT framework developed for enabling diagnostic and optimi-

sation activities. Firstly, a context about the R.C. ENEA Casaccia is given, describing

technologies installed and main purposes of the application fields macro area: Building,

Lighting and Mobility. Successively, a description of logical structure of the platform

is given, as well as of Database entities and communication system. Finally, an imple-

mented automatic control for thermostat is described.

2.1 Research Center ENEA Casaccia ”Smart Village”

Research Center (RC) ENEA Casaccia is located in Cesano di Roma about 30 km in

north of Rome, its extension is 140000m2. Since 2012, a small prototype of a Smart

City, called Smart Village has been developed inside the RC. The main purpose of

the Smart Village is integrating different technologies into a centralised control center

in order to apply advanced methodologies for improving energy efficiency and social in-

teractions. Application areas regards mainly Lighting, Building Networks and Mobility.

The common goal for all the areas is the Energy on Demand approach, such that energy

is provided only when actually needed. The connection among these entities is the ICT

Platform. Once technologies and methodologies robustness has been verified, this demo

13
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case can be used as a baseline comparison for furthers implementation of a Smart City

in real cases.

Figure 2.1 depicts installations carried out. F40 building has been largely sensorised in

order to apply control logics at room level, while in F64 and 8 building cluster (high-

lighted in red) sensors installation has been less diffuse. In particular, in the cluster

the idea is to develop a distributed higher level control approach, in order to replicate

building network behaviour. Smart lighting application is focused on the equipment of

two IP Cameras on lighting towers located in the parking lot and Power Line Commu-

nication (PLC) modules on towers lamps. The idea is to adaptively dimmer the light

according to traffic flow obtained through image analysis. Mobility application’s main

idea is to elaborate presence data retrieved trough employees badge, estimate pedestrian

flow inside the R.C. and showing estimations on a oriented graph. These control logics

are managed through Smart Town Platform (STP).

Figure 2.1: R.C. Casaccia

2.2 Platform description

The proposed platform is the communication node among several facilities in the Smart

City. The platform must be independent from infrastructures present as the lower level,

but must allow the data acquisition in a centralized way in order to analyse them and
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then eventually control infrastructures. Therefore, the main utility of this platform is

the integration of data from several sensors. Each facility can be seen as a vertical

structure, since data coming from sensors are acquired and analysed in order to im-

plement control procedure of the system, without analysing data generated from other

systems. Instead, the platform is a horizontal structure allowing communication among

vertical systems, so as to improve efficiency of the systems under energetic, monetary

and citizens welfare point of view. Platform is able to redistribute to researchers and

operators data it has collected, and aggregated data, as indexes of interest and analysis

of probable diagnosis, after fault occurrence. Currently, platform has been designed

to capture data from three facilities: the public lighting, the building network and the

mobility infrastructure. Platform has been realized more generic as possible, such that

code refactoring in case of addition of other infrastructure is limited. This platform was

inspired by the structure of existing Supervisor Control And Data Acquisition (SCADA)

systems. A SCADA is a system largely diffuse in industrial control for retrieving and

on-line data analysis. It also manage failures, alarms and provides a Human Machine

Interface (HMI) for visualization. It is mainly composed by a Database, remote terminal

Unit (RTU), a communication system and eventually many other modules. Analogously,

the platform consists of a central Database, several modules, which perform functions

such as data acquisition, actuation, alarms management, and a web interface that allows

authorized users to have services, as consultation of sensors data, visualization of time

series, graphs and histograms. The platform has been designed to acquire and process

heterogeneous types of sensors, whereby Databases and tables are characterized by a

generalized structure, in order to extend the platform to future upgrade. Heterogeneity

of the monitored data has suggested additional functionality to the system: the ability

to execute data fusion algorithms in order to carry out a situation assessment. This

module is a process that extracts high-level information on the system state thanks to

aggregation of low-level data. In order to maintain the platform robust to malfunction,

acquisition and actuation modules are independent from other modules. Alarm moni-

toring is handled by a dedicated module, which checks periodically if the sensor values

are within the thresholds.
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2.3 Structure

At implementation level, the platform is divided into two sections: one purely devoted

to reporting data and monitoring alarms, other purely dedicated to web interfacing and

to web services. At logic level, the platform is divided into four layers: presentation,

application, data and sensor layer as shown in figure 2.2.

Figure 2.2: ICT platform levels structure

• Presentation Layer. User interface web application (servlet, html, jsp).

• Application Layer. In this layer, business intelligence activities are processed. In

particular, building diagnostics and optimisation processes, data fusion, control

logics and anomalies handling.

• Data Layer. Datawarehouse layer where heterogeneous data is stored.

• Sensor/Actuator Layer. In this layer, modules interfacing Database with sensor

are developed. Each module is independent and dedicated to a particular sensor

category.

At implementation level, the platform is divided into 5 projects:

• Communication. Java Application. Handle connection between DB and sensor

interfacing modules layer, error logs and shared variables.
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• DataAcquisition. Java Application. Manage data retrieving from multiple local or

remote BEMSs and DB insert.

• BuildingDiagnostics. Java Application. Processes data fusion for building diag-

nostics evaluations.

• BuildingControl. Java Application. Dedicated to control logics and actuations.

• ServerSmartTown. Java Web Application. Web interface for data retrieving and

visualization.

2.3.1 Database

Figure 2.3 shows MySQL DB developed in the Smart Town Platform. The detailed

description of tables is out of the scope of the dissertation, but it is worth to distinguish

principal sections characterizing relationship schemas.

• Diagnostics. Is the major frame of the DB. The main tables are preprocessing,

processing, situation and causes, correlated by junction tables. Such structure

reflects diagnostics process designed (cf.
∮

3.3), each phase has a dedicated his-

torical table. Preprocessing table is used for preparing data before diagnostics

process (e.g. normalisation, discretisation...).

• Actuation contains tables for actuation logics such as thresholds, comparing rules,

scheduling. Moreover a historical table has been introduced for both high level

and low level controls

• KPI tables report global analysis about performance of the assets monitored by

STP

• Alarms tables provides failures and alarms management.

2.3.2 Communication System

This subsection describes interfacing modules developed in R.C. ENEA Casaccia for

data acquisition and actuation.
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Figure 2.3: Database structure

2.3.2.1 Smart Building Module

Smart Building Module interfaces field sensor installed on buildings to Database. In par-

ticular it interfaces with two proprietary BEMS, in one case, through parsing an eXten-

sible Markup Language (XML) retrieved through HyperText Transfer Protocol (HTTP)

request, in the other one, directly through Open DataBase Connectivity (ODBC) con-

nection. Actuation in carried out through a cycling thread reading desired actuation on

DB and then forwarding packages to BEMS through Web Service (WS).

2.3.2.2 Smart Lighting Module

Smart Lighting module structure is similar to Smart Building, it interface to a BEMS

dedicated to lamps dimming and consumption retrieving. Data are retrieved through an

Secure File Transfer Protocol (SFTP) Push XML parsing. As in the building module,

actuation are processed through WS. Through this module we can measure electric total

consumption and dim lamps of the parking lot.
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2.3.2.3 Smart Mobility Module

Smart Mobility module is dedicated to employees badges information retrieving, the

module simply interfaces to R.C. main employee database and trough ODBC connection

acquire data. Since each employee is linked to a working room, data elaboration provides

information about estimated occupancy on the buildings, moreover pedestrian flow in

the R.C. can be estimated through a connected oriented graph connecting each building

and main paths.

2.3.2.4 Smart Weather Module

Smart Weather module acquires weather data from Meteo Station through HTML pars-

ing, retrieved through File Transfer Protocol (FTP) connection to Meteo Station data

logger. Measures retrieved are:

• External temperature;

• External humidity;

• Pressure;

• Wind speed and direction;

• Rain level;

• Global solar radiation.

Communication system is summarised in figure 2.4
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Figure 2.4: Communication System
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2.4 Thermostat Control

Thermostat adaptive control is an application aimed to dynamic controlling thermostat

setting in the F40 building rooms. The main purpose is to provide a simple interface

between optimisation methodologies and building actuations. Optimisation outputs are

stored in database and subsequently a cycling Java Thread applied on-line such setting

through WS. Moreover, a control system has been integrated into this applications,

which takes in account occupancy and weather data for defining a hourly setting curve

for thermostats of each room. Thus, according to occupancy, rooms are divided into

active (at least one employee associated to that room has badged), a nd inactive. While

active rooms are regulated according to a static 24 hour profile if in normal weather

conditions, and a dynamic profile if in particular conditions, inactive rooms setpoints

are always set to a lower/higher value depending on summer/winter seasons in order to

keep fans turned off. Figure 2.5 shows the process described.

Start

Check Weather 
Conditions

Check
Presence

Yes

No

Anomaly
?

Static Default 
Profile for all 

rooms

Static Profile 
for all active 
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for others

Dynamic profile 
for all active 
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for others

Yes

No

Figure 2.5: Thermostat control process
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Diagnostics of building energetic

behavior

Energy efficient management of building systems is a crucial issue in order to minimize

energy consumption and costs. In particular, consumptions related to residential and

commercial sectors in developed regions are estimated to 40% or more of final energy

use annually [57]. Furthermore, heating, ventilation and air conditioning (HVAC) sys-

tem consumes 30% of the primary energy in Europe [58], 14% of the primary energy in

the U.S., and about 32% of the electricity generated in the U.S. [59]. Building energy

system and the monitoring of its energy and environmental performance has been the

subject of great interest in recent years. In Europe, member states have set an energy

savings target of 20% by 2020, mainly through energy efficiency measures. Controlling

and understanding buildings energetic behaviour is a crucial first step to take in ac-

count when tackling maintenance, diagnostics and energy efficiency improvement tasks.

Nowadays, sensors are largely diffused in modern buildings, and the cheaper cost may

lead to economical beneficial installing also in existing non sensorised buildings. In such

context, exploiting properly heterogeneous information sources, performing data fusion

processes, is fundamental in order to achieve a further step to energy saving goals. Data

fusion techniques combine data from multiple sensors, and related information from as-

sociated databases, to achieve improved accuracies and more specific inferences than

could be achieved by the use of a single sensor alone [60–63]. While fusion process is

an everyday natural task for humans and animals as merging multiple senses stimulus,

many studies have been carried out on automated data fusion tasks over the past years.

22
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The major part of the applications over the last decades mainly focuses on military is-

sues as threat or target recognition [64], intruders detection[65] and target tracking [66].

Non military applications were increasingly developed, mainly in industrial processes

[67], robotics [68], pattern recognition, [69, 70], environment [71] and medical fields [72–

74]. In principle, fusion of multi-sensor data provides significant advantages over single

source data. For instance, multiple sources of the same data can improve reliability

of the information, merging properly multiple observations the measure, while a set of

heterogeneous data can lead to an higher level of information, improving the assessment

on the behaviour of processes or phenomena. According to Joint Directors of Labo-

ratories (JDL) data fusion is a multi-level, multifaceted process handling the automatic

detection, association, correlation, estimation, and combination of data and information

from several sources. The most fundamental characterization of data fusion involves a

transformation of the observed variables (provided by multiple sources) and a decision or

inference system (produced by fusion estimation and/or inference processes) providing

a higher level information about the state of the process or system. According to [75]

data-related fusion process must cope with 4 big categories of problems:

• Imperfection

• Correlation

• Inconsistency

• Disparateness

3.1 Data Fusion algorithms overview

• Probabilistic

• Evidence

• Fuzzy

Probabilistic data fusion process is based on Bayes estimator computing probability

distribution of the state xk given a set of observations Zk = z1, z2, · · · , zk as in 3.1

p(xk|Zk) =
p(zk|xk)p(xk|Zk−1)

p(Zk|Zk−1)
(3.1)
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where p(Zk|xk represents likelihood function and p(xk|Zk−1 prior distribution. Denom-

inator is a normalising term.

Evidence theory, proposed by Dempster [76] and formalised by Shafer [77], is based

on Belief and plausibility functions and can be somehow considered as an extension of

Bayesian theory. The main idea is, given a set X of states of the system called frame of

discernment, and their set of combinations, namely the power set, P = 2X , to assign to

each element E of the power set a belief mass function m. Belief mass function has two

main properties:

m(φ) = 0 (3.2)∑
E∈P

m(E) = 1 (3.3)

Such as the belief mass of an empty set is always zero while the sum of beliefs of the

entire power set is one. Belief of an element E quantifies the evidence supporting such

element and is defined as

bel(E) =
∑
B⊆E

m(B) (3.4)

Plausibility of E measures evidences not rejecting E and it defined in (3.5)

pl(E) =
∑

B∩E 6=φ
m(B) (3.5)

Probability interval is given by:

bel(E) ≤ P (E) ≤ pl(E) (3.6)

Dempster-Shafer (D-S) theory is easier to be applied compared to Bayesian theory be-

cause a priori probabilities distribution assignment is not required. Instead, uncertainty

can be expressed assigning mass totally to entire frame of discernment m(E = X) = 1,

and then masses can be progressively assigned when supporting data is available. A

drawback of such approach is mainly the lack of applicability in complex problems, as

power set exponentially grows.
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Fuzzy modelling was originally proposed by [1] and has been further developed by several

authors, including [78]. Fuzzy theory relaxes the axioms of classical Aristotelian logic

based on true/false (crisp) values. Rules are of the form: ”IF X is A THEN Y is B”,

where A is a fuzzy set over the input domain X and B a fuzzy set over the output domain

Y. If X is a collection of objects denoted generically by x, then a fuzzy set A in X is a

set of ordered pairs:

A = (x, µA(x)|x ∈ X) (3.7)

µA(x) is called membership function (generalized characteristic function), which maps X

to the membership space M. Its range is the subset of non-negative real numbers whose

bounds are finite. For sup(µA(x)) = 1 we have normalised fuzzy set, which are those

commonly used. Therefore, in fuzzy sets the key task is the definition of the membership

function (fuzzyfication). This can be any kind of analytical function whose parameters

have to be properly tuned according to the meaning of the fuzzy set itself. A fuzzy

set operation is an operation on fuzzy sets. These operations are generalisation of crisp

set operations. There is more than one possible generalization. The most widely used

operations are called standard fuzzy set operations. There are three operations: fuzzy

complements, fuzzy intersections, and fuzzy unions. The membership function of the

intersection (logical and) of two fuzzy sets A and B is defined as:

µA∪B(X) = Min(µA(X), µB(X))∀x ∈ X (3.8)

The Intersection operation in Fuzzy set theory is the equivalent of the AND operation

in Boolean algebra. The membership function of the union (exclusive or) is defined as:

µA∩B(X) = Max(µA(X), µB(X))∀x ∈ X (3.9)

The Union operation in Fuzzy set theory is the equivalent of the OR operation in Boolean

algebra. The membership function of the complement (negation) is defined as:

µ¬A(X) = 1− µA(X)∀x ∈ X (3.10)

The complement operation in fuzzy set theory is the equivalent of the NOT operation

in Boolean algebra.
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The vague nature of fuzzy logic make this approach suitable for problems where in-

formation about modelled entity is not well defined. Moreover this representation is

particularly useful when integrated with human experts knowledge. Applications of

fuzzy logic to data fusion can be found in [79], [80].

To sum up, probabilistic approach is well-known and reliable but requires a deep knowl-

edge of modelled aspects of the system or process and an accurate tuning. D-S provides

uncertainty modelling and ambiguous data, moreover rule combination is a powerful

technique for representing multiple sources fusion, although its applicability in large

sets decrease. Fuzzy theory, based on membership function, is a very intuitive approach

for handling human experts knowledge and uncertainty of informations.

3.2 Building Diagnostics through fuzzy logic

Building diagnostics research begun relatively earlier respect of other diagnostics appli-

cations such as aerospace, nuclear or military fields. First works were carried out in

late 80s [81, 82]. In 90s, several applications for building systems were developed and

tested in laboratories. The major part of works proposed focused on AHU and HVAC

systems. In the early 1990s, the International Energy Agency (IEA) commissioned the

Annex 25 collaborative research project on real-time simulation of HVAC&R systems

for building diagnostics and optimisation. In that work, a wide variety of detection and

diagnosis methods were investigated. Typically, two approaches can be used for build-

ing diagnostics processes: a top-down approach, where the process starts from high level

information knowledge or aggregated building level measurements (e.g. general electric

consumption, floor lighting consumptions, daily thermal energy...) and then progres-

sively drills down to lower levels causes affecting the abnormal behaviour of higher level

measurements or performances. Bottom-up approach starts from low level measures for

isolating the problem and then climb up the hierarchy propagating the problem in order

to find out how it affects building performances.
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3.3 PSC model for building diagnostics

Preprocessing Situation Cause (PSC) model is a three-hierarchical levels rule based

framework aimed to identify high level anomalies on the building. In our work a two

phases process has been carried out: design phase of building malfunction events was

based on a top-down approach: firstly, typical building abnormal events were classified,

then, a set of possible situations related to each cause were identified and, finally a set of

aggregated measures have been correlated to each situation. Such structures is divided

into three levels of information and partially reflects JDL data fusion model.

• Causes. Reasons of the anomalous status of the building, typical causes involves

occupants behaviour, systems malfunction, structural design errors or exceptional

events.

• Situations. Anomalous situations of the building, they include assumptions regard-

ing abnormal behaviour of energy vectors related to working schedules, occupancy,

weather or structural characteristics.

• Preprocessing. Sensor data eventually statistically aggregated, typical preprocess-

ings are trends, outliers and mean values.

The second phase is based on a bottom-up approach: starting from sensors data col-

lected, information is increasingly aggregated to higher levels such that starting from

locally failure detected, original, high level causes are guessed. Table 3.2 enumerates the

list of preprocessings identified, table 3.3 situations and table 3.4 the causes. It is worth

to underline that although such framework is designed to be as more general and scal-

able, it depends obviously to building characteristics and monitoring system installed,

hence, such lists are not, and not intended to be, an exhaustive set of possible anoma-

lies. However, this framework can be continuously updated according to different data,

systems and experts assumptions. Table 3.2 groups preprocessings according to data

source typologies, for readability reasons, such typologies have been shortened, table 3.1

shows complete meanings. The structure of Preprocessing table regarding consumptions

is logically divided into final uses and energy vectors:

• Electric consumption
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– Lighting

– Emergency

– Fancoil

– E.M.F.

• Thermal heating consumption

• Thermal cooling consumption

Furthermore, preprocessing related to occupancy, weather, calendar, working schedule

are listed. Situations table 3.3 reflects preprocessing division, therefore is divided into

final uses and energy vectors as well.

Acronym Meaning

LEC Lighting Electric Consumption
EEC Emergency Electric Consumption

EMFC Electro Motive Force Consumption
CEC Chiller Electric Consumption
CTC Chiller Thermal Consumption

FCCE Fancoil Electric Consumption
TFF thermal Fluid Flow
HTC Heater Thermal Consumption

IT Indoor Temperature
IH Indoor Humidity
EA Equipment Availability
OB Occupancy Badge
OS Occupancy Sensor
WS Working Schedule
WD Weather Data

Table 3.1: Preprocessings acronym legenda



Chapter 3. Building Diagnostics 29

Measure Preprocessing

LEC

P1 Outlier electric consumption
P2 Anomalous trend electric consumption
P3 Change of mean value of power absorbed
P4 Cumulated consumption normalised
P5 No consumption

EEC

P6 Outlier electric consumption
P7 Anomalous trend electric consumption
P8 Change of mean value of power absorbed
P9 Cumulated consumption normalised
P10 No consumption

EMFC

P11 Outlier electric consumption
P12 Anomalous trend electric consumption
P13 Change of mean value of power absorbed
P14 Cumulated consumption normalised
P15 No consumption

CEC

P16 Anomalous trend electric consumption
P17 Anomalous difference between electric and thermal energy
P18 Cooling Efficiency Anomalous
P19 Change of mean value of power absorbed compared to nominal
P20 Cumulated consumption normalised
P21 No consumption

FCEE

P22 Outlier electric consumption
P23 Anomalous trend electric consumption
P24 Change of mean value of power absorbed
P25 Cumulated consumption normalised
P26 No consumption

CTC

P27 Outlier thermal energy consumption
P28 Anomalous difference between electric and thermal energy
P29 Cooling Efficiency Anomalous
P30 Change of mean value of power absorbed compared to nominal
P31 Cumulated consumption normalised
P32 No consumption

GEC P33 Cumulated consumption normalised

TFF P34 Anomalous trend thermal fluid flow

HTC

P35 Outlier thermal energy consumption
P36 Anomalous difference between electric and thermal energy
P37 Cooling Efficiency Anomalous
P38 Change of mean value of power absorbed compared to nominal
P39 Cumulated consumption normalised
P40 No consumption

IT

P41 Outlier indoor temperature
P42 Indoor and outdoor temperature similar
P43 Anomalous trend indoor temperature
P44 Setpoint change frequency high
P45 Thermostat value variance high
P46 Setpoint mean value
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Measure Preprocessing

IH
P47 Outlier indoor humidity
P48 Indoor and outdoor humidity similar
P49 Anomalous trend indoor humidity

EA P50 Communication interruption

OB
P51 Occupancy Room Percentage
P52 Probability current room occupancy
P53 Occupancy building level

OS P54 Instantaneous room occupancy

WS P55 Working schedule

WD

P56 Outdoor temperature
P57 Outdoor humidity
P58 Pressure level
P59 Wind Speed
P60 Wind Direction
P61 Rain Level
P62 Solar radiation Level

Table 3.2: Preprocessings

Situations

S1 Anomalous consumption on electric devices (lighting)
S2 Anomalous thermal consumptions on heating equipment (electric)
S3 Anomalous consumption on electric devices (e.m.f.)
S4 Uncontrolled external air incoming
S5 Local thermostat setpoint anomalous
S6 Anomalous thermal consumptions on cooling equipment (electric)
S7 Local electric consumption outside working schedule (e.m.f.)
S8 Lighting equipment turned on outside working schedule
S9 Thermal losses on distribution system
S10 Places illuminated without presence
S11 Energy consuming auxiliary devices turned on
S12 Insufficient thermal power of heating plant
S13 Insufficient thermal power of cooling plant
S14 Shading devices position modified
S15 Unexpected Emergency lighting turned on
S16 Electric devices turned on without presence (e.m.f)
S17 Electric circuits malfunction
S18 Electric energy supply interrupted
S19 Anomalous number of electric devices turned on (e.m.f)
S20 Unbalanced number of occupancy level compared to working schedule

Table 3.3: Situations
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Causes

C1 Insufficient Lighting equipment installed power
C2 Malfunction of scheduled control in thermal plant
C3 Malfunction on heating plant pumps
C4 Malfunction on thermal plant AHU
C5 Malfunction on thermal plant chiller
C6 Thermostat control failure (heating)
C7 Thermostat control failure (cooling)
C8 Distribution system overload or maintenance
C9 Occupants open windows
C10 Occupants changes setpoint
C11 Occupants leave electric equipment turned on (lighting)
C12 Occupants leave electric equipment turned on (e.m.f.)
C13 Occupants leave electric equipment turned on (heating)
C14 Occupants leave electric equipment turned on (cooling)
C15 Insufficient insulation on thermal distribution system (heating)
C16 Insufficient insulation on thermal distribution system (cooling)
C17 Regulation system failure (heating)
C18 Regulation system failure (cooling)
C19 Thermal plant sizing wrong (heating)
C20 Thermal plant sizing wrong (cooling)
C21 Thermal plant degradation (heating)
C22 Thermal plant degradation (cooling)
C23 Insufficient light level in rooms
C24 Occupants dazzling sunlight
C25 Holiday

Table 3.4: Causes
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3.4 Application case: F40 diagnostics

In this section, application of heating energy consumption diagnostics through fuzzy logic

in F40 building is presented. Such office building, located at R.C. ENEA Casaccia cf.
∮

2.1 and is composed of three floors and is equipped with an advanced monitoring system

aimed at collecting energy consumption (electrical and thermal) and the environmental

conditions. For a more detailed description of the building cf.
∮

5.1. Fan coil electric

maximum power consumption of the building second floor was analysed and considered

in this experimentation with a 10 minutes time step. Furthermore, people presence

and time of the day were recorded with a 10 minutes time step. On the second floor

of the building F40 there are 20 fancoil units, characterized by an electrical power of

22W , 28W , 40W corresponding to the three possible speeds. At the time of testing,

the switching on and off of fan coil units were fully manual. Thus, in this study the

diagnostics analysis of fan coil units results in a occupant behaviour diagnosis. A dataset

of about one day (22 December 2013 - 23 December 2013) was considered. In order to

verify the reliability and the effectiveness of the proposed FDD approach, an ”artificial”

fault was created in the afternoon of Monday 23 December. In that day, between 14:00

and 14:40, with a low people presence, all the fan coil units of the second floor were

switched on creating an anomalous peak of energy demand. In order to preprocess

electric consumption outliers, statistical peak detection [83] and dbscan [84] methods

are used.

Time Power(kW) S function Mzscore

22/12/2013 19:10 0.10 0.10 2.63
23/12/2013 01:30 0.12 0.12 3.30
23/12/201 07:30 0.17 0.17 4.96
23/12/2013 14:10 0.22 0.20 6.63
23/12/2013 14:20 0.21 0.20 6.30

Table 3.5: Fault detection results with Peak Detection Method. Parameters values
used: k = 4, h = 1.

Finally, the experimentation concerned the application of the fault diagnosis method

on the selected testing day is proposed. The fault diagnosis system is based on fuzzy

sets and fuzzy logic. A fuzzyfication of low level signals and a fuzzy sets composition

providing a real value, in the lattice [0,1], capable of indicating the seriousness or the

alarm degree (1 maximum alarm degree, 0 no alarm degree) of the detected fault with

the cause under examination. Thus, in order to characterize the diagnostics index for
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Time Presence Power(kW) zPresence zPower

23/12/2013 07:30 10 0.17 1.78 3.06
23/12/2013 12:00 5 0.03 0.61 0.01
23/12/2013 13:50 3 0.15 0.15 2.62
23/12/2013 14:00 2 0.22 -0.08 4.15
23/12/2013 14:10 2 0.22 -0.08 4.15
23/12/2013 14:20 2 0.21 -0.08 3.93
23/12/2013 14:30 2 0.15 -0.08 2.62
23/12/2013 14:40 2 0.17 -0.08 3.06

Table 3.6: Fault detection results with DBSCAN Method. Parameters values used:
ε = 0.5, minPts = 5.

an anomalous fan coil electric consumption out of the working hours for the three floors

of the building, the main criterion and process variables for the alarm degree of the

detected fault have been defined. The main criterion is: ”IF a fault in fan coil electric

consumption occurs AND people presence in the floor is low AND NOT in working hours

THEN the diagnostics index is high”. In order to avoid fake faults, anomaly has to be

detected by S-function, Mzscore and DBSCAN simultaneously. In terms of fuzzy sets

the diagnostic index can be translated in one of the two ways:

C13a = min(S2, 1− S20) (3.11)

C13b = w · S1 + (1− w) · S2 (3.12)

where w is a real number in [0, 1] (in the experimentation w = 0.7). Following situations

have been considered:

• S2: Anomalous thermal consumptions on heating equipment (electric)

• S20: Unbalanced number of occupancy level compared to working schedule

They are defined as:

S2 = F1 ∧ F2 ∧ F3 (3.13)

S20 = F4 ∧ F5 (3.14)

Preprocessing P22 is obtained through three fuzzy functions intersection, while P53 and

P55 fuzzyfying one sole function, see table 3.7
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P22 = F1 ∧ F2 ∧ F3 (3.15)

P53 = F4 (3.16)

P54 = F5 (3.17)

Fuzzy set Linguistic Meaning µFi Parameters

F1 ”S function of peak detection is high” Sigmoid c = 0.05; t = 0.01
F2 ”Mzscore of peak detection is high” Sigmoid c = 2; t = 1
F3 ”Dbscan value is high” Sigmoid c = 1.5; t = 0.5
F4 ”not working hours” Gaussian m = 12; s = 4
F5 ”people presence” y = x/p p = 18

Table 3.7: Fault detection results with DBSCAN Method. Parameters values used:
ε = 0.5, minPts = 5.

where p is the floor maximum presence (in particular p = 18 for the second floor of the

building) and:

Sigmoid =
1

1 + e
c−x
t

(3.18)

Gaussian = e−
(x−m)2

2s2 (3.19)

In table 3.8, the fault detection and diagnosis results on the testing day are reported.

It can be observed that definition C13a (3.11) performs much better than C13b (3.12)

since provides higher alarm values (0.89) in situations where power was too high with

respect to the hour of the day. Figure shows the diagnostics index behaviour C13a (the

red smooth line) with respect to the normalized power consumption and the normalized

people presence, over the testing day.

Time Power Presence F1 F2 F3 F4 F5 S2 S20 C13a C13b

22/12 19:10 0.10 0 0.99 0.65 0.52 0.80 0 0.52 0 0.52 0.36
23/12 01:30 0.12 0 1 0.79 0.72 0.97 0 0.72 0 0.72 0.50
23/12 07:30 0.17 10 1 0.95 0.96 0.47 0.56 0.95 0.47 0.53 0.81
23/12 14:10 0.22 2 1 0.99 0.99 0.14 0.11 0.99 0.11 0.89 0.73
23/12 14:20 0.21 2 1 0.99 0.99 0.15 0.11 0.99 0.11 0.89 0.72

Table 3.8: Diagnostics results on tested day
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Figure 3.1: Thermal Plant Schema

3.5 Conclusion

In this chapter firstly a brief overview on data fusion methodologies and design pattern

is given, then the diagnostics process idea is proposed, included the framework imple-

mentation. Then finally, rule-based approach in order to diagnostic abnormal electric

consumptions of fan coils caused by improper use by the employees is presented. The use

of fuzzy rules allows exploitation of a-priori knowledge about the diagnosis going to be

analysed and enable to model easily input variables and to combine them together. Fur-

thermore, aggregation of multiple fault detection techniques allowed a robust analysis,

reducing fake faults risks. In the experimentation, two relationship rules for evaluation

of the cause taken into account were compared. In the present work people presence

data, time and electric power were considered.
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Multiobjective Evolutionary

Optimisation

4.1 Multiobjective problem

Multi Objective Optimisation (MOOP) is a process aiming to optimise a set of objective

functions, many applications has been carried on, due to the multi-objective nature of

the majority of the problems we face everyday. The major difference between Single

Objective Optimisation (SOOP) and MOOP is not, despite the evidence, just on the

number of the objectives to be optimised, instead, it requires a substantially different

approach. In MOOP the research space is multidimensional, depending on the objective

functions number and the relationship between decision space and research space is often

non-linear. Hence, it can be difficult mapping decision variables and research spaces.

Furthermore, coping with a Multi Objective Problem (MOP) generally implies handling

conflicting objectives, thus a trade-off between the objective is required.

There are two main approaches for coping MOOPs:

• Preference-based approach

• Ideal approach

Preference-based approach exploits previous knowledge of the problem, as preference

order of the objectives, to weight the importance of each objective function, turning the

36



Chapter 4. Multiobjective Evolutionary Optimisation 37

MOP into a Single Objective Problem (SOP). This approach is strongly dependent on

the weights and the impact they have on the outcome of the optimisation.

Ideal approach aim to find a set of solution and then, eventually, assign preferences.

For this reason, it is crucial to find a wide range of different solutions. In fact a well

distributed set of solutions in the research space give relevance to each objective function.

Figure 4.1 shows an example of non uniform distribution: in this case the relevance of

the first objective function is very low.

Figure 4.1: Non-uniform distribution of the solutions

Equation 4.1



Min/Max fm(x) m = 1, 2, ...,M

subject to gj(x) ≥ 0 j = 1, 2, ..., J

hk(x) = 0 k = 1, 2, ...,K

x
(L)
i ≤ xi ≤ x(U)

i i = 1, 2, ..., n

(4.1)

Where:

• M objectives number;

• J inequality constraints;

• K equality constraints;

• n decision variables number;

• x(L)i x
(U)
i upper and lower bounds of decision variables.
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Hence, research space is N-Dimensional and objectives space is M-dimensional. MOP

main properties are:

• Linearity

• Convexity

Definition 4.1.1 (Linearity). MOP is linear if each objective and constraint is linear.

Convexity definition is given in 4.1.2

Definition 4.1.2 (Convexity). A function f : <n → < is convex if ∀x(1), x(2) ∈ <n,

f(λx(1) + (1− λ)x(2)) ≤ λf(x(1)) + (1− λ)f(x(2))

∀ 0 ≤ λ ≤ 1

Thus,

Definition 4.1.3. MOP is convex if each objective and constraint is convex.

4.1.1 Optimality Condition in MOPs

Optimality condition is based on dominance criterion:

Definition 4.1.4 (Dominance). A solution x(1) dominates another solution x(2) (x(1) �

x(2)) if, given M objectives:

1. fi(x
(1)) 6 .fi(x(2)) ∀i = 1...M

2. ∃ i | fi(x(1)) / fi(x(2)) per i = 1...M

Definition 4.1.5 (Strict Dominance). A solution x(1) dominates another solution x(2)

(x(1) ≺ x(2)) if, given M objectives::

fi(x
(1)) / fi(x

(2)) ∀i ∈M

Where dominance symbol is �, strict dominance ≺, a worst solution . and a better

solution /. Dominance criterion is based on following properties:
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• Asymmetry. If a solution x(1) does not dominate x(2), it is not implied that x(2)

dominates x(1).

• Not-Reflexivity. A solution cannot dominate itself.

• Transitivity. If x(1) � x(2) and x(2) � x(3), hence x(1) � x(3)

Figure 4.2 shows an example of dominance criterion: 5 solutions and 2 objective functions

are represented. Solution 2 is dominated by every other, 3 and 5 are the non dominated

ones, which belong to Non-Dominated Set (NDS) defined as Pareto Front.

Figure 4.2: Popolazione di 5 soluzioni

Definitions 4.1.6 and 4.1.7 define the Pareto Optimal conditions.

Definition 4.1.6 (Pareto Optimal Set). Given a solutions set S, optimal Pareto is the set

of non-dominated solutions.

Definition 4.1.7 (Local Pareto Optimal Set). Given a set of solutions S, the solution set

P is a Pareto Local Optimum if:

6 ∃ y suchthat ‖y − x‖∞ ≤ ε ∀x ∈ P

with ε > 0

4.1.2 Pareto front search algorithms

In this section we present some algorithms commonly used for identifying the set of non-

dominated solutions, hence, they are implemented in almost every MOA. The Simply
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Pareto Front Algorithm (Algorithm 1), is easy to implement and largely diffused, its

complexity is O(MN2).

Algorithm 1 Simply Pareto Front Algorithm

Require: P {Initial Population}
1: i← 1 j ← 1 {Initialising indexes}
2: P ′ = {∅} {Initialising solutions set}
3: for all j ∈ P (i 6= j) do
4: if P (j) � P (i) then
5: go to step 12
6: else if j ≤ |P | then
7: j ← j + 1
8: else
9: P ′ = P ′ ∪ {i}

10: end if
11: end for
12: i← i+ 1
13: if i ≤ |P | then
14: go to step 3
15: end if
16: return P ′

Kung’s Algorithm is a more efficient algorithm and is based on Divide et Impera. Solu-

tions set is divided recursively into Top and Bottom, once the set are ordered, they are

merged again (Algorithm 2). Its complexity is

 O(N logN) M = 2,M = 3

O(N(logN)M−2) M ≥ 4

Third algorithm presented (Algorithm 3) assigns a dominance rank to each solution and

is based on previous algorithms (1) o (2).

Figure 4.3 shows an example of ranked solutions.

4.2 Multiobjective Algorithms

MOA are classified into two main categories: ”classic” and multiobjective. Classic ones

are based on the preference approach previously described, while multiobjective ones

are based on ideal approach. Firsts approach was proposed by Box in 1957 [85], and

was based on the assignment of a preference to each objective, Naimes [86] proposed

the ε-Constraint method, where all the objectives but one are turned into constraints.
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Algorithm 2 Kung’s Algorithm

Require: P {Initial Solutions Set}
1: P ← PopulationSorting(P ) {Descending order sorting according to first objective}

2: Front(P) {Recursive Function}
3: if |P | = 1 then
4: return P
5: else
6: T = Front

(
P (1) − P (|P |/2))

7: B = Front
(
P (|P |/2+1) − P (|P |))

8: M ← T {Initialising Merged Set}
9: for all j ∈ B do

10: if P (j) 6� P (i) ∀ i ∈ T then
11: M ←M ∪ {j}
12: end if
13: end for
14: return M
15: end if

Algorithm 3 Non-Dominated Sorting

Require: P {Initial Population}
1: j ← 1
2: while P 6= ∅ do
3: Pi ← Kung′sAlgorithm(P )
4: P ← P\Pi
5: j ← j + 1
6: end while
7: return Pi ∀ i = 1, ..., j

Shaffer [87] firstly used ideal approach based algorithm called Vector Evaluated Genetic

Algorithm (VEGA), Fonseca and Fleming proposed Multi Objective Genetic Algorithm

(MOGA) in 1993 [88], Srinivas [89] in 1994 idealised Non-dominated Sorting Genetic

Algorithm (NSGA) and successively improved by Deb [90] into Elitist Non-dominated

Sorting Genetic Algorithm (NSGA-II) in 2000. Strenght Pareto Evolutionary Algorithm

(SPEA) was proposed by Zitzler [91], Pareto Archived Evolutionary Strategy (PAES)

by Knowles in 1999 [92]. A more detailed survay of the methods can be found in [93].

In this section, some of the well-known optimisation algorithms are presented.

4.2.1 Weighted Sum Evolutionary Algorithm

Weighted Sum Evolutionary Algorithm (WSEA) is the first and simplest MOA, formally

described in (4.2):
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Figure 4.3: Non-Dominance levels



Min/Max F (x) =
∑M

m=1wmfm(x) m = 1, 2, ...,M

gj(x) ≥ 0 j = 1, 2, ..., J

hk(x) = 0 k = 1, 2, ...,K

x
(L)
i ≤ xi ≤ x(U)

i i = 1, 2, ..., n

(4.2)

Such approach, as demonstrated in [94], poorly cope non-convex problems, moreover, it

requires normalisation of the objective functions and strongly depends on the choice of

weights vector.

4.2.2 Epsilon-Constraint Method

ε-Constraint method, proposed by Haimes [86], partially overcomes the difficulties on

non-convex problems, and is based on the idea of turning every objective but one into

constraint with user specified bounds.



Min/Max fµ(x)

subject to fm(x) ≤ εm m = 1, 2, ...,M m 6= µ

gj(x) ≥ 0 j = 1, 2, ..., J

hk(x) = 0 k = 1, 2, ...,K

x
(L)
i ≤ xi ≤ x(U)

i i = 1, 2, ..., n

(4.3)

εm represents the upper bound of the function fm Figure 4.4 shows how the choice of

the two-objective problem affects the result of the optimisation.
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Figure 4.4: ε-Constraint method example

4.2.3 Vector Evaluated Genetic Algorithm

VEGA split population into M smaller groups, where M is the number of the objectives.

Each subset is evaluated according to one objective independently in order to avoid

scaling problems. Ordered population subsets are then merged together. Figure 4.5

shows an example of the optimisation process.

Figure 4.5: VEGA example

The main drawback of VEGA is the extreme priority given to ”champion” solutions,

namely the best in one objective and usually the worst in another one. Such approach,

thus, may hamper the spreading of the optimal solutions set.
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4.2.4 Multiple Objective GA

MOGA was the first algorithm based on dominance ranking process [88]. Thus, the rank

of ith solution of a population is given by (4.4)

ri = 1 + ni (4.4)

Where ni is the number of solutions dominating i, thus, non-dominated solutions have

rank 1. Figure 4.6 shows an example of ranking process. Once rank is assigned, a raw

fitness function is given to each solution. The value of the raw fitness is higher for

the best solutions and lower for the worst, the mapping function used for intermediate

solutions is usually linear.

Figure 4.6: Ranking in MOGA

In order to maintain diversity among non-dominated solution, the concept of sharing

function has been introduced [95]. The sharing function Sh(d) is given by (4.5)

Sh(d) =

 1−
(

d
σshare

)α
se d ≤ σshare

0 altrimenti
(4.5)

Where d is the distance between two solutions, σshare is a value depending on the

crowding of the solution.

The niche count given to each solution is given by (4.6)

nci =
N∑
j=1

Sh(dij) (4.6)
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Figure 4.7: α values comparison

In MOGA, the distance between two solutions, given M objectives, is determined by

(4.7):

dij =

√√√√ M∑
k=1

(
f
(i)
k − f

(j)
k

fmaxk − fmink

)
(4.7)

Niche count is given by (4.8)

nci =

|ri|∑
j=1

Sh(dij) (4.8)

Where |ri| is the number of solution having the same rank of ith solution. The final

fitness is given by the relationship between raw fitness and niche count. Progressive

assignment of raw fitness can mislead the optimal solutions set because may happen

that non-dominated solutions has different raw fitness. Moreover, the sharing factor can

advantage a dominated isolated solution over a non-dominated crowded solution. This

problem can be avoided using levelled ranking sorting, as in NSGA-II.

4.2.5 NSGA-II

NSGA-II proposed by Deb in 2000 [90], is based on levelled ranking described in Algo-

rithm 3. as shown in figure 4.8.
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Figure 4.8: Levelled Ranking of 10 solutions

In order to maintain diversity among non-dominated solution, crowding distance is used.

For each ranked level, an infinite crowding distance factor is given to extreme solutions,

to the others, a value proportional to the distance to the others, as shown in figure 4.9.

Figure 4.9: Crowding distance assignment example

During solutions comparison, if the ranking level is the same, crowding distance is taken

into account. Pseudocode of ranking level sorting (4), crowding distance sorting (5) and

NSGA-II (6) are presented:

Elitism process enable to maintain best solutions of the previous generations during

optimisation process, such that converging process in accelerated and the risk of de-

creasing the current optimal state is prevented. NSGA-II is a very efficient MOA, does

not require initial parameters to be set, maintain the spreading of the Pareto Set wide.
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Algorithm 4 Ranking Level Sorting

Require: P {Initial Population}
1: j ← 1
2: while P 6= ∅ do
3: Pi ← NonDominatedSorting(P ) {Returns all non dominated individuals}
4: P ← P\Pi
5: j ← j + 1
6: end while
7: P ← P ∪ Pi ∀ i = 1, ..., j
8: return P {Population ordered by rank level}

Algorithm 5 Crowding Distance Sorting

Require: P {Population belonging to the same rank level}
Require: M {Cardinality of objectives}
1: for 1 ≤ i ≤ |P | do
2: di ← 0 {Initialization of Crowding Distances}
3: end for
4: for 1 ≤ m ≤M do
5: AscendingOrderSort(P ,fm) {Population sorted respect to fm values}
6: d(1,m) ← d(|P |,m) ←∞
7: for 2 ≤ j ≤ |P | − 1 do

8: d(j,m) ← d(j,m) +
f(j+1,m)−f(j−1,m)

fmaxm −fminm

9: end for
10: end for
11: return P {Population with crowding distance value assigned}

Algorithm 6 NSGA-II

Require: N {PopulationSize}
1: P ← InitalizePopulation(N)
2: P ← RankingLevelSorting(P )
3: for all rank levels do
4: Pi ← CrowdingDistanceSorting(Pi)
5: P ← P ∪ Pi
6: end for
7: while notStopCondition do
8: Pselected ← Selection(P ) {Based on rank and crowding distance}
9: Poffspring ← Crossover(Pselected)

10: Pmutated ←Mutation(Poffspring)
11: P ← P ∪ Pmutated {Applying Elitism}
12: P ← RankingLevelSorting(P )
13: for all rank levels do
14: Pi ← CrowdingDistanceSorting(Pi)
15: P ← P ∪ Pi
16: end for
17: ReplacePopulation(P,N) {Takes the best N individuals of P}
18: end while
19: return P1 {Returns individuals belonging to the first rank}
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4.3 Comparative study

In this dissertation work, NSGA-II has been largely applied. The implementation of the

algorithm was adapted to the requirement of managing both discrete and continuous

variables in the same problem. In order to evaluate the quality of the algorithm, it has

been firstly compared to

1. RAND: A random search algorithm

2. WSGA: Weighted-Sum Genetic Algorithm

3. NSGA-II: Non-Dominated Sorting Genetic Algorithm

The RAND algorithm is a trivial random search in the input space, with the same

number of overall fitness evaluations of the other algorithms. At the end of this sampling,

all the non-dominated solutions are considered inside the Pareto Front.

4.3.1 Benchmark Problems

In order to test algorithms performance, ZDT1 (4.9), ZDT2 (4.10) and ZDT3 (4.11)

were used [96].

ZDT1 :



g(x) = 1 + 9
n−1

∑n
i=2 xi

h(f1, g) = 1−
√

f1
g

min f1(x) = x1

min f2(x) = g(x)h(f1, g(x))

0 ≤ xi ≤ 1 ∀ i = 1, · · · , n

(4.9)

ZDT2 :



g(x) = 1 + 9
n−1

∑n
i=2 xi

h(f1, g) = 1− (f1g )2

min f1(x) = x1

min f2(x) = g(x)h(f1, g(x))

0 ≤ xi ≤ 1 ∀ i = 1, · · · , n

(4.10)
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ZDT3 :



g(x) = 1 + 9
n−1

∑n
i=2 xi

h(f1, g) = 1−
√

f1
g − (f1g )sin(10πf1)

min f1(x) = x1

min f2(x) = g(x)h(f1, g(x))

0 ≤ xi ≤ 1 ∀ i = 1, · · · , n

(4.11)

4.3.2 Metrics

Dominance Ratio metric was suggested by Zitzler in 1999 [97]. It compares two fronts

and returns the percentage of solutions of the first one dominated by the second one,

with respect to all the solutions of the first front.

So given fronts F1 and F2,

DR =
∑|F1|
i=1 di
|F1| di =

 1 if ∃ j | F1i � F2j

0 otherwise
(4.12)

Therefore, the smaller the value the better the first front respect to the second is and

a value of one implies that the first front is completely dominated by the second. Since

dominance operator is not symmetric, DR(F1,F2) is not always equal to 1−DR(F2,F1).

Moreover, since the evaluation of dominance ratio regards only dominance, it doesn’t

consider spreading of solutions.

Spacing metric, proposed by Schott in 1995 [98], evaluates relative distance between

consecutive solutions belonging to non-dominated set. It is related to the spread of

each non-dominated set independently. The lower spacing value is the more uniform the

distribution of solutions is.

Hypervolume metric was proposed by Zitzler and Thiele in 1999 [96]. It evaluates both

dominance and spreading of solutions. This metric calculates the area covered by the

hypervolume whose vertices are the solutions set and a reference point, a vector of worst

values each objective function can assume. Since no scaling is used, a good spread of

high magnitude solutions in an objective implies a better performance value with respect

to a good spread of low magnitude solutions in another objective. In order to reduce the

computational load of such metric we used a Monte Carlo estimation of the hypervolume,



Chapter 4. Multiobjective Evolutionary Optimisation 50

considering the percentage of random points which are dominated by the Pareto front

we are measuring. As reference point, was considered the worst values among all the

solutions of the Pareto fronts considered.

4.3.3 Results

Table 4.1 shows optimisation parameters used in the test both for NSGA-II and WSGA.

The number of performances request is 14000, NSGA-II and WSEA were executed 10

times.

Population 70
Generations 20

Selection Binary Tournament
Crossover SBX

Crossover Probability 0.8
Mutation Polynomial

Mutation Probability 1/30
Elitism Generational

Population Type Real parameters

Table 4.1: Multiobjective algorithms parameters

Figures 4.10, 4.11, 4.12 shows that NSGA-II outperforms other algorithms in continuous

convex problems, non-convex and discrete.
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Figure 4.10: Pareto fronts on ZDT1

Table 4.2 sum up dominance ratio values of the Pareto fronts obtained. As we can see

NSGA-II Pareto front is almost non-dominated by any other front.
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Figure 4.11: Pareto fronts on ZDT2
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Figure 4.12: Pareto fronts on ZDT3

(F1/F2) NSGA-II RAND WSGA

zdt1 zdt2 zdt3 zdt1 zdt2 zdt3 zdt1 zdt2 zdt3

NSGA-II - - - 0 0 0 0.17 0.11 0.01

RAND 1 1 1 - - - 0.73 1 0.58

WSGA 0.33 0 0.5 0.33 0 0.25 - - -

Table 4.2: Dominance Ratio on benchmark functions

Table 4.3 shows that NSGA-II presents the lowest spacing values and the highest hy-

pervolume values (4.4)
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(F1/F2) NSGA-II RAND WSGA

zdt1 zdt2 zdt3 zdt1 zdt2 zdt3 zdt1 zdt2 zdt3

Spacing 0.01 0.12 0.01 0.09 0.28 0.22 0.05 0.19 0.32

Table 4.3: Spacing on benchmark functions

(F1/F2) NSGA-II RAND WSGA

zdt1 zdt2 zdt3 zdt1 zdt2 zdt3 zdt1 zdt2 zdt3

Hypervolume 0.61 0.58 0.64 0.51 0.49 0.54 0.53 0.5 0.51

Table 4.4: Hypervolume on benchmark functions

4.4 Conclusions

This chapter is focused on the definition of MOPs and optimality condition, introducing

the concept of Pareto front. Then describes some of the most known MOA, such as

VEGA,NSGA-II. In order to compare performance, an implementation and testing

has been carried out using well-known benchmark test suite functions. Performance

are evaluated trough Dominance Ratio, Spacing and Hypervolume, showing the best

performances of NSGA-II. This comparison was not intended to involve a critical up-

to-date literature comparison, instead to test effectiveness and proper implementation

of the algorithms, as NSGA-II was applied in other optimisation works.
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F40 optimisation

5.1 Building Description

F40 is a three storey building and a basement for thermal plant, and is connected on

the east façade on another minor building, not included in monitoring campaign. It was

built in 1982, the envelope is composed by a single layer of concrete, and windows and

doors shutters are of the same type all over the building. It is a tertiary of building,

with an area extension of 2287m2 and a volume of 8032m3, mainly composed by offices,

EDP and Labs. Table 5.1 describes different typologies of the rooms, an average area

and the estimated number of occupants associated to.

Table 5.1: Rooms description

Final Use Number Area Occupants

Office 41 15m2 [1, 2]
Laboratories 4 32m2 [0, 1]
EDP 2 20m2 [3, 4]
Meeting Room 1 25m2 max 12
Confrence Room 1 81, 2m2 max 50
WC 9 15m2 −

Figure 5.1 shows the schema of the thermal plant. The heating system is centralised on

the Research Center, while a chiller producing 180000 frig/hour is installed on the plant.

P1−P5 represent energy vector providing hot water to fancoils (P1), radiators and AHU

(P2), cold water to fancoils (P3) and AHU (P4) and finally circuit for cooling towers

(P5). As shown, AHU provides air to building rooms, basement and a hall, belonging

to the other building.

53
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Figure 5.1: Thermal Plant Schema

Figure 5.2 shows the planimetry of the building, highlighting different uses of each space.

5.2 White Box Approach

White Box approach is based on a simulator modelling F40 building energy behaviour.

The simulator is developed in MATLAB Simulink by ”UniversitÃ Politecnica delle

Marche” and is based on HAMBASE model ([99], [100]). Simulator required a con-

siderable effort in tuning and design and is capable to model thermal and electrical

consumptions, based on presence and meteorological data. Table 5.2 describes which

inputs can be handled and table 5.3 the outputs simulator retrieves.

In order to test the reliability of the simulator, it has been compared to measured thermal

energy consumption. On a test case of two months (January-March 2014) daily Mean

Absolute Percentage Error (MAPE) is 9.36%, while hourly MAPE is 17.93%. Figures

5.3 and 5.4 shows the comparison.
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Figure 5.2: F40 planimetry

5.2.1 Problem Definition

The goal of the optimisation is to find optimal set points of indoor rooms and thermal

plant supply water in order to minimise thermal consumptions and maximise users com-

fort. Comfort is expressed in terms of Percentage People Dissatisfied (PPD) a function

of PMV. PMV is a comfort index introduced by Fanger [101] and is based on variables

depending on environment and user subjective factors:
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Variable Meaning Unit

s air Air temperature set point in zones []
s water Supply water temperature set point []
s flow Supply water flow [kg/h]
R diff Diffuse solar radiation [Wm−2]

Te Exterior air temperature []
Rdir Direct solar radiation [Wm−2]
C c Cloud cover(1...8)

Rh e Relative humidity outside [%]
Ws Wind velocity [ms−1]

Wdir Wind direction [degrees from north]
P p People Presence

Table 5.2: Simulator Input

Figure 5.3: Hourly Thermal Heating Comparison

Figure 5.4: Daily thermal heating comparison

• functions of clothing:

– Clothing insulation in clothes

– Ratio of clothed/nude surface area

• functions of activity:

– Metabolic heat production (w/m2)
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Variable Meaning Unit Range

Ta indoor temperatures [C]
Ts radiant temperatures [C]
Rh indoor relative humidities [0, 1]
Td Indoor and Outdoor difference [C]
Te external temperature [C]

Rhe outdoor relative humidities % [0, 1]
Q Thermal Power per zone [W ]

Q e fan Fan Electric loads [W ]
T out Fancoil output air temperatures [C]
flow r heating plant return water flow [kg/h]
T r heating plant return water temperature [C]

flow r zone return water flow per zone [kg/h]
T r zone return water temperature per zone [C]

flow d zone discharge water flow per zone [kg/h]
T d zone discharge water temperature per zone [C]
c airflow airflow control per fancoil Int [0, 3]

E Thermal Energy per zone [kWh]
E tot Overall Thermal Energy [kWh]
PMV Predicted Mean Vote per zone Int [−3, 3]
PPD Percentage of Person Dissatisfied per zone % [5, 100]

PMV mean mean Predicted Mean Vote % [5− 100]
E u heating plant useful energy [kWh]

used ch4 used natural gas [m3]
E e heating plant electric energy [kWh]

kWh to CO2eq heating plant equivalent Co2 (summer) [Co2eq]
NG to CO2eq heating plant equivalent Co2 (winter) [Co2eq]

flow d heating plant discharge water flow [kg/h]
T d heating plant discharge water temperature [C]
Q u heating plant useful power [W ]

flow ch4 natural gas flow [m3/h]
Q e heating plant electric power [W ]
eta heating plant efficiency % [0, 1]
eer Chiller Energy Efficiency Ratio % [0, 1]

Table 5.3: Simulator Output

– Metabolic free energy production (external work)(w/m2)

• Environmental variables:

– Air temperature (Â◦C)

– Mean radiant temperature (Â◦C)

– Relative air speed (m/s)

– Vapor pressure of water vapour (mb)

Table 5.4 describes the different levels of comfort PMV takes into account.
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Value Sensation

3 Hot
2 Warm
1 Slightly Warm
0 Neutral
-1 Slightly Cool
-2 Cool
-3 Cold

Table 5.4: PMV comfort levels

PPD evaluates the percentage of dissatisfied people based on PMV values according to

PPD = 100− 95e−(0.03353·PMV 4+0.2179·PMV 2) (5.1)

As baseline, we considered actual setting of F40 before remote control installation.

• Supplied Water Temperature: Â◦65.

• Supplied Water Flow: 42000kg/h

• Indoor Air Temperature: Â◦21

Since an application of an online daily optimisation in a continuous research space based

on a simulator would be unlikely to be applied, and a too small change on thermostats

setpoint would not affect actuators, we limited the research space, discretising design

variables according to table 5.5.

Variable Lower Bound Upper Bound Step

S air 17.5 22.5 0.5
S water 30 80 1

Table 5.5: Design Variables Discretisation

5.2.2 Results

As a first step, we performed an exhaustive research on the entire space and then com-

pared Pareto front obtained to baseline. As testing period, we considered 3 months

(16 November 2013 - 12 February 2014). Figure 5.5 shows comparison between Pareto
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fronts obtained with and without fancoil control. Pareto fronts are obtained seasonal,

thus a constant S air and S water for the whole 89 days has been set. As we can see,

the baseline solution is dominated in both Pareto fronts, and 7% energy saving can be

obtained without affecting comfort level.

Figure 5.5: Exhaustive Search compared to baseline

Successively, we performed an optimisation based on NSGA-II algorithm in MATLAB

environment. Since the total solution number of the dataset is 612, we considered a

limited number of fitness evaluation for the optimisation, ≈ 1/4. In order to investigate

overall benefits of applying a daily approach over a seasonal approach, we performed both

tests using the same number of fitness performance evaluations. Population individuals

were binary coded in a 10 bit string according to (5.2). Table 5.6 recap parameters used.

As we used a uniform mutation, which means during new offsprings generation a child

solution bit may be randomly changed, before applying mutation we performed a Grey

encoding, in order to avoid big changes on the real solutions. Without the encoding, in

fact, a change on the most significative bit drastically change the real value, while the

concept of genetic algorithm is to apply small changes in order to avoid local sub-optimal

solutions.

log2 612 = d9.25e = 10 (5.2)
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Parameter Value

Optimisation Type Binary
Population 10
Generations 4

Runs 3
Selection Tournament
Crossover Single Point

Crossover factor 0.8
Mutation Uniform

Mutation factor 0.001

Table 5.6: Optimisation parameters

Figure 5.5 shows front obtained trough optimisation and best pareto, namely the non

dominated set obtained over all 612 combinations. As trade-off between energy con-

sumption savings and thermal comfort, we chose a PPD threshold of 10% compliant to

UNI EN ISO 7330 requirements. The closest value obtained is 9.1%, which led to 18.7%

total saving. This approach, thought, cannot prevent the comfort to be over the thresh-

old, since hourly/daily changing factors such meteorological conditions and occupancy

are not handled. In fact, in 73% of the cases, PPD is exceed maximum the minimal

law requirements. Daily optimisation approach recursively checks the maximum comfort

level and adapts S air and S flow according to contour conditions. In such case threshold

is never exceeded and the final savings compared to baseline are 19.2%.

NSGA-II Pareto 
Real Pareto 

GAS CONSUMPION

Figure 5.6: Seasonal optimisation

Table 5.7 recap results obtained with approaches described. As expected, best results

are obtained optimising setpoints on a daily basis. Such approach not only lead to best

results, but also avoids to exceed minimum comfort levels.
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Baseline Exh.Search Seasonal Opt. Daily Opt.

Active Fancoils 24 hours 7.00-19.00 7.00-19.00 7.00-19.00

SetPoint Supplied Water [Â◦C] 65 (fixed) 52 (fixed) 41 (fixed) Daily changing

SetPoint Thermostats [Â◦C] 21 (fixed) 21.5 (fixed) 21.5 (fixed) Daily changing
Season PPD [%] 6.1 6.1 9.1 max 8.9

Season Gas Consumption [m3] 8419 7821 6841 6801
Saving [m3] - 598 1578 1618
Saving [%] - 7 18.7 19.2

CO2 saved [kg] - 1136 2998 3074

Table 5.7: Optimisation summary

5.3 Grey Box Modeling

Grey box modeling approach is based on the combination of the physical a priori knowl-

edge of the building dynamics, typically white box models, and data driven measures,

namely black box models. Such models combine the benefits of the former ones, including

data driven parameters estimation into a set of differential equations whose paramaters

are uncertain. Hence, physical dynamics are descibed by a set of Stochastic Differential

Equation (SDE) in continuous time. The main difference between SDE and Ordinary

Differential Equation (ODE) is the uncertainty on parameters introduced by the former,

respect of the deterministic nature of the latter. Formally, an ODE is described by 5.3

dXt = f(Xt, ut, t)dt t > 0 (5.3)

where f is a deterministic function of the time t and the state X. In such cases, the

solution is deterministic, therefore, future states of the system can be predicted without

any error. On the other hand, SDE is described by:

dX = AXdt+BUdt+ dw(t) (5.4)

where w(t) is a stochastic process, introduced for tackling lack of model informations (e.g.

some physical dynamics are not modeled by the differential equations), unrecognized

inputs affecting the system and noise or errors on the measurements. Therefore, future

states predictions are subject to uncertainty, so proper statistical methods for model

performance evaluation must be carried out.
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Given a Stochastic Linear time-invariant model

dxt = (A(θ)xt +B(θ)ut)dt+ σ(θ)dwt (5.5)

yk = C(θ)xk +D(θ)uk + ek (5.6)

where t is time, xt is a state vector, ut is an input vector, yk is an output vector, θ is a

vector of parameters, A, B, σ, C and D are nonlinear functions, wt is a standard Wiener

process and ek is a white noise process. Estimation of parameters θ is carried out through

maximum likelihood. Given a sequence of measurements Yk = [yk, yk−1, · · · , y1, y0]

the combinations of paramters θ maximising the likelihood function is found [102–104].

Likelihood function is the joint probability density:

L(θ;Yn) = p(Yn|θ) (5.7)

5.3.1 Building Thermal Measures and Actuations

By the thermal consumptions point of view, following measures are available:

• Thermal Plant

– Thermal Energy [kWh]

– Supplied water flow volume [m3]

– Supplied water temperature [ ◦C]

– Return water temperature [ ◦C]

– Valve opening percentage [%]

• Rooms

– Indoor air temperature [ ◦C]

– Status fancoil [0, 1]

• Weather

– Outdoor temperature [ ◦C]

– Outdoor humidity [%]

– Pressure [mb]
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– Wind Speed [m/s]

– Wind Direction [ ◦]

– Rain Level [mm]

– Global Solar Radiation [w/m2]

Actuations possible are:

• Supplied water temperature of the thermal plant [ ◦C]. The regulation is processed

through a three-way thermovalve that partializes flow incoming from central heater

and the flow returning from the building circuit.

• Air temperature setpoint of each room [ ◦C]. Regulation through fancoils on/off.

• On/Off fancoil of each room.

5.3.2 Building behaviour analysis

First part of the work is focused on design of specific actuation strategies in order to

highlight building reaction, to verify if and how reactions suit physical dynamics and for

checking accuracy of measured data. as shown in table 5.8.

5.3.2.1 Indoor Temperatures

We analyzed for each sensorised room whether the temperature reacts to setpoint change

or not. Since some of the rooms are closed or just locally controlled, in order to eval-

uate average building temperature we considered only a part of the rooms. Figure 5.7

shows different behavior of the rooms, in 5.7a a correctly responding room temperature,

corrsponging to just 51% of the rooms (see table 5.9). Some of the rooms reacts but

cannot reach desired setpoint, showing somehow and under reaction to input 5.7b, corre-

sponding to 22% of the rooms. Other unexpected behavior are outscale, outlier (even if

in limited number), constant values and no reaction at all. Hence, as averaged building

temperature, we considered only rooms correctly responding to the input.
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Starting Ending SP rooms Sp TP

19-01-2014-18:30:00 19-01-2014-23:00:00 19.5 65
19-01-2014-23:00:00 20-01-2014-01:00:00 30 65
20-01-2014-19:30:00 21-01-2014-00:15:00 30 65
22-01-2014-19:00:00 23-01-2014-00:15:00 12 5
23-01-2014-19:00:00 24-01-2014-02:00:00 30 90
24-01-2014-02:00:00 24-01-2014-09:30:00 30 65
24-01-2014-09:30:00 24-01-2014-16:10:00 12 65
24-01-2014-16:10:00 24-01-2014-22:00:00 12 65
8-02-2014-12:00:00 8-02-2014-15:00:00 20.5 50
8-02-2014-15:00:00 8-02-2014-18:00:00 20.5 45
8-02-2014-18:00:00 8-02-2014-21:00:00 20.5 40
8-02-2014-21:00:00 9-02-2014-00:00:00 20.5 35
9-02-2014-17:30:00 9-02-2014-21:00:00 20.5 50
9-02-2014-21:00:00 10-02-2014-10:00:00 20.5 40
13-02-2014-16:30:00 13-02-2014-21:30:00 25 55
13-02-2014-21:30:00 14-02-2014-01:30:00 12 55
14-02-2014-01:30:00 14-02-2014-10:00:00 25 55
14-02-2014-10:00:00 14-02-2014-13:30:00 25 50
14-02-2014-13:30:00 14-02-2014-18:00:00 18 50
14-02-2014-18:00:00 14-02-2014-23:00:00 25 50
14-02-2014-23:00:00 15-02-2014-02:00:00 25 45
15-02-2014-02:00:00 15-02-2014-10:00:00 18 45
15-02-2014-10:00:00 15-02-2014-16:15:00 25 45
15-02-2014-16:15:00 15-02-2014-19:45:00 25 40
15-02-2014-19:45:00 15-02-2014-22:30:00 18 40
15-02-2014-22:30:00 16-02-2014-01:15:00 25 40

Table 5.8: Actuation History

Input reaction Rooms Number %

Correct

003,008,103,105,106,107,109,
111,112,201,202,203,204,205,207,

208,209,210,216,CR,MR 21 51%

Underreaction 007,011,104,108,110,113,114 213,215 9 22%

Outilier 101,102 2 5%

Outscale 006 1 2.50%

No reaction 004,005,200,206,211,212, 214 7 17%

Constant 100 1 2.50%

Table 5.9: Rooms temperature reaction
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(a) Correct Reaction (b) Under Reaction

(c) Outscale (d) No Reaction

(e) Outliers (f) Constant

Figure 5.7: Different indoor temperature reaction on setpoints changes
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5.3.2.2 Thermal Plant

Thermal plant reaction followed by actuations on supplied water has been analysed.

Figure 5.8 shows:

• Thermal energy consumer (kWh)

• Indoor temperature average and rooms set point ( ◦C)

• Thermal plant supplied water temperature and setpoint ( ◦C)

• Supplied water flow (m3/h)

Figure 5.8: Thermal Plant Reaction with radiators/AHU circuit open

During the night between 8 and 9 February, supplied water was been gradually de-

creased, as a result, flow and consequently also thermal energy suddenly fall to zero.

Such behaviour has been subsequently explained by the difference of flow rate of the two

thermal circuits (radiators/AHU and fancoils, see figure 5.1): when supplied water set-

point decrease, thermovalve closes flow incoming from heat exchanger, as a result, flow

balance changes, and since radiators/AHU circuit is bigger, its return flow overwhelms
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the other one, causing the heat meter to read negative values for the flow running in the

opposite way.

Second test session has been carried out with radiator circuit closed: as we can see, as the

supplied water setpoint decreases, measured flow decreases as well, going to zero during

step transitions. Since heatmeter is placed after the radiators return circuit, internal

recirculation flow of the fancoil circuit is not measured. Thus, when flow measured is

zero, the valve is partializing 100% internal circuit flow. Thermal behaviour is consistent,

although expected decrease is supposed to be higher.

Figure 5.9: Thermal Plant Reaction with radiators/AHU circuit closed

5.4 Models design

During the first phase we identified building characteristics needed for starting physical

modeling. Table 5.10 shows dimensional information of the building, including glazing

area of the windows and walls transmittance. The approach idea is starting with an easy

low parametrized model and then gradually increasing complexity in order to identify a

reasonable trade-off between complexity and reliability.
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Table 5.10: Building Characteristics

Characteristic Value Unit

Gross Surface 3210 [m2]
Surface 2287 [m2]
Gross Volume 8032 [m3]
Volume 6024 [m3]
Glazing area 148.18 [m2]

Ceiling Transmittance per m2 0.229 [ W
m2K

]

Surface Transmittance per m2 0.426 [ W
m2K

]

Total Ceiling Transmittance 175.18 [ W
m2K

]

Total Surface Transmittance 1367.46 [ W
m2K

]
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5.4.1 TiTreturn

First model is based on two states (Ti and Treturn) and two inputs (Te and Tset), while

the output is the thermal energy of the heating system Phih. Table 5.11 recaps all the

variables taken into account. The Stochastic Differential Equation (SDE) describing the

heat balance of the system are (5.8) and (5.9).

Table 5.11: Model Variables

Variable Meaning Unit

Ti Internal temperature [ ◦C]
Te External temperature [ ◦C]
Treturn Return water temperature [ ◦C]

Ci Internal heat capacity [ J
kg ◦K ]

Ch Heat capacity of the heater [ J
kg ◦K ]

Rih Thermal resistance between internal and heater [m
2 ◦K
W ]

Rie Thermal resistance between internal and external [m
2 ◦K
W ]

Rhe Thermal resistance between heater and external [m
2 ◦K
W ]

Phih Thermal energy of the heating system [wH]

Equation (5.8) describes the state of Ti(t+1) as a function of Ti(t) plus a heat gain/loss

proportional to the differences between external and supplied water temperatures. The

function f1 (5.10) is an average of the current supplied water temperature in the distri-

bution system while f2 (5.11) is a sigmoidal activation threshold of the rooms fancoils.

dTi =

(
1

CiRih
· (f1 − Ti)f2 +

1

CiRie
· (Te − Ti)

)
dt+ eP11dw1 (5.8)

dTreturn =

(
1

ChRih
(Ti − f1)f2 +

1

ChRhe
(Te − f1) +

1

Ch(Tsup − Tret) · fl · cw

)
dt+ep22dw2

(5.9)

where

f1 =
Tsup − Tret

2
(5.10)

f2 =
1

1 + e−10(Tset−Ti)
(5.11)

Figure 5.10 shows RC circuit representation of the lumped model. We identified four

primary layers, interior, in this case the whole building, the heating plant, the envelope,
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Ci

Ti

Internal

Ch

Rhe
Tret

Φh

Rih

Heater
Rie

Envelope

+
− Te

External

Figure 5.10: TiTreturn RC model

introduced for modeling the heat exchange resistance with the external, and the external.

Internal layer is modeled with an internal heat capacity, while heater layer describes

heat exhanges between internal and distribution system and the heat capacity of the

heater. Envelope and external correlates internal/external heat exchanges and external

temperature influence.

Figure 5.11 shows a qualitative analysis of the model response. In the top, indoor average

temperature Ti and its estimation TiHat are shown, as well as thermostat setpoint. In

the middle, supplied water set point, temperature and return temperature estimation Tr

are reported. Finally, the lower one compares heat energy consumed and its estimation.

TiHat is not affected by setpoints change and therefore is not capable to follow properly

the real internal temperature. Moreover, thermal energy is overestimated.

Figure 5.11: TiTreturn
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5.4.2 TiTwTreturn

This version of the model introduces a third state Tw, representing the temperature of the

walls of the building. Thus, in this model Ci represents just the internal heat capacity of

the building, not including walls. Ti equation models the behaviour of internal building

averaged temperature, that is affected by thermal plant heating and walls temperature

gains. Treturn is the same as the previous model. Table 5.12 summarize parameters

used.

dTi =

(
1

CiRih
· (f1 − Ti)f2 +

1

CiRiw
· (Tw − Ti)

)
dt+ eP11dw1 (5.12)

dTw =

(
1

CwRiw
· (Ti − Tw) +

1

CwRwe
· (Te − Tw)

)
dt+ eP22dw2 (5.13)

dTreturn =

(
1

ChRih
(Ti − f1)f2 +

1

ChRhe
(Te − f1) +

1

Ch(Tsup − Tret) · fl · cw

)
dt+ep33dw3

(5.14)

Table 5.12: Model Variables

Variable Meaning Unit

Ti Internal temperature [ ◦C]
Te External temperature [ ◦C]
Tw Walls temperature [ ◦C]
Treturn Return water temperature [ ◦C]

Ci Internal heat capacity [ J
kg ◦K ]

Ch Heat capacity of the heater [ J
kg ◦K ]

Cw Heat capacity of the walls [ J
kg ◦K ]

Rih Thermal resistance between internal and heater [m
2 ◦K
W ]

Riw Thermal resistance between internal and walls [m
2 ◦K
W ]

Rwe Thermal resistance between walls and external [m
2 ◦K
W ]

Rhe Thermal resistance between heater and external [m
2 ◦K
W ]

Figure 5.12 shows the RC circuit of the model. In this case, Envelope has its own heat

capacity Cw, and three new heat resistance are introduced: Riw and Rwe describe the

heat transfer between internal wall and external, while Rhe is introduced for modeling

heat losses in the pipes.

As we can see in figure 5.13, in this case TiHat has a faster dynamics, reacting after a

setpoint decrease, although the target indoor temperature Ti maintains an higher level
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Figure 5.12: TiTwTreturn RC model

of lower bound temperature. Since the model is not considering rooms not controlled, a

setpoint decrease causes a consistent internal temperature drop of TiHat. This problem

can be avoided introducing two different behaviours of the indoor temperature depending

whether are controlled or not.

Figure 5.13: TiTwTreturn
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5.4.3 TiTwTreturnTinc

In this model we introduced a new input on the system, Tinc which is an average of

internal temperature of non controlled rooms. Such input is used in the equation (5.15)

for modeling the heat gain of controlled rooms affected by the uncontrolled rooms over-

heat. Rir describes the heat resistance between internal and non controlled rooms, table

5.13 describes all the parameters of this model.

dTi =

(
1

CiRih
· (f1 − Ti)f2 +

1

CiRie
· (Tw − Ti) +

1

(CiRir)
· (Tinc − Ti)

)
dt+ eP11dw1

(5.15)

dTw =

(
1

CwRiw
· (Ti − Tw) +

1

CwRwe
· (Te − Tw)

)
dt+ eP22dw2 (5.16)

dTreturn =

(
1

ChRih
(Ti − f1)f2 +

1

ChRhe
(Te − f1) +

1

Ch(Tsup − Tret) · fl · cw

)
dt+ep33dw3

(5.17)

Table 5.13: Model Variables

Variable Meaning Unit

Ti Internal temperature [ ◦C]
Tinc Internal temperature of non controlled rooms [ ◦C]
Te External temperature [ ◦C]
Tw Walls temperature [ ◦C]
Treturn Return water temperature [ ◦C]

Ci Internal heat capacity [ J
kg ◦K ]

Ch Heat capacity of the heater [ J
kg ◦K ]

Cw Heat capacity of the walls [ J
kg ◦K ]

Rih Thermal resistance between internal and heater [m
2 ◦K
W ]

Rir Thermal resistance between internal and non controlled rooms [m
2 ◦K
W ]

Riw Thermal resistance between internal and walls [m
2 ◦K
W ]

Rwe Thermal resistance between walls and external [m
2 ◦K
W ]

Rhe Thermal resistance between heater and external [m
2 ◦K
W ]

Figure 5.14 depicts RC model. The main difference is in the internal layer, the internal

temperature Ti is affected by the new input Tinc according to thermal resistance Rir.
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Figure 5.14: TiTwTreturnTinc RC model

As we can see in figure 5.15, TiHat now follows properly the behaviour of Ti, as non

controlled rooms contribute to keep temperature level higher then expected when ther-

mostats are turned off. The heating plant dynamics however still does not replicates

original behaviour.

Figure 5.15: TiTwTreturnTinc
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5.4.4 TiZTwTreturnTinc

In this version of the model we divided the building into 4 thermal zones, according to

the pipes loop. The idea is to explicit the dynamics of the distribution system affecting

different zones with a delay interval. Moreover, although the complexity is increased,

zone division reflects more precisely the real structure of the building.

dTiZ1 =

(
1

CiRih
· (f1 − TiZ1)f2 +

1

CiRie
· (Tw − TiZ1) +

1

(CiRir)
· (TincZ1 − TiZ1)

)
dt+eP11dw1

(5.18)

dTiZ2 =

(
1

CiRih
· (f1 − TiZ2)f2 +

1

CiRie
· (Tw − TiZ2) +

1

(CiRir)
· (TincZ2 − TiZ2)

)
dt+eP12dw1

(5.19)

dTiZ3 =

(
1

CiRih
· (f1 − TiZ3)f2 +

1

CiRie
· (Tw − TiZ3) +

1

(CiRir)
· (TincZ3 − TiZ3)

)
dt+eP13dw1

(5.20)

dTiZ4 =

(
1

CiRih
· (f1 − TiZ4)f2 +

1

CiRie
· (Tw − TiZ4) +

1

(CiRir)
· (TincZ4 − TiZ4)

)
dt+eP14dw1

(5.21)

dTw =

(
1

CwRiw
· (Ti − Tw) +

1

CwRwe
· (Te − Tw)

)
dt+ eP22dw2 (5.22)

dTreturn =

(
1

ChRih
(Ti − f1)f2 +

1

ChRhe
(Te − f1) +

1

Ch(Tsup − Tret) · fl · cw

)
dt+ep33dw3

(5.23)

Table 5.14 summarize parameters used. For simplicity, we supposed the same thermal

resistance and heat capacity among different zones.

Table 5.14: Model Variables

Variable Meaning Unit

TiZn Internal temperature in the zone [ ◦C]
TiZnnc Internal temperature of non controlled rooms in the zone [ ◦C]
Te External temperature [ ◦C]
Tw Walls temperature [ ◦C]
Treturn Return water temperature [ ◦C]

Ci Internal heat capacity [ J
kg ◦K ]

Ch Heat capacity of the heater [ J
kg ◦K ]

Cw Heat capacity of the walls [ J
kg ◦K ]

Rih Thermal resistance between internal and heater [m
2 ◦K
W ]

Rir Thermal resistance between internal and non controlled rooms [m
2 ◦K
W ]

Riw Thermal resistance between internal and walls [m
2 ◦K
W ]

Rwe Thermal resistance between walls and external [m
2 ◦K
W ]

Rhe Thermal resistance between heater and external [m
2 ◦K
W ]
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Figure 5.16: TiZTwTreturnTinc RC model

The RC model (figure 5.16) is structured as the previous, except for the internal, divided

into 4 sub circuits affected by different average temperature zones.

Figure 5.17: TiZTwTreturnTinc
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5.4.5 TiZTwTreturnTincFlow

In the last model developed we introduced the measured flow as an input of the model,

as the RC circuit and parameters are the same, they are not presented again.

dTiZ1 =

(
1

CiRih
· (f1 − TiZ1)f2 +

1

CiRie
· (Tw − TiZ1) +

1

(CiRir)
· (TincZ1 − TiZ1)

)
dt+eP11dw1

(5.24)

dTiZ2 =

(
1

CiRih
· (f1 − TiZ2)f2 +

1

CiRie
· (Tw − TiZ2) +

1

(CiRir)
· (TincZ2 − TiZ2)

)
dt+eP12dw1

(5.25)

dTiZ3 =

(
1

CiRih
· (f1 − TiZ3)f2 +

1

CiRie
· (Tw − TiZ3) +

1

(CiRir)
· (TincZ3 − TiZ3)

)
dt+eP13dw1

(5.26)

dTiZ4 =

(
1

CiRih
· (f1 − TiZ4)f2 +

1

CiRie
· (Tw − TiZ4) +

1

(CiRir)
· (TincZ4 − TiZ4)

)
dt+eP14dw1

(5.27)

dTw =

(
1

CwRiw
· (Ti − Tw) +

1

CwRwe
· (Te − Tw)

)
dt+ eP22dw2 (5.28)

dTreturn =

(
1

ChRih
(Ti − f1)f2 +

1

ChRhe
(Te − f1) +

1

Ch(Tsup − Tret) · fl · cw

)
dt+ep33dw3

(5.29)

Figure 5.18 shows a significant improvement on the heating and temperature estima-

tion. The estimation TiHat follows properly Ti and also TrHat reflects accordingly the

behaviour of the supplied water temperature. We tested the model in another period

and in both cases the response is quite satisfactory, the error in the test showed in figure

5.19 amounts to 2%± 0.23% for the internal temperature estimation and 11.2%± 2.4%

for thermal energy.

5.5 Conclusions

In this chapter we described a real case application on an actual building of the white and

grey box approach for thermal optimisation. White box approach has been combined

with NSGA-II optimisation algorithm and two different approaches has been tested:

seasonal and daily control. Even if a white box approach is suitable in applications

where a complete understanding of physical behavior of building dynamics is available,
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Figure 5.18: TiZTwTreturnTincFlow

Figure 5.19: TiZTwTreturnTincFlow

we believe a grey box approach can be more scalable and less expensive from a com-

putational point of view. Results on F40 building are promising, and a model based

predictive control will be tested in order to evaluate actual effectiveness.



Chapter 6

Multiobjective optimisation of

building fenestration design

In the majority of countries around the world buildings require large amounts of energy

both for heating and cooling. Cooling loads due to solar gains represent about half of

the global cooling loads for residential and non-residential buildings [105]. In addition,

the ratio of glazed area on the total area of a building’s façade represents one of the

most important variables influencing the energy need for heating and cooling. Thus,

identifying design parameters of shading devices could considerably increase thermal

energy performance of the building.

In order to find out optimal parameters for design efficient building many studies has

been carried out over the last decade: Radford et al. [106] applied dynamic programming

for multi-criteria design optimisation of 4 parameters: thermal load, daylight availabil-

ity, construction cost and usable area, Huang [107] used adaptive learning based on

Genetic Algorithm (GA) for optimal tuning of PID controller of the HVAC system,

Hauglustaine et al. [108] developed an interactive tool for optimizing building envelope

parameters using GA, Wright [109] using multiobjective genetic algorithm for energy

consumption and occupant thermal comfort optimisation, in particular on a mechanical

system design point of view, Rolfman [110] studied the influence of extra insulation, new

types of window and the introduction of a heat pump on CO2 emissions. More recently,

Wang et al. [111] applied a multiobjective optimisation for optimal design in green

building, taking into account also the life-cycle of parameters (e.g. building orientation,

79
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wall, roof and windows types, wall and roof layers..), that is the sum of consumptions

and waste emissions associated to primary resources, processes and activities related to

parameters choice. Life-cycle based evaluation was proposed also by Hasan [112], he

used a combination of simulator and optimisation in order to find out the best design

parameters (insulation thickness of wall, root and floor, U-Value of windows and type

of heat recovery), Capozzoli et al. [113] proposed the use of the ANOVA approach for

sensitive building energy design.

Moreover, many studies take in account also shading devices for building design opti-

misation: Tzempelikos [114] studied the impact of the use of motorized shading devices

and lighting ignition control on buildings for cooling and lighting demand optimisation,

Franzetti et al. [115] identified 14 parameters concerning the relationship between day-

light and thermal loads, Ho et al. [116] investigated the best geometric configuration

of shading devices for daylight exploitation, Li [117] studied daylight provided to an

high populated residential building in Hong Kong, taking into account six parameters:

building orientation and area, window area, glazing type, shading and colour of external

surface. Manzan [118] proposed a study in which took in account both thermal and

lighting consumptions in order find out the best geometrical and structural parameters

of a shading panel through genetic optimisation on RADIANCE simulations. Subse-

quently, he improved his work [119] replacing RADIANCE with DAYSIM, which allows

on-line evaluation of daylight coefficient and incorporates also behaviour control model

Lightswitch.

Table 6.1: Design Variables

Variable Description Boundaries Unit Distribution Var.Name

Window aspect ratio [1/2:2] - uniform WH
Depth of reveal [0:0.25] m uniform s
Overhang depth [0:2] m uniform Wo

Overhang distance: Do

no storey above the window [0:0.85] m uniform
three storeys above the window [0:4] m uniform
six storeys above the window [0:4] m uniform

Overhang extension ratio [0:3] - uniform DW
Fin depth [0:2] m uniform Wf

Fin distance [0:4] m uniform Df

Fin height: Hf

no storey above the window [0:2] m uniform
three storeys above the window [0:11] m uniform
six storeys above the window [0:20] m uniform

Fin position [right, left] - uniform p
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To sum up, many studies and applications have been carried on identification of optimal

building design, in particular of HVAC systems, glazed areas and shading devices. A

common requirement for this issue is the massive use of simulator tools (e.g. MATLAB,

GBtool, TRNSYS, Simlab, BDA...) in order to find out the quality of design vari-

ables according to chosen criteria (e.g. consumption, welfare, economics or environment

point of view). Since building dynamics are often highly non-linear, gradient-based op-

timisation algorithms are not well-suited in such cases [120], while Evolutionary based

algorithms are less likely to get stuck in local optimum and less dependent to starting

point. Moreover, since multiobjective optimisation is generally based on a set of optimal

solutions, called Pareto front, instead of a single one, population based algorithms are

an appropriate choice. In fact, many of previous works are based on such techniques.

However, since Evolutionary optimisation algorithms are stochastic based, an high num-

ber of objective functions (or fitness) must be evaluated in order to obtain a wide range

of optimal solutions. Besides, simulations are in most cases computationally expensive

and time consuming, therefore is a common approach to implement a surrogate model

approximating the real one. Plenty of applications have been carried out on several

fields: recently was applied in pharmaceutical manufacturing [121], transportation net-

work [122] and inverse heat conduction [123]. As the correlation between input forcing

variables and output depending variables is generally non-linear, multi-linear regression

models are usually not the best choice. To cope non-linearity nature of many real prob-

lems, Neural Network based models has been carried on. These types of models compute

output variables from input by a composition of basic function and connections. During

neural network learning phase a mapping between input-ouput is processed. Supervised

learning maps minimizing error of training data, unsupervised learning attempt to find

an underlying structure of data. Particularly interesting the work of Magnier [124]: he

developed a Response Surface Approximation (RSA) model based on Neural Networks

(NN) for mimic the behavior of TRNSYS simulation of building. On surrogate model,

he applied multiobjective optimisation of total consumption and thermal comfort ac-

cording to building design parameters (five windows dimension and concrete thickness)

and HVAC system control parameters (temperature and humidity set points, thermostat

delays, supply air flow rates). However, is difficult to generalize many real-world me-

chanics due to an high number of influencing factors. Since ensembling technique exploit

diversity of the output of multiple models, is possible to achieve a more generalized pre-

diction and therefore overcome the problem. First ensembling technique proposed was
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Basic Ensemble Method (BEM) [125], the simplest way to combine M neural networks

as an arithmetic mean of their outputs. A direct BEM extension is the Generalised

Ensemble Method (GEM) in which the outputs of the single models are combined in a

weighted average where the weights have to be properly set. In order to obtain diversity

among different models of the ensemble Breiman [126] introduced the Bootstrap Aggre-

gating technique: replacing training data set of each learner with a random combination

of training data itself.

Table 6.2: Cross Correlation of design Variables

Wf Hf p Wo DW WH Df Do

s -0.16 0.01 0.23 -0.27 0.1 -0.09 -0.05 -0.13

Wf 0.02 0.024 0.09 -0.03 0.38 -0.26 -0.15

Hf -0.001 -0.18 0.05 0.14 0.19 0.21

P -0.25 -0.15 0.12 -0.006 -0.11

Wo 0.11 -0.08 -0.008 0.34

DW -0.13 -0.07 0.28

WH 0.3 -0.26

Df 0.16
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Figure 6.1: Surrogate Model

NSGA-II, proposed by Deb [90], is one of the most efficient MOEA [96], applies genetic

algorithm principles of selection, crossover and mutation to each individual, fitness eval-

uation is based on dominance as first criterion and then on crowding distance, which
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supports isolated solutions such that spreading is encouraged. It differs from NSGA [89]

for the introduction of the elitism, a technique inspired by evolutionary theory, stat-

ing that best individual always survives over generations. Thus, in order to keep best

individuals over the next generation, evolutionary principles are applied to generation

n and n + 1. As GA, also NSGA-II can be based on binary coded parameters or real

parameters according to the nature of the problem (discrete or continuous). In our work

we tackle both discrete and continuous variables, so we modified the code in order to

handle both type of variables simultaneously.

6.1 Problem definition

The problem we deal with is to find out configurations of building shadow-casting objects

such that shading factor on winter season is maximized and minimized during summer

season. It is clearly a two conflicting objective optimisation. Table 6.1 shows design

variables taken into account. They are all related to dimension and position of objects

influencing the way shadow is cast. The following list describes the meaning of each

variable:

• Variable 1: window aspect ratio, W/H, which is the ratio of the width of the

window on its height. The area of the window was set to a constant value of

1.45 m2 which, according to the fixed geometry assumptions, led to the maximum

allowable height of the window with the lowest W/H.

• Variable 2: depth of the reveal, s, which represents the distance between the plane

of the window and the outer plane of the wall.

• Variable 3: depth the overhang, Wo, which is the distance of the outer edge of

the overhang from the plane of the window. For structural reasons, the maximum

depth of the overhang was set to 2.00 m.

• Variable 4: distance of the overhang, Do, which is the distance between the over-

hang and the highest edge of the window. Its maximum value is a function of

how many storeys are above the window. Hence, different limits were chosen for

each configuration. Considering that overhangs that are very far from the window

would have a negligible influence on shading, the maximum distance was set to
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4.00 m (as if the balcony were two storeys above the window). For windows on

the highest floor or in the isolated building, the maximum distance was set to 0.85

m, which is the distance between the floor slab and the top edge of the window

with the highest W/H. For lower values of W/H the presence of a small attic can

be hypothesised.

• Variable 5: overhang extension ratio, ∆W/W , which represents the ratio of the

lateral extension of the overhang beyond the vertical sides of the window on the

width of the window.

• Variable 6: depth of the fin, Wf , which is the distance of the outer edge of the fin

from the plane of the window. For comparison with the overhang, the maximum

depth of the fin was set to 2.00 m as well.

• Variable 7: distance of the fin, Df , which is distance between the fin and the closest

lateral edge of the window. For comparison with the overhang, the maximum

distance of the fin was set to 4.00 m as well.

• Variable 8: height of the fin, Hf , which is the distance between the base of the

window and the highest edge of the fin. Different limits for each configuration were

considered.

• Variable 9: position of the fin, pf , which is a flag variable that indicates whether

the fin is placed on the right or left side of the window.

These variables evaluated on six different scenarios according to three different exposures

(North, South, East/West) and contexts (isolated and urban).

6.1.1 Objective Function

The shading factor is defined as the ratio of the global solar radiation received on a

surface in presence of shading obstacles on the global solar radiation received in their

absence. Its average value, with respect to a reference period, is given by:

Fsm =
Fsb,m ·Hb + Fsd,m ·Hd +Hr

Hb +Hd +Hr
(6.1)
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where Fsb,m and Fsd,m are, respectively, the average geometric shading coefficients for

direct and diffuse radiation.

The calculation of the shading factor was performed with a model capable of accounting

for complex boundary conditions, such as a horizon profile, generic-shaped obstructions

and vegetation [127]. Anisotropy of sky was also taken into account but solar radiation

reflected from obstructions was evaluated in a simplified way. The monthly shading

factor was calculated by assuming its value coincident with the daily shading factor of

the average day of the month. For each month, the average day was considered the one

with average sun path, corresponding also to the one with average duration of the day.

6.2 Experimentation and discussion

Experimentation carried out is divided into three main frameworks:

• Dataset. For each input design variable, a range of variation that covers most

of the recurrent building envelope design solutions was considered and a specific

probability density function was taken into account. A significant number of rep-

resentative cases (about 950) was generated for each configuration (North,South,

East/West exposures and isolated/urban context)

• Surrogate Model. Dataset was used to train both Neural Network, and Neural

Networks Bagging Ensemble in order to tune an approximated model capable to

replace the actual time-consuming simulator. Further details about the surrogate

model are discussed in subsection 6.2.1

• Optimisation and post Pareto processing. Multiobjective optimisation is based on

NSGA-II and has been carried out on surrogate model previously defined, then the

resulting Pareto front has been analysed in order to identify which input design

variables are more important (see subsections 6.2.2 and 6.2.3).

Figure 6.2 summarize the process flow of our problem.
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Figure 6.2: Process flow

6.2.1 Surrogate Model

As many building design processes, our study involves time consuming simulator com-

putations based on MATLAB. Since population based optimisation algorithms requires

from hundreds to thousands evaluation performance, a work around is needed in or-

der to perform optimisation in a reasonable time. Common approaches are reduction

in complexity of the design problem [128], neglecting some possible values the discrete

variables of the problem may assume, or reducing simulator complexity [129], replacing

it with an easier model that simplifies some physical dynamics. A different approach

is the reduction of optimisation computational requirements, decreasing population size

or generations [130]. Model surrogate approach tries to overcomes some shortcomings

related to previous methods (e.g. inaccuracy on modelling some building phenomena,

difficult convergence to optimum) by introducing a model that mimics the behaviour of

the original one. Such model can be obtained through gray box approaches based on

analytical functions and data driven methods or black box models, completely based

on data driven methods. In our work we used a black box approach based on Neural

Networks model.

In order to setup the tuning of the neural network topology, in particular the number

of inputs, a preliminary study of the input variables has been carried on: table 6.2

shows correlation between each variable, and highlights a correlation not significantly

high to justify a reduction of the input variables. Therefore, we used a 9 input and

2 output neural network, with a 9 neuron hidden layer. Training was carried on with

Levenberg-Marquardt algorithm and stabilisation of sum of squared errors as stopping

criteria. Training has been processed on 80% of the learning dataset.Figure 6.1 shows a

comparison between the output obtained from the neural network model and the target

output.
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Successively, we used BAGGING technique for improving generalisation of the network.

In our experimentation we used a bagging factor of 0.75, which means that 3/4 of the

training data are recombined, an ensemble of 10 neural networks is used.

Table 6.3 shows errors obtained with and without ensemble, we can see a significant

decrease of error, although deviation is quite high.

Table 6.3: RMSE and MAPE on testing prediction of Neural Network with and
without Bagging Ensemble

RMSE MAPE

NN 4.70%± 1.52% 3.26%± 1.34%
NN ensemble 3.41%± 0.63% 2.21%± 0.42%

6.2.2 Optimisation

MATLAB environment was used for optimisation phase too and has been carried on with

NSGA-II algorithm. The code was slightly modified because we needed to handle both

discrete and continuous variables for our problem. Parameters used for the optimisation

process on surrogate model are shown in table 6.4. Since input variables are mainly

continuous, we preferred an optimisation based on real parameters, instead of binary

coded variables. As tournament selection criteria, dominance and crowding distance

have been taken into account: firstly non dominated solution is compared in order

to establish strongest individual, between two individuals with same rank, crowding

distance establish the best one. Simulated Binary Crossover (SBX) applies crossover

principle of genetic combination of the parents to the offsprings, ηc parameter represent

the crossover spreading, establishing how much offspring individuals can differ from the

parents. According to spreading, βqi parameter is evaluated.

βqi =


(2ui)

1
ηc+1 if ui ≤ 0.5(

1
2(1−ui)

) 1
ηc+1

otherwise
(6.2)

Offspring solutions are assigned according to (6.3) and (6.4)

x
(1,t+1)
i = 0.5

[
(1 + βqi)x

(1,t)
i + (1− βqi)x

(2,t)
i

]
(6.3)

x
(2,t+1)
i = 0.5

[
(1− βqi)x

(1,t)
i + (1 + βqi)x

(2,t)
i

]
(6.4)
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Polynomial mutation applies a random small change to offspring solutions according

to a polynomial probability distribution, which depends on ηm parameter. Mutation

coefficient δi is calculated through (6.5)

δi =

 (2ui)
1

(ηm+1) − 1 if ui < 0.5

1− [2(1− ui)]
1

(ηm+1) otherwise
(6.5)

Mutated solution value given by (6.6)

y
(1,t+1)
i = x

(1,t+1)
i + (x

(U)
i − x(L)i )δi (6.6)

Table 6.4: NSGA-II Parameters

Parameter Value

Optimisation Type Real Parameters
Population Size 30

Generations 20
Selection Tournament
Crossover SBX

Crossover factor 0.8
Mutation Polynomial Mutation
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Figure 6.3 shows a comparison between Pareto front of original dataset, obtained apply-

ing non dominated sorting on every solution of the dataset and Pareto fronts obtained

applying NSGA-II multiobjective optimisation on NNs and ensemble NNs surrogate

models. Objective functions taken into account are maximisation of shading factor dur-

ing winter (January) and minimisation of shading factor in summer (July). The basic

idea is to demonstrate that the dataset realized is representative of the research space

even with a limited number of samples (950): from a qualitative analysis we can assert

that Pareto fronts obtained through models follow the same trend of the original one.

6.2.3 Pareto Fronts discussion

Figures 6.4, 6.5 and 6.6 show Pareto fronts of shading factor in January and July of three

representative locations of different altitudes (Madrid, Brussels and Helsinki). Fronts

shown represents the optimal solutions set which maximize shading factor in January

and minimize in July. Two fronts are compared for each subfigure, best pareto, obtained

applying non dominated sorting on the whole dataset and taking first rank solutions,

and approximated pareto, obtained applying NSGA-II multiobjective optimisation on

approximated model of the original dataset. For each location, six pareto fronts have

been evaluated: three different expositions (North, South, East/West) in both isolated

and urban contexts. It is interesting that pareto fronts in isolated context (1-3) show

a very wide spreading of solutions , while in urban context fronts are limited to few

values of objective functions. In particular we can see that in Madrid, for south and

east expositions, shading factor of both summer and winter assumes a wide range of

the all possible values, so the choice of design variables can drive the performance of

the shading to a wide range of possible scenarios, in a limited way this happens also

for north exposure. It is worth to note that as not as expected, the minimum shading

factor for north exposure is higher than other exposures. This happens because shading

factor index (6.1) is evaluated by the direct and diffuse radiation contributions and since

north exposure implies very low direct radiation contribution, the total shading factor

results lesser than other exposures. In urban context the variation range of objective

functions highly decrease, mainly because of the presence of other buildings covering

solar radiation. In fact, particularly in Helsinki and Brussels, shading factor during

winter for south exposure is very limited (from 0 to 0.1), for east exposure from 0.1 to

0.3 and for north exposure from 0.2 to about 0.45. Summer shading also significantly
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decreases, both in Helsinki and Madrid, in particular for north exposure. Since the

variance of shading factors is very low, in such scenarios the choice of optimal design

variables has less impact on the priority between conflicting objectives. Moreover a very

low maximum shading factor during winter suggests to support solutions maximizing

winter shading. To sum up, a qualitative analysis of Pareto fronts shows that the

decision making phase is more important in isolated contexts compared to urban context,

hence, during project phase, the choice of design variables is crucial. Moreover, in many

urban contexts, solutions maximizing winter shading factor are recommended in order

to exploit as maximum as possible solar radiation and then avoiding radiation surplus

during summer through shielding.

6.2.4 Design variables importance

Figures 6.7, 6.8 and 6.9 show the normalized values that optimal design variables (be-

longing to optimal pareto front) assume. In order to evaluate the variance range of the

variables, a box plot has been carried out. For each variable, median value, first and

third quartile are represented (q1 and q3), upper whisker is given by q3+w(q3−q1) while

lower by q1−w(q3−q1). In our case study, whiskers parameter was set to w = 1.5. Out-

liers are shown as red crosses and lay over the whiskers boundaries. The study has been

carried out both on 9-input problem, which includes the discrete variable fin position

and on 8-input problem, where two fins are placed, hence positioning of the fin is not a

variable in such case. We neglected the 9-input graph as we did not considered mean-

ingful showing discrete variables in such discussion, because in most cases it resulted in

a box plot covering the whole range.

The main idea is to identify which variable is more important to be taken into account

during project phase, analyzing the variance such variable assumes over the optimal so-

lutions pareto front. A small box plot means the value for that variables does not change

very much from the median over the front, hence, such value is a strict requirement dur-

ing project design phase. In general, overhang design has more influence respect of fin:

as we can see, in most cases overhang depth (Wo), overhang distance (Do) and overhang

extension ratio (DW ) box plots are very small, while fin height Hf and fin distance Df

have greater variance, fin depth Wf is an exception, since its variance is often low. It is

worth to note that also reveal depth plays an important role (s) in Helsinki and slightly
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in Brussels, in particular for East/West exposures, while in Madrid is not influential at

all. The behaviour in Madrid, Brussels and Helsinki in urban context and north expo-

sition is different: all variables box plots tend to be wider, and even if overhang depth

still remain dominant, it has not as much influence as on other exposures.

6.3 Conclusions

In this work we firstly set up a dataset based on a simulator through we evaluated the

shading factor corresponding to a set of input design variables describing the fenestration

configuration. The variation of the inputs values to be sent to the simulation has been

carried on according to a uniform distribution. Dataset has been used in order to train

surrogate model, which was based at first place on a NN and then improved into an

Bootstrap AGGregatING (BAGGING) ensemble of NNs, the improvement achieved is

noticeable. The optimisation phase has been processed on the surrogate model and

the Pareto front obtained is really close to the ”real” one as we expected. Then we

investigated Pareto fronts of every configuration through box plot of the design variables

belonging to Pareto front. Such analysis provides a qualitative overview on the variance

of the input variables, indicating which are required to be set to a limited set of values

and, on the other hand, ones can assume a wide range of values. Turn out that in most

cases, overhang features are more critical than fin ones, in particular overhang depth

and distance. Hence, they have to be carefully considered during design phase.
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Figure 6.4: Pareto fronts plots in Madrid. Isolated context at different exposi-
tions: South(1), East/West(2), North(3) and urban context South(4), East/West(5),

North(6).
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Figure 6.5: Pareto fronts plots in Brussels. Isolated context at different exposi-
tions: South(1), East/West(2), North(3) and urban context South(4), East/West(5),

North(6).
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Figure 6.6: Pareto fronts plots in Helsinki. Isolated context at different exposi-
tions: South(1), East/West(2), North(3) and urban context South(4), East/West(5),

North(6).
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Figure 6.7: Madrid Box Plot. Isolated context at different expositions: South(1),
East/West(2), North(3) and urban context South(4), East/West(5), North(6).
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Figure 6.8: Brussels Box Plot. Isolated context at different expositions: South(1),
East/West(2), North(3) and urban context South(4), East/West(5), North(6).
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Figure 6.9: Helsinki Box Plot. Isolated context at different expositions: South(1),
East/West(2), North(3) and urban context South(4), East/West(5), North(6).



Chapter 7

Urban traffic flow forecasting

through statistical and neural

network bagging ensemble hybrid

modeling

7.1 Introduction

Transportation is a wide human-oriented field with diverse and challenging problems

waiting to be solved. Characteristics and performances of transport systems, services,

costs, infrastructures, vehicles and control systems are usually defined on the basis of

quantitative evaluation of their main effects. Most of the transport decisions take place

under imprecision, uncertainty and partial truth. Some objectives and constraints are

often difficult to be measured by crisp values. Traditional analytical techniques were

found to be not-effective when dealing with problems in which the dependencies be-

tween variables were too complex or ill-defined. Moreover, hard computing models can-

not deal effectively with the transport decision-makers ambiguities and uncertainties. In

order to come up with solutions to some of these problems, over the last decade there

has been much interest in soft computing applications of traffic and transport systems,

leading to some successful implementations [131]. The use of soft computing method-

ologies for modelling and analysing traffic and transport systems is of particular interest
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to researchers and practitioners due to their ability to handle quantitative and quali-

tative measures, and to efficiently solve complex problems which involve imprecision,

uncertainty and partial truth. Soft computing can be used to bridge modelling gaps of

normative and descriptive decision models in traffic and transport research. Transport

problems can be classified into four main areas : traffic control and management, trans-

port planning and management, logistics, design and construction of transport facilities.

The first category includes traffic flow forecasting which is the topic tackled in this work.

This issue has been faced by the soft computing community since the nineties [132–138]

up today [139–141] with ANN. As example, among the most recent work [140] focuses

on traffic flow forecasting approach based on PSO with Wavelet Network Model (WNM).

Pamula et al. [141] reviews neural networks applications in urban traffic management

systems and presents a method of traffic flow prediction based on neural networks. Bucur

et al. [139] proposes the use of a self-adaptive fuzzy neural network for traffic prediction

suggesting an architecture which tracks probability distribution drifts due to weather

conditions, season, or other factors. All the mentioned applications have one feature in

common: they use one single global model in order to perform the prediction. Therefore,

the main novelty of the proposed work is to combine different heterogeneous models in

order to get a meta-model capable of providing predictions more accurate than the best

of the constituent models. This work is an extension of previous work [142, 143], where

a basic neural networks ensemble and a simple statistical model have been used, intro-

ducing BAGGING ensembling model. Results shown highlight a remarkable decrease of

error through the BAGGING learning phase.

7.2 Methods

7.2.1 Basic model

In order to perform a meaningful comparison for the forecasting, a basic model should be

introduced in order to quantify the improvement given by more intelligent and complex

forecasting techniques. For seasonal data a basic model might be defined as:

xt = xt−s (7.1)
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with S the appropriate seasonality period. This model gives a prediction at time t

presenting the value observed exactly a period of S steps before. For this work we put

the value of S = 1 which corresponds to the previous hour. It means that to predict the

flow rate of the following hour it is used the current flow measure.

7.2.2 Statistical

One the simplest and most widely used models when dealing with regular time series (as

urban traffic flows) is to build an average weekly distribution of the traffic flow sampled

hourly. Thus, from the data we compute for each day the average flow rate hour by

hour in such a way that we get an average distribution made of 24 · 7 = 168 points.

7.2.3 Neural Network Ensembling

Models ensemble is a technique where many prediction models cooperate on the same

task. The aggregation of multiple prediction of the same variable may lead to better

results and generalization than using a single model prediction. In order to increase

generalization capability, the model learning phase is crucial. The goal is obtain better

predictive performance than could be obtained from any of the constituent models. In

the last years several ensembling methods have been carried out [144–146]. The first

one, also known as Basic Ensemble Method (BEM), is the simplest way to combine M

neural networks as an arithmetic mean of their outputs. This method can improve the

global performance [125, 147] although it does not takes into account that some models

can be more accurate than others. This method has the advantage to be very easy to

apply. A direct BEM extension is the Generalised Ensemble Method (GEM) in which the

outputs of the single models are combined in a weighted average where the weights have

to be properly set, sometimes after an expensive tuning process. Bagging (Bootstrap

AGGregatING) [126] technique improves generalisation: for each learner replaces part of

training data set with a random combination of training data itself. Thus each dataset

may contain duplicated entries of the same sample or not at all. Improvement occurs

especially when small changes in dataset may lead to a large changes in prediction.

Adaboosting [148] introduces weights on the training points.
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7.2.4 Hybrid model

Hybrid models are an extension of the ensembling approach in the sense that the final

goal is to combine different models in such a way that the accuracy of the composition

is higher than the best of the single models. The difference is that the combination is

performed among highly heterogeneous models, that is models generated by different

methods with different properties and thus the composition among them is a complex

rule taking into account the peculiarities of the models and/or of the problem itself.

Therefore, in this work we propose a novel hybrid model which combines an ANN

ensemble with the statistical model. The composition rule is the following : ”IF the

statistical model has a high error (meaning that for some reason we are out of a normal

situation) THEN use the neural model ELSE use the statistical one”. This criterion is

based on the absolute error of the statistical model, thus the composition rule turns into

|xt − yt| > ε ⇒ yt+1 = yt+1
n (7.2)

|xt − yt| ≤ ε ⇒ yt+1 = yt+1
s (7.3)

Where yt+1 is the outcome (one hour prediction) after the composition rule, yt+1
n is the

prediction of the neural ensemble, yts is the current outcome of the statistical model

and yt+1
s is its prediction. This basically means that if we are in normal statistical

conditions (where the statistical model makes a small error) then use as prediction

model the statistical one (which is very accurate in this condition), else (when out of

normal statistical situations) take the neural ensembling estimation.

Figure 7.1: Proposed hybrid model approach
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7.3 Experimentation

In this paragraph we test and compare the methods presented in the previous section.

The test case has concerned the short term traffic flow rate of three different streets,

shown in Table 7.1, located in the town of Terni (about 90km north of Rome). The

data set is made of 3 months (13 weeks) of measurement corresponding to 2184 hourly

samples.

Table 7.1: Street parameters

Maximum traffic flow rate

Street 1 600
Street 2 800
Street 3 950

The data set has been partitioned into training/testing and validation made respectively

of 10 and 3 weeks each. We firstly present result obtained using hybrid model based on

Neural Network Basic Ensemble model and statistic model and we show an improvement

on the forecasting, then we replace Basic Ensemble Model with a Bagging based one.

Results show a further improvement on the forecasting. Performance evaluation of the

models is based on MAPE (7.4)

e =
1

n

N∑
i=1

|xi − yi|
M −m

(7.4)

Where x is the target value to be predicted, y is the output model, M is the real

maximum value and m is the minimum.

7.3.1 Neural Network setup

The ANN are feed-forward Multi Layer Perceptron (MLP) with 10 hidden neurons and

one output (the one hour flow forecast) with sigmoid as activation function for all the

neurons. The number of inputs N has been chosen with a preliminary analysis by

calculating the validation prediction error after ensembling for different values of N as

shown in Table 7.2.
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Table 7.2: History length selection

N (hours) Street 1 Street 2 Street 3

3 5.72 6.88 5.81
5 3.90 5.07 3.99
8 3.29 3.43 3.02
10 3.54 4.12 3.74

By this analysis it turned out the optimal number of input neurons (namely the length

of the history window) to be eight. Training has been performed through the Back-

Propagation algorithm with adaptive learning rate and momentum stopping after 108

iterations and a save best strategy, which save the ANN model coefficients and weights

when the error is lesser than the one in previous iterations. The reported result are

averaged over 10 different runs and the ensemble is therefore made by the same 10

models.

Afterwards, it has been tuned parameter ε of the hybrid model. Table 7.3 shows error

obtained with the hybrid model composed by statistical and BEM models, ε value is the

threshold expressed in number of vehicles.

Table 7.3: Hybrid model parameter ε tuning. Errors percentage of hybrid model at
different values of ε parameter.

ε = 10 ε = 20 ε = 30 ε = 40 ε = 50 ε = 60

Street 1 2.98 2.83 2.81 2.80 2.88 2.99
Street 2 2.85 2.69 2.65 2.66 2.68 2.75
Street 3 3.25 3.13 3.08 3.04 3.03 3.04

7.3.2 Bagging ensemble setup

Bagging factor parameter determines the percentage of the original dataset that is going

to be replaced by a recombination. Therefore we carried out a tuning of the parameter,

evaluating mean ensemble error for different bagging factors. Table 7.4 shows that

increasing bagging factor implies an almost negligible improvement of the performances.

In our tests we used bagging factor 1, that is a recombination of the whole learning

dataset.
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Table 7.4: Bagging factor parameter tuning. Results are averaged over 10 runs with
different bagging factors.

bf 0.75 0.8 0.85 0.9 0.95 1

Street 1 3.56± 0.11 3.41± 0.14 3.39± 0.17 3.21± 0.17 3.12± 0.14 3.11± 0.20
Street 2 4.06± 0.15 4.03± 0.21 3.87± 0.17 3.73± 0.19 3.65± 0.18 3.52± 0.21
Street 3 3.14± 0.14 2.98± 0.15 2.94± 0.19 2.86± 0.11 2.76± 0.13 2.69± 0.11

7.3.3 Results

Experimentations carried on shows a comparison of the performance of the models de-

scribed. Basic model method simply forecast next hour traffic flow according to the

previous measured one, so xt+1 = xt. Statistic model build a weekly profile of the traffic

flow, so in our case the profile is an average over the 10 weeks of the hourly traffic flow.

The result is a model of 168 points representing the average profile of 24 hours for 7

days. Since such models do not involve stochastic processes standard deviation is not

expressed. Artificial Neural Networks result is the averaged error over 10 runs. BEM is

the Basic Ensemble Method, built averaging the output of the Neural Networks previ-

ously evaluated. Since BEM error is evaluated on the averaged output also in this case

standard deviation is not expressed. HBEM is the hybrid statistic and neural network

ensemble based model, in our tests we used ε = 40 that means that if the error of the sta-

tistical models exceeds ε parameter value, is used ensemble model, otherwise statistical

one. Bagging ensemble results are evaluated over 10 runs with bagging factor parameter

set to 1. HBAG is the result of hybrid statistic and bagging ensemble based model. In

order to be comparable with HBEM, bagging ensemble output is averaged over 10 runs,

then we used the same logic: if statistical error exceeds ε parameter, bagging ensemble

model is used. Table 7.5 shows that hybrid model with bagging outperforms previous

ones.

Figures 7.2, 7.3, 7.4 show graphical comparison of statistical, BEM and Bagging models

and highlight that the use of bagging ensemble outperforms previous techniques.
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Table 7.5: Comparison of models percentage error. Basic is the 1-step forward model,
Stat is the weekly average profile, ANN is Artificial Neural Networks model, BEM is
Basic Ensemble Method obtained averaging each neural network output, HBEM is the
hybrid statistical and BEM model, BEG is the bagging ensemble model and finally

HBAG is the hybrid statistical and Bagging ensemble model

Basic Stat ANN BEM HBEM BAG HBAG

Street 1 8.92 5.90 4.93± 0.25 4.58 3.29 3.01± 0.11 2.42
Street 2 9.99 7.14 5.22± 0.31 4.59 4.15 3.52± 0.21 3.01
Street 3 7.66 5.56 3.70± 0.28 3.71 2.93 2.69± 0.11 2.30

Figure 7.2: Street 1 models comparison
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Figure 7.5 shows comparison between the two hybrid models on the 3 streets: target is

followed slighly better by the hybrid statistical and bagging model.
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Figure 7.3: Street 2 models comparison
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Figure 7.4: Street 3 models comparison
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7.4 Conclusions

In this chapter we showed an hybrid modelling approach which combines ANN and a

simple statistical approach in order to provide a one hour forecast of urban traffic flow

rates. Experimentation has been carried out on three different classes of real streets and

results showed that the proposed approach clearly outperforms the best of the methods
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Figure 7.5: Comparison of the statistical and BEM hybrid model with statistical and
Bagging hybrid model on the 3 streets case study.
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it puts together achieving a prediction error lower than 3%. The reason for that is that

the neural ensembling model is capable to provide more reliable estimations when out

of standard conditions because it considers the real traffic dynamics. The accuracy of

the proposed hybrid modelling approach is such that it can be applied for intelligent

monitoring, diagnostic systems and optimal control.



Conclusions and future directions

This dissertation recap activities carried out during my Ph.D. with my research group,

mainly focused on application of soft computing based techniques for energy saving

issues, following the Smart Cities paradigm. Applications involving Smart Cities are

really up-to-date and many new ideas are arising. Thus, it is challenging and at the

same time pleasant tackle such problems.

The work is mainly focused on buildings as they are potentially one the best source of

improvement from efficiency and innovation points of view. An overview of building

control methodologies has been done and soft computing techniques resulted reasonably

promising, as they provide a faster tuning and a lesser knowledge of the modelled sys-

tems. Even hard computing based techniques have been largely applied, MPC control

particularly fits in building control problems, especially under 24 hours granularity.

Building diagnostics framework proposed has been applied to an actual building inside

R.C. Casaccia, applying statistical methodologies for preprocessing and Fuzzy Logic for

data fusion on Situations and Causes levels. Despite its straightforward applicability,

we believe it can be applied also in a scaled level, such as building networks. Of course,

other data fusion methodologies can be considered and tested, as well as the PSC tables

can be further extended. Moreover, a significant set of diagnostics processes can be

implemented and applied on the same F40 test case, in order to obtain a robust tool that

can be used on a commercial level. As for the diagnostics framework, ICT platform too

can be improved: while currently its main purpose is to passively support diagnostics and

optimisation processes, STP could provide several solutions for simplifying tuning of such

processes and offering further useful user friendly services, such as mobile notifications,

captivating user interface and so on.
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Multiobjectve optimisation was based on soft computing too, in particular, Population

based algorithms, respect of gradient-based algorithms are way more suitable in multiob-

jective problems, in particular, we tried to obtain optimal configuration of F40 building

for best thermal consumptions savings without affecting comfort. Our approach was

based on the tuning of supplied water temperature in the thermal plant and local ther-

mostats of the rooms. Results obtained through simulators showed a promising potential

saving both on seasonal approach (keeping a fixed setpoint for three months) and daily

approach (changing setpoints every day). We believe a smaller time window interval

should be investigated too, as some fast dynamics such as solar radiation cannot be

managed on a daily basis approach. Grey Box modeling was based on Stochastic Dif-

ferential Equations describing a physical lumped model of F40 building, the complexity

of the model has been progressively increased and the error obtained on thermal and

internal temperature forecasting is acceptable.

Multiobjective optimisation has been used also for fenestration design optimisation,

aiming to find out design variable more worth to be taken into account while planning

shading devices installation. Such analysis has been made through an accurate investi-

gation of Pareto fronts obtained optimising shading devices features such that shading

factor is maximised during winter and minimised during summer on three representative

cities (Madrid, Brussels, Helsinki). Results shown substantial differences depending to

contexts considered (urban or isolated) and also depending on latitude level. Especially

for isolated contexts, it is important to take in account the overhang rather than fin as

it has a huge impact on Pareto front optimal solutions.

Final work proposed regards a different application field such as public lighting, but

involved as well on Smart Cities paradigm. Moreover, techniques used were almost the

same, hence it is worth to be discussed. We proposed an hybrid statistical and Neural

Network Ensemble model for forecasting traffic flow. Such model provided a significant

improvement on the performance, reaching a 3% error level on the test case taken into

account. Such model can be used as a support for active demand approach on public

lighting systems, such that energy provided can be adapted according to forecasted

traffic flow level.
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