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Preface

The present doctoral dissertation deals with different microwave structures,
the leitmotif of which is the modal expansion of the electromagnetic field
inside them. Some devices, conceived for either radiation or guiding purpose
of the electromagnetic waves, are considered by either exploiting them in
unconventional ways or building up effective tools for their study. Such
advancement in the electromagnetics research is attained by adopting a fully
modal viewpoint in addressing the microwave structures.

In recent years, the widespread use of volumetric solvers such as the fi-
nite element method and the finite-difference time-domain, boosted by the
growing availability of computational resources, has greatly simplified the
solution of electromagnetic problems, which previously required remarkable
mathematical skills and physical understanding. As a drawback, the func-
tional dependences between input parameters and performance, as well as
the insight on the laws ruling electromagnetic phenomena, have been par-
tially obscured. It is this author’s opinion that, in the electromagnetics
research, quantity has prevailed on quality in the sense that the increase
of simulation runs is often preferred to the effort and time necessary to
the development of specialist knowledge on a topic. The philosophy this
work supports is that solid mathematical and physical background will only
redeem the research in the branches of engineering.

It is worth clarifying that the aforementioned viewpoint is not contrary
to the numerical solution of Maxwell equations. The latter is a significant
breakthrough in the electromagnetics research and is undoubtedly helpful in
any research activity. Commercial tools, with their solvers based on domain
discretization, have been indeed employed also in the present work; they have
been mostly used for the validation of developed codes and for the study
of some components and antennas. Nevertheless such tools have intrinsic
limitations, which the present document is aimed at overcoming by means of
full-wave or approximate mathematical models. The modal behaviour of all
structures under consideration is the key-element in this sense: it is exploited
to reveal new perspectives of their physical mechanisms and unprecedented
ways of employment as well as to build up effective tools for their analysis
and design.

The first chapter, which concerns antennas based on electromagnetic
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band-gap (EBG) structures, is exemplary with respect to previous remarks.
Two methods are recalled: the plane wave expansion method and the cylin-
drical wave approach. The one, after enhancing the code available at the
electromagnetic field laboratory of the “Roma Tre” university, allows the
understanding of a physical property which is used in a novel concept of
dual-feed EBG-based antennas. The other, enhanced in comparison with
previous scientific papers and implemented in a flexible and reliable code, is
run to quickly analyse two-dimensional arrangements of cylinders, leading
to the design of a compact, efficient, cheap and easy-to-fabricate antennas.
Both radiating structures share a common mechanism, which received scarce
attention in the scientific literature: they rely on particular Bloch waves. A
comprehensive benchmark of this approach with the more widely known res-
onator antenna is reported in the chapter against EBG structures made of
alumina rods, discussing strengths and weaknesses of the two mechanisms.

The second chapter recalls the formulation of the coupled-mode the-
ory, i.e. an approximate semi-analytical method for the analysis and de-
sign of waveguides with varying cross-section. An approach of this kind is
mandatory to study oversized components for high-power applications such
as Bragg reflectors or converters for cyclotron auto-resonance masers. Most
commercial softwares are indeed unsuitable when the size of the waveguide
cross-section is electrically large. The coupled-mode theory is coded and
successfully validated using corrugated waveguides with sinusoidal or rect-
angular ripple profiles. A rigorous calculation, which is beyond the state of
the art, is implemented to compute the quality factor of Bragg resonators.

The third chapter describes the mode-matching (MM) method, i.e. a full-
wave semi-analytical formulation for the study of step-type discontinuity in
waveguides. The standard method is enhanced, in combination with the
resonator technique, to generate a powerful tool for mode filters based on
corrugations partially filled with absorbers. The net improvement in terms
of computation time, with respect to commercial CAD programs, allows the
use of the MM method under the control of heuristic optimizers techniques
as demonstrated through several examples. Moreover simple models of a
corrugation are developed to understand the physical relations between filter
performance and geometrical parameters as well as to provide guidelines for
designers.

The last chapter describes some areas of application where previous
modal approaches for oversized waveguides are useful. A 250 GHz cyclotron
auto-resonance maser is firstly considered: a feasibility study of its develop-
ment has been recently undertaken at the Italian national agency for new
technologies, energy and sustainable economic development (ENEA). Then
a possible lower hybrid system for reactor-relevant tokamaks is addressed,
focusing on the technological needs and issues associated with its realization
such as the materials of the launcher and the oversized components of the
main transmission line.
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Chapter 1

Antennas Based on Lattice
Eigenmodes

The emission by simple radiators can be shaped using electromagnetic band-
gap (EBG) materials that exploit proper Bloch waves supported by the lat-
tice rather than using its band-gaps. The latter approach, which is imple-
mented in the so-called resonator (or Fabry-Pérot) antennas, is more widely
known and used than the former one, which is addressed here in detail. The
two mechanisms are initially compared under the radiative and electrical
viewpoint for both 2D and 3D configurations of dielectric cylinders. Then
antennas based on lattice eigenmodes are studied under an unprecedented
perspective, highlighting new capabilities and potentials of this kind of EBG
structures.
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1.1 Methods and Tools for Periodic Structures

1.1.1 Introduction

Periodic physical properties in space allow to control particle motion: this
principle applies to electrons within a periodic electrostatic potential as well
as to photons, i.e. electromagnetic waves, in photonic crystals [1]. The latter
feature spatially periodic electromagnetic properties and may exhibit some
frequency ranges, called band-gaps, where light propagation is forbidden.
Although this phenomenon is known since 1887, when Lord Rayleigh ex-
plained it in terms of multiple reflection for the quarter-wave stack, the first
three-dimensional periodic structure, utterly preventing microwave propa-
gation in any direction, was realized about a century later by Yablonovitch
[2]. This breakthrough opened new, unimaginable possibilities, triggering
a remarkable interest and an intense research towards the so-called electro-
magnetic band-gap (EBG) materials.

The last three decades have seen EBG materials finding useful applica-
tion in a wide range of devices such as shields, filters, waveguides, oscilla-
tors and antennas [3, 4]. Concerning the latter, EBG structures have been
successfully employed in combination with several types of radiators, e.g.
printed [5], slot [6], reflector [7], aperture coupled patches [8], curl [9] or
dipole [10] antennas with different roles. Among the most attended ones,
there is the use of EBG materials as substrates, avoiding trapped radia-
tion and increasing antenna efficiency, and as ground planes, realizing high
impedance surfaces or proper phase reflections, so as to prevent surface wave
propagation or to attain low profile antennas [11, 12]. Furthermore, EBGs
can be designed to be a passive medium able to shape the antenna radia-
tion pattern [13, 14], standing out as an attractive solution when the use of
several radiators with their cumbersome feeding networks is not suggested.
Antennas implementing multiple approaches, based on a combination of dif-
ferent EBG geometries, have been also studied [15].

This chapter addresses the employment of EBG materials to enhance the
directivity of antennas with particular attention to the mechanism that ex-
ploits Bloch waves. The analysis and design of periodic structures have been
commonly addressed with manifold methods such as plane wave expansion
[1], finite difference [16, 17], finite element [18, 19, 20], transfer matrix [21],
coupled equations [22], equivalent circuits [23, 24], lattice sums [25], Fourier
modal approach [26], cylindrical waves [27], combined methods [28, 29, 30].
Meanwhile the fabrication of EBG materials considerably improved, becom-
ing feasible even at sub-millimeter waves [31].

In this chapter three numerical methods are adopted: the finite integra-
tion technique (FIT) of a commercial software [32], the plane wave expansion
(PWE) [1] and the cylindrical wave approach (CWA) [27]. The first one,
known as “transient solver”, is not explained because it is a widespread time-
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Figure 1.1: Geometry of the multilayer.

domain technique. The second one, despite being well known, is addressed
in section 1.1.2 because the classical method has been extended to take into
account the presence of an excitation term. With reference to the CWA, a
description is given in section 1.1.3 because some improvements have been
introduced with respect to the theoretical model described in [27] for sim-
ilar applications. In detail, the present version of the code can deal at the
same time with metal and dielectric cylinders, multiple sources and infinite
ground planes under a two-dimensional approximation. Moreover, in [27]
the demonstration presents some errors and wrong values of directivities are
provided for calculated geometries.

1.1.2 Plane wave expansion method

One-dimensional photonic crystals

We initially refer to the reference geometry of Fig. 1.1, which represents a
one-dimensional structure obtained by periodically staking multiple layers
of different materials and usually referred to as multilayer. We assume a
time dependence eιωt and refer to the polarization (Ez, Hy); other choices
would lead to the same conclusions.

Owing to the translational invariance along y and z, the master equation
on the electric field reduces to

1

εr(x)

∂2Ez
∂x2

+
(ω
c

)2
Ez = 0 (1.1)

The relative permittivity εr is periodic and its reciprocal is written as a
Fourier series with coefficients κn:

1

εr(x)
=

∞∑
n=−∞

κneιngx with g =
2π

a
, (1.2)

while the electric field can be expressed as an expansion of Floquet harmonics

Ez(k, x) = f(k, x)esp−ιkx =
∞∑

m=−∞
f̃m(k)espιmgxesp−ιkx (1.3)
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Figure 1.2: Multilayer with a current distribution.

being f(k, x+a) = f(k, x). Both summations must be truncated to an order
M to allow numerical computation. After replacing (1.2) and (1.3) into
(1.1) and performing some mathematical manipulations, the wave equation
becomes

M∑
m=−M

(mg − k)2κn−mf̃m(k) =
(ω
c

)2
f̃n(k) (1.4)

with n = −M,−M + 1, . . . ,M . Once fixed k, the (1.1) returns a standard
eigenvalue problem of the form

A · x = λx

Each eigenvector x, corresponding to a particular λ, consists in a set of
f̃m that define the spatial dependence of the crystal mode according to the
(1.3). The magnetic field can be derived as

Hy(k, x) =
1

ιωµ0

∂Ez
∂x

= h(k, x)esp−ιkx (1.5)

and the ratio between the field components of forward and backward waves
satisfy the following relation

f(k, x)

h(k, x)
= −f(−k, x)

h(−k, x)
(1.6)

The non-homogeneous problem of a current sheet in a one-dimensional
lattice can be qualitatively addressed following a similar approach to a cur-
rent source in a waveguide [33]. The excitation of crystal modes by a current
distribution Jz(x, ω) is projected into the crystal eigenmodes derived with
the PWE method. The Lorentz reciprocity formula∫

V
(E2 · J1 −E1 · J2)dV =

∮
S

(E1 ×H2 −E2 ×H1) · n̂dS (1.7)

is applied to the geometry depicted in Fig. 1.2. The field E1, H1 is a super-
position of lattice modes with amplitudes C(q), excited by J2 = Jz(x, ω)ẑ,
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Figure 1.3: Band diagram of a multilayer with b = a/2, ε1 = 1 and ε2 = 9.

whereas the field E2, H2 is a source-free solution (J2 = 0) represented by
the k-th backward propagating mode. Omitting the dependence on x to
simplify the notation, the (1.7) becomes∫ x2

x1

E(−k)Jz(ω)dx =C(−q) [E(−q)H(−k)− E(−k)H(−q)]x=x1
+

− C(q) [E(q)H(−k)− E(−k)H(q)]x=x2

(1.8)

The spectrum of modes is continuous in the q-space, but for a monochro-
matic current distribution Jz(x)δ(ω − ωr), only the k-th modes with λ =
ω2
r/c

2 can propagate. By taking q = k, the first term in the rhs of (1.8)
vanishes and, using (1.6), the modal amplitude C(k) can be expressed as

C(k) =

∫ x2

x1
f(−k, x)Jz(x)espιkxdx

2f(−k, x2)h(k, x2)
(1.9)

Hence, in the case of a current sheet Jz(x) = I0δ(x− x0),

|C(k)| ∝ |f(−k, x0)| (1.10)

i.e. the amplitude of the excited eigenmode depends on the value of the
eigenfunction of the electric field where the source is located.

Fig. 1.3 shows the typical band diagram for a stack of vacuum and Alu-
mina layers with the same widths. In the case of ka = 0.8π, the envelope
of the first three modes inside the primitive cell is depicted in Fig. 1.4 after
normalizing each function by its maximum. The mode in the dielectric band
is maximally excited when the current sheet is located in the centre of the
Alumina layer, whereas the source in x0 = a/4 mainly supports the mode
in the air band.
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Figure 1.4: Normalized amplitude of the electric field eigenfunctions for the
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Figure 1.5: Normalized amplitude of the electric field eigenfunctions for the
first two modes of the lattice in Fig. 1.3 when ka = π.

Fig. 1.5 shows the same plot of Fig. 1.4 when ka = π. Under this con-
dition, which is particularly attractive for antenna applications, a standing
wave pattern sets up in the crystal because the group velocity vg = ∇kω
vanishes, as can be seen from Fig. 1.3. The rhs of (1.7) also vanishes in ab-
sence of propagation, but the amplitude of the standing wave can be related
to the electric (We) and magnetic (Wm) energy by the Poynting theorem:

∫
V

E · J∗dV = 4ιω(Wm −We) +

∮
S

E×H∗ · n̂dS +

∫
V
σ|E|2dV (1.11)

In a lossless medium with a standing wave, the last two terms of (1.11) are
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Figure 1.6: Lattice (a), unit cell (b), reciprocal lattice (c) and irreducible
Brillouin zone (d) for a triangular arrangement of cylinders.

null, so we get ∫ x2

x1

EzJ
∗
z dx = ιω

∫ x2

x1

(
ε|Ez|2 + µ|Hy|2

)
dx (1.12)

By replacing (1.3) and (1.5) into (1.12), for a current sheet and a stationary
wave with amplitude Csw, we find

C∗sw =
I∗0espι

π
2x0f

(
π
2 , x0

)
ιω
∫ x2

x1

[
ε
∣∣f (π2 , x0

)∣∣2 + µ
∣∣h (π2 , x0

)∣∣2] dx
which confirms the validity of (1.10) also when vg = 0.

Two-dimensional photonic crystals

The application of the plane wave expansion to two-dimensional periodic
structures is briefly recalled to illustrate how unit cells in the form of par-
allelograms can be treated analytically. The Matlab [34] code available at
“Roma Tre” University at the beginning of this work (pweRm3 v.1.0) could
handle square lattice only, but it has been enhanced into the pweRm3 v.2.0
to solve unit cells with a given inclination angle. This improvement is worth
being described because the demonstration of the PWE method given in
[27] does not work for triangular lattices. Moreover the eigenvalue solver of
some commercial software like CST MICROWAVE STUDIO [32] can cal-
culate the dispersion diagram of a square lattice, but it does not support
the definition of the unit cell for triangular ones. The latter is depicted in
Fig. 1.6 together with the corresponding reciprocal lattice and irreducible
Brillouin zone (IBZ).

A test geometry has been chosen from literature as a benchmark and
an oversized unit cell has been studied with CST MICROWAVE STUDIO
(MWS). The comparison between the dispersion diagrams is reported in Fig.
1.7, showing that in the oversized cell the commercial software finds some
fake bands that are not present in the primitive one; the same curves are
obtained using the pweRm3 v.1.0. A feature of such fake bands is that they
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Figure 1. Dispersion diagram for E‖ polarization in a 2D crystal with
hexagonal lattice. The abscissa represents the Bloch wave vector in the
edge of the first reduced Brillouin zone shown in the small insert.

propagation [19]. For a given Bloch wave, the averaged velocity Ve of
the energy flow (the average is taken upon a lattice cell) is equal to
the group velocity, i.e.:

Ve = Vg = gradk(ω) =
∂ω

∂kx
ex +

∂ω

∂ky
ey. (5)

Thus, the averaged flow of energy is directly linked with the
dispersion curve of the Bloch mode k(ω). However, the usual
representation of the dispersion curve on the edge of the first reduced
Brillouin zone do not explicitly show kx and ky, and do not contain
the information on this group velocity.

This is one of the reasons why we thought that a 3D representation
of the same diagram was more convenient for our purpose. Figure 2
shows the same dispersion diagram as Fig. 1, but the Bloch wave vector
covers the whole Brillouin zone (in fact (kx, ky) belongs to a square
region larger than the first reduced Brillouin zone). In this figure, each
band is represented by a curved sheet. All the information of Fig. 1
is included in this 3D diagram. In order to obtain the usual 2D view,
one should imagine the intersection of the sheets with the vertical walls
of a prism whose base is the first Brillouin zone. Furthermore, much
more information may be drawn from the 3D diagram. For instance,
in an harmonic problem, it is useful to consider the intersection of
the sheets with a horizontal plane corresponding to the wavelength of

(a) (b) 

fake bands 

Figure 1.7: Dispersion plot taken from [14] (a) and calculated with CST
MWS (b) for a triangular lattice of dielectric cylinders in a vacuum with
lattice period = 4 m, cylinder radius = 0.4 m and εr = 8.41.
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Figure 1.8: Primitive cell with the form of a parallelogram and relevant
lattice vectors.

are not symmetric with respect to the IBZ; it follows that, when plotting the
dispersion curves of two different irreducible Brillouin zones, only the modes
of the primitive cell hold steady, while the fake ones change. In principle
real and wrong bands can be discriminated according to this feature, but
such an approach requires heavy additional processing and it is not suitable
for three-dimensional plots.

The analytical formulation of the PWE for two-dimensional lattices has
been thus faced to look for a rigorous solution to the problem. We refer to
a lattice, the primitive cell of which is depicted in Fig. 1.8. The plane wave
expansion method consists of two steps:

1. The Fourier transform of the inverse of the dielectric constant in the
primitive cell:

κ(G) =
1

S

∫
S
ε−1
r (r)e−ιG·rdξdη

where G = m1g1 + m2g2 is the connecting vector of the cells in the
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reciprocal lattice and

r = ξ
a1

a1
+ η

a2

a2
=
n1

N1
a1 +

n2

N2
a2

is the position vector inside the primitive cell. This vector is discretized
into N1×N2 subcells, justifying the last equality in the previous equa-
tion.

2. The solution of the eigenvalue equation for TM polarization given a
set of kx and ky:∑

G

κ(G′ −G)(G− k)2V (k,G) = k2
0V (k,G′)

where k2
0 is ω/c and V is the amplitude of the two-dimensional Floquet

modes. This form of the eigenvalue equation is not convenient to com-
pute the eigenvectors because the matrix on the lhs is not hermitian.
A suitable form can be obtained multiplying both sides by (G′−k) and
calculating W (k,G′) = |G′ − k|V (k,G′) from the following system:∑

G

|G′ − k|κ(G′ −G)|G− k|W (k,G) = k2
0W (k,G′)

For the primitive cell of Fig. 1.8, the first step becomes

κ(m1,m2) =
1

ab sin θ

∫ b

0

∫ a

0

1

εr(ξ, η)
e
−ι(m1g1+m2g2)·

(
n1
N1

a1+
n2
N2

a2

)
sin θdξdη

where the exponential can be developed as follows

e
−ι

(
2πm1
a

x̂− 2πm1
a tan θ

ŷ+
2πm2
b sin θ

ŷ
)
·
(
n1
N1

ax̂− n2
N2

b cos θx̂+
n2
N2

b sin θŷ
)

=

= e
−ι2π

(
m1n1
N1

+�����m1n2b
2N2a

cos θ−�����m1n2b
2N2a

cos θ+
m2n2
N2

)

leading to

κ(m1,m2) =
1

ab sin θ

∫ b

0

∫ a

0

1

εr(ξ, η)
e
−ι2π

(
m1n1
N1

+
m2n2
N2

)
sin θdξdη =

≈ 1

N1N2

∑
n1

∑
n2

1

εr(n1, n2)
e
−ι2π

(
m1n1
N1

+
m2n2
N2

) (1.13)

The latter expression is the same of a rectangular lattice with unit cell
a1×a2; in other words, the Fourier coefficients for a parallelogram primitive
cell can be computed by calculating the ones of an equivalent orthogonal (i.e.
rectangular) cell, where the length of the edges is the same as in the tilted
cell. In one of its modules, the pweRm3 v.1.0 actually implements a more
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Figure 1. Dispersion diagram for E‖ polarization in a 2D crystal with
hexagonal lattice. The abscissa represents the Bloch wave vector in the
edge of the first reduced Brillouin zone shown in the small insert.

propagation [19]. For a given Bloch wave, the averaged velocity Ve of
the energy flow (the average is taken upon a lattice cell) is equal to
the group velocity, i.e.:

Ve = Vg = gradk(ω) =
∂ω

∂kx
ex +

∂ω

∂ky
ey. (5)

Thus, the averaged flow of energy is directly linked with the
dispersion curve of the Bloch mode k(ω). However, the usual
representation of the dispersion curve on the edge of the first reduced
Brillouin zone do not explicitly show kx and ky, and do not contain
the information on this group velocity.

This is one of the reasons why we thought that a 3D representation
of the same diagram was more convenient for our purpose. Figure 2
shows the same dispersion diagram as Fig. 1, but the Bloch wave vector
covers the whole Brillouin zone (in fact (kx, ky) belongs to a square
region larger than the first reduced Brillouin zone). In this figure, each
band is represented by a curved sheet. All the information of Fig. 1
is included in this 3D diagram. In order to obtain the usual 2D view,
one should imagine the intersection of the sheets with the vertical walls
of a prism whose base is the first Brillouin zone. Furthermore, much
more information may be drawn from the 3D diagram. For instance,
in an harmonic problem, it is useful to consider the intersection of
the sheets with a horizontal plane corresponding to the wavelength of

Figure 1.9: Dispersion plots obtained from [14] (a), pweRm3 v.1.0 (b) and
pweRm3 v.2.0 (c) for the triangular lattice of Fig. 1.7.

complicated algorithm than expression (1.13) in order to avoid numerical
instabilities and errors related to the discretization of the unit cell [35, 36].
Such module can be applied without modification to parallelogram primitive
cells provided that previous indications are followed.

With reference to the second step, the squared term can be developed
as follows

(G− k)2 =

(
2πm1

a
x̂− 2πm1

a tan θ
ŷ +

2πm2

b sin θ
ŷ − kxx̂− kyŷ

)2

=

=

[(
2πm1

a
− kx

)
x̂ +

(
− 2πm1

a tan θ
+

2πm2

b sin θ
− ky

)
ŷ

]2

=

=

[(
2πm1

a
− kx

)2

x̂ · x̂ +

(
2πm2

b sin θ
− 2πm1

a tan θ
− ky

)2

ŷ · ŷ
]

and the eigenvalue equation becomes

∞∑
m1

∞∑
m2

κ(G′ −G)

[(
2πm1

a
− kx

)2

+

(
2πm2

b sin θ
− 2πm1

a tan θ
− ky

)2
]
·

· V (k,G) = k2
0V (k,G′)

(1.14)

From (1.14), the equation for square lattices is readily derived by taking
θ = π/2 and a = b, giving the linear system that was coded in pweRm3

v.1.0. The release v.2.0 of the code instead implements the (1.14) as well
as many other improvements. For example, hermitian matrices are used,
tricks have been introduced to speed up the calculation, and the derivation
of eigenvectors, not allowed in the previous version of the code, has been
implemented. Fig. 1.9 shows the benchmark with the test case from [14] and
the outcomes of the two versions of pweRm3, demonstrating the reliability of
the new release.
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1.1.3 Cylindrical wave approach

The cylindrical wave approach employs a multipole expansion based on
cylindrical functions; it is mostly fast and effective in addressing scatter-
ing problems from cylindrical objects with circular cross section. A two-
dimensional formulation for TM-polarized waves is given here by referring
to the geometry shown in Fig. 1.10. It consists of N cylinders and M current
wires with negligible radius (i.e. line sources), both invariant along z, in a
vacuum background. All dimensions and coordinates are normalized using
the vacuum wavenumber k0 = 2π/λ, so that ξ = k0x and η = k0y; besides
the main reference frame, polar local coordinate systems are also introduced
for each object, e.g. ρq = k0rq and θq for the q-th cylinder. The latter, which
has a normalized radius αq, can be made of either a perfect metal conductor
or a linear, isotropic, homogeneous, dielectric material with εq = ε0n

2
q , being

nq the refractive index. A time dependence eιωt is assumed throughout the
demonstration. The scattering problem reduces to the determination of a
scalar function V (ξ, η), which is the total electric component Ez given by
the superposition of the three terms: Vi, Vs, Vq.

The first term is the incident field, namely the one radiated by the sources
in absence of cylinders. By superposition principle, it can be written as

Vi(σm, φm) = −
M∑
m=1

VmH
(2)

0 (σm) (1.15)

being σm as in Fig. 1.10, H (2)

0 the 0-th order Hankel function of the second
kind and Vm the complex amplitude of the m-th source. The latter radiates
a field that does not depend on φm because thin current wires feature an
omnidirectional radiation pattern on the H-plane. It is convenient to express

!
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! mq
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!mq
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Figure 1.10: Geometry of the scattering problem.
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the (1.15) through the local coordinate system of each q-th scatterer by using
the Graf’s addition theorem [37] and noticing that σm = ‖ρ

q
− σmq‖. After

applying some properties of the Hankel functions, the (1.15) becomes

Vi(ρq, θq) = −
M∑
m=1

∞∑
k=−∞

CW−k(σmq, φmq) Jk(ρq) eιkθq (1.16)

where Jk is the k-th order Bessel function of the first kind and the cylindrical
function CWk(r, ϕ) = H (2)

k (r)eιkϕ has been introduced.

The term Vs is the superposition of the scattering due to any cylinder. If
the field scattered by the n-th rod is expressed as an expansion of cylindrical
waves with unknown coefficients cn`, we have

Vs(ρn, θn) =

N∑
n=1

∞∑
`=−∞

cn`H
(2)

` (ρn)eι`θn (1.17)

The Graf’s formula can be rearranged to write the Hankel functions with
the q-th local coordinates as follows

H (2)

` (ρn)eι`θn = H (2)

` (‖ρq − ρnq‖)eι`θn =

=

∞∑
k=−∞

(−1)`+kCW`−k(ρnq, θnq)Jk(ρq)e
ιkθq

(1.18)

Taking into account the case n = q, the (1.17) becomes, after some manip-
ulations,

Vs(ρq, θq) =
N∑
n=1

∞∑
`=−∞

∞∑
k=−∞

cn`(−1)`+k
[
H (2)

k (ρn) δnqδ`k+

+CW`−k(ρnq, θnq) Jk(ρq) (1− δnq)] eιkθq

The last term is the field inside the metallic and dielectric q-th cylinder.
In the fist case, it vanishes, whereas in the second case, it is expressed as a
superposition of standing cylindrical waves with unknown coefficients dqk:

Vq(ρq, θq) =

∞∑
k=−∞

dqk(−1)kJk(nqρq)e
ιkθq (1.19)

where (−1)k has been inserted for convenience. We introduce the function
τq equal to 0 or 1 for metallic or dielectric cylinders, respectively.

The boundary condition on Ez over the cylinders surface is

Vi(αq, θq) + Vs(αq, θq) = Vq(αq, θq), ∀θq (1.20)
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-Vm 

!PEC 

Figure 1.11: Application of the image principle; after calculating the equiv-
alent geometry (b) the field in the bottom half-space is set to zero.

for q = 1, 2, . . . , N . In the case of dielectric cylinders, the term Vq contains
the unknowns dqk, which can be derived using the boundary condition on
the tangential component of the magnetic field Hθ:

∂ [Vi(ρq, θq) + Vs(ρq, θq)]

∂ρq
=
∂Vq(ρq, θq)

∂ρq
,

{
∀θq
ρq=αq

(1.21)

for q = 1, 2, . . . , N . After using the orthogonality property of the exponential
function and combining (1.21) with (1.20), the following equation for the q-
th cylinder and the k-th cylindrical harmonic is obtained:

N∑
n=1

∞∑
`=−∞

cn`(−1)`
[
(1−Qqk)Un`qk + Tn`qkQqkT

′
n`qk

]
=

= (1−Qqk)Pqk

(1.22)

with

Un`qk = CW`−k(ρnq, θnq) (1− δnq)

Pqk =
M∑
m=1

VmCW−k(σmq, φmq)

Tn`qk = δnqδ`kH
(2)

k (αq)/Jk(αq)

T ′n`qk = δnqδ`kH
(2)

k

′
(αq)/J

′
k(αq)

Qqk =


0, for τq = 0

1

nq

Jk(nqαq)

J ′k(nqαq)

J ′k(αq)

Jk(αq)
, for τq = 1

(1.23)

where the symbols H (2)

k

′
and J ′k represent the total derivative of the relevant

functions with respect to ρq.
After choosing a truncation index L for the harmonic expansions (k =

−L,−L+ 1, . . . , L, ` = −L,−L+ 1, . . . , L), a linear system of the form

A · x = B (1.24)
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Figure 1.12: Convergence studies for dielectric (a) and metallic (b) cylinders.

for the coefficients cn` is obtained. By using the standard algorithms of LU
factorization and partial pivoting, the (1.24) can be solved and the electro-
magnetic field outside the cylinders univocally determined. The presence of
a ground plane can be handled by applying the image principle, solving the
equivalent geometry and retaining only the electric field of the actual half-
space, as illustrated in Fig. 1.11. In addition, no assumptions have been
made on the refractive index of dielectric cylinders: it can be a complex
number, allowing for lossy materials.

A fundamental parameter is the truncation index L, whose choice is a
trade-off between accuracy and computational load. Its impact on the linear
value of the directivity has been investigated using two test cases, made of
either dielectric or metallic cylinders, in order to derive an empirical con-
vergence rule. In detail, the test geometry consists of a current wire and
three cylinders with the same radius; several preliminary calculations have
been performed to identify the most important parameters affecting con-
vergence. The number of sources and the distance between them or with
the cylinders was found to have a negligible impact, whereas the minimum
distance between cylinders and the maximum radius affect the truncation
order. The convergence has been therefore studied for a large set of ge-
ometries obtained by varying the previous parameters and, in the case of
dielectric cylinders, the relative permittivity. The directivity of each geom-
etry is calculated increasing L step-by-step and checking its variation with
the previous computation. When two consecutive checks return a variation
lower than 0.01, the value of L corresponding to the first positive check is
stored and another geometry is analysed.

In the case of dielectric scatterers with the same radius αd, an accuracy
of 0.01 on the directivity has been fulfilled with the following scaling law

Ld = ceil
{

0.5 + 828α0.8
d ρ−0.12

min

}
(1.25)
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(a) (b) (c) 

Figure 1.13: Electric field and radiation patterns in dB scale calculated with
CWA (a), CST MWS (b) and COMSOL Multiphysics (c) at 5 GHz for a
geometry taken from [27]. There are 49 dielectric rods with radius = 0.26
cm, Px = Py = 1.48 cm, εr = 9, arranged in a square lattice in a vacuum.

where ceil(x) gives the smallest integer ≥ x and ρmin is the minimum dis-
tance between two elements in the geometry. The (1.25) has been overlapped
to the calculated L of all geometries in Fig. 1.12a: the form resembling a
sawtooth wave is due to the change of εr, which is found to play no role in
the convergence. With reference to metallic cylinders with radius αd, the
same accuracy has been achieved according to the law

Lm = ceil
{

547α0.72
d ρ−0.11

min

}
(1.26)

The corresponding convergence plot is shown in Fig. 1.12b and exhibits a
stair form, the steps of which mostly correspond to a change of the radius.
As far as the structures dealt in this chapter are concerned, extensive para-
metric analyses provided sound confidence that the choice L = max{Ld, Lm}
represents a satisfactory criterion.

The CWA has been coded in Matlab and validated against other com-
mercial softwares like CST MICROWAVE STUDIO and COMSOL Multi-
physics [39] as well as against results from [38], where a method based on the
T-matrix and lattice sum [25] is adopted. These tools intrinsically assume
two-dimensional symmetry, i.e. translational invariance with respect to the
z-axis. Fig. 1.13 shows a comparison for an antenna based on dielectric
cylinders: the directivity, side lobe level and half-power beam width com-
puted with CST MWS are 12.1 dB, −8 dB and 11.5 deg, respectively; the
ones computed with CWA are 12.1 dB, −8 dB and 11.0 deg. Fig. 1.14 shows
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(a) (b) (c) 

Figure 1.14: Radiation patterns calculated with CWA (a), CST MWS (b)
and with the lattice sum technique (c) for the geometries reported in figures
7c (top) and 7e (bottom) of reference [38].

a comparison between H-plane radiation patterns for a structure based on
metallic cylinders; such figures represent only a few examples of the ex-
haustive benchmark activity that was carried out. A very good agreement
has been obtained between the outcomes of CST MWS and the analyti-
cal techniques; a good, despite slightly worse, matching was obtained with
COMSOL Multiphysics.
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1.2 Two Types of EBG-based Antennas: a Com-
parison

1.2.1 Background and motivations

This section deals with the mechanisms proposed to enhance the directivity
of a single radiator by means of EBG structures. In this sense two ap-
proaches have been theoretically demonstrated and experimentally proven
to be particularly effective. In the first one, i.e. the so-called cavity method
[40, 41, 42, 43, 44], the primary radiator is located in between a ground plane
and an EBG material working inside the band-gap. Such a configuration
behaves like a resonator and the radiation is the result of a leakage from the
EBG cover, which acts as a partially reflecting surface [45, 46]. In the second
mechanism, which will be referred to as embedded source method [14, 47, 27],
the radiating element is embedded within a crystal working at the edge of
the band-gap, namely, in a region where the electromagnetic propagation is
supported along only a few particular directions. The relevant layouts are
depicted in Fig. 1.15.

Both methods are widely documented in scientific literature, but an ex-
haustive benchmark between them was never carried out. Here a detailed
study of merits and limits and a comprehensive comparison of the two meth-
ods are presented. In details, two-dimensional periodic structures, arranged
in either triangular or square lattices of infinitely long, dielectric rods are ini-
tially considered. The cylinders are excited by a 8 GHz electric line source,
i.e. a thin current wire, infinite in extent, which radiates a TM-polarized
wave, namely with the electric field parallel to the rod axis in order to max-
imize the interaction with the EBG structure. The main results have been
published [48, 49, 50].

Despite based on different mechanisms, both the cavity and the embed-
ded source methods act as spatial filters in the spectrum of the in-plane
wavevector, being the one contained in the plane orthogonal to the cylin-
der axis, i.e. the H-plane radiation pattern of the line source. This concept
can be better elucidated by referring to the radiation properties of a cur-

(a) (b) 

Figure 1.15: Layouts of the cavity (a) and embedded source (b) methods:
rectangles, horizontal lines and X-points represent EBG materials, ground
planes and primary radiators, respectively.
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(b) (a) 

Figure 1.16: Real part of Ez (a) and H-plane radiation pattern (b) for a line
source.

rent wire, which is assumed to be aligned with the z-axis and to have the
following time and space dependence

I = I0eι(ωt−kzz)

The fields radiated by this source, placed in the origin, are TMz-polarized
and can be expressed through the vector potential, showing a family of solu-
tions of the Helmholtz equation in cylindrical coordinates with the following
form:

A = ẑAz(ρ, φ, z) = ẑ[C1H
(1)
m (ktρ) + C2H

(2)
m (ktρ)]×

× [D1 cos(mφ) +D2 sin(mφ)]e−ιkzz (1.27)

being ρ and φ the polar in-plane coordinates, kt the modulus of the in-plane

wavevector and H
(1)
m and H

(2)
m the m-th Hankel functions of the first and

second kind, respectively. In an unbounded vacuum without scatterers, a
line source features C1 = 0 and m = 0, while the integration constants are
C2D1 = A0 = −ι0.25µ0I0. So in far zone:

E = −I0

√
ιktµ0

8πε0

e−ιktρ√
ρ

ẑ, H =

√
ε0

µ0
ρ̂×E (1.28)

which is a TEMρ wave that does not depend on φ. The line source uniformly
excites the kt space, generating an omnidirectional radiation pattern in the
H-plane as shown in Fig. 1.16

The EBG-based techniques for directivity enhancement have the effect
of shaping this uniform spectrum. In the case of the cavity method, the
structure indeed behaves like a Fabry-Pérot interferometer, so that very few
components of the wavevector are enhanced, while the others are impaired
[51, 52]. With reference to the embedded source approach, instead, it is
the crystal itself that works in a region of the Brillouin diagram, where
only a very small portion of the wavevector spectrum is allowed. The same
behaviour occurs in the H-plane of three-dimensional structures.
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1.2.2 From lattice to finite-size geometries

The first step to be performed is a preliminary design of the lattices, based
on infinite periodic arrangements of cylinders. The lattices under consid-
eration consist of dielectric cylinders with circular cross-section, diameter
d = 5.6 mm and relative permittivity εr = 9, whereas they differ in lattice
periods and the type of arrangement, i.e. square or triangular. All structures
are excited at a central frequency of 8 GHz and placed in a vacuum.

As far as the cavity method is concerned, the figure-of-merit to be con-
sidered is the transmission efficiency ηT of a plane wave impinging on stacked
layers of infinite dielectric rods, arranged according to the lattice symmetry
and provided with an interruption of periodicity. The transmission effi-
ciency, defined as the ratio between transmitted and incident power, has
been calculated with CST MICROWAVE STUDIO for the square and tri-
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Figure 1.17: Transmission efficiency versus frequency for the square (a) and
triangular (b) arrangements of dielectric rods in a vacuum with Px = Py =
13 mm for the former and Px = 15.4 mm, Py = 13.4 mm for the latter.
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Figure 1.18: Transmission efficiency versus angular spectrum in the square
(a) and triangular (b) arrangements of dielectric rods of Fig. 1.17 and in
absence of scatterers.
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Figure 1.19: Two-dimensional band diagram of a square lattice with period
Px = Py = 18.5 mm; at 8 GHz four directions of propagation are allowed
as sketched aside.

angular arrangements of cylinders; their plots are given in Fig. 1.17 with
the sketches of the relevant geometries. As reported in [51], several param-
eters can be adjusted to obtain a transmission peak at 8 GHz; here the
cavity width has been used to this aim. In absence of defect, the structure
holds its periodicity and the plane wave is totally reflected in the forbidden
band (dashed curve), whereas a transmission peak appears in the band-
gap (solid curve) after removing a layer and increasing the spacing between
the two consecutive layers of rods. This behaviour applies to normal inci-
dence: other propagation directions lead to negligible transmitted power in
the band-gap as depicted in Fig. 1.18, where ηT is plotted at 8 GHz chang-
ing the propagation directions of the impinging plane wave from normal to
grazing incidence.

With reference to the scheme using lattice modes, the band diagram of
the crystal, calculated through the in-house code pweRm3 v.2.0 described
in section 1.1.2, is considered to select the proper mode. In the case of
square arrangements of cylinders, the relevant dispersion plot is depicted in
Fig. 1.19: at 8 GHz there are four allowed direction of propagations aligned
with the Cartesian axes because the lattice properties are invariant by rota-
tion or mirror operations in the first Brillouin zone according to the square
symmetry. This behaviour can be better appreciated in Fig. 1.20, where
the three-dimensional Brillouin diagram is shown together with the isofre-
quency plot at 8 GHz. The plane at constant frequency intersects the lower
edge of the second band where kx = 0 and ky = 0, implying that only the
Bloch waves propagating along the x and y axes are supported at this fre-
quency. In the antenna configuration, the infinite perfect electric conductor
(PEC) cancels the horizontal lobes and the bottom vertical one; therefore
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Figure 1.20: (a) Three-dimensional band diagram of the square lattice of
Fig. 1.19. (b) Isofrequency dispersion diagram in the same lattice and in a
vacuum; shaded regions represent allowed propagation directions inside the
crystal.
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Figure 1.21: Two-dimensional band diagram of a standard triangular lattice
with period of 21.3 mm (Px = 21.3 mm, Py = 18.4 mm); at 8 GHz six
directions of propagation are allowed as sketched aside.

only upward propagating Bloch waves are allowed in the final structure.

As far as the triangular lattice is concerned, the band diagram along the
IBZ of a standard arrangement, is shown in Fig. 1.21. At the lower edge of
the second band only waves propagating toward the M point are allowed,
that, according to the hexagonal symmetry of the reciprocal lattice, corre-
spond to six allowed directions of propagation. We can suppress those with
kx 6= 0 by slightly decreasing the horizontal distance between rods to break
the hexagonal symmetry of the reciprocal lattice. The three-dimensional
band diagram that is obtained following this approach is depicted in Fig.
1.22, leading to only upward and downward propagating waves as clarified by
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Figure 1.22: (a) Three-dimensional band diagram of the triangular lattice
of Fig. 1.21 with Px decreased from 21.3 to 18.8 mm. (b) Isofrequency
dispersion diagram in the same lattice and in a vacuum; shaded regions
represent allowed propagation directions inside the crystal.
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Figure 1.23: Three-dimensional band diagram of the square (a) and trian-
gular (b) lattice of Figs. 1.19 and 1.22, respectively.

the isofrequency dispersion diagram shown in the same figure. Bloch waves
propagating toward y < 0 are suppressed by a PEC plane in the finite-size
antenna. An enlargement of the three-dimensional dispersion diagrams of
both square and triangular lattices is reported in Fig. 1.23.

Since real antennas have finite dimensions, previous lattices must be
truncated to a finite number of rods, moreover perfect electric conductors
can be used to prevent wave propagation along unwanted directions and line
sources are inserted to feed the device. Finite-size geometries, parametric
with respect to the number of layers (NL) and the number of rods in the
longest layer (NN), are depicted in Fig. 1.24.

Resonator antennas are realized splitting the structure in two halves, by
placing an infinite PEC surface in the midplane of the cavity, and removing
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Figure 1.24: Finite-size geometries for the square arrangements of rods in
the cavity (a) and the embedded source (b) method and for the triangular
case in the former (c) and the latter (d) method. The PEC plane is infinite
and the X-points stand for the location of the line sources.
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Figure 1.25: Excitation of the defect mode in the cavity.

the bottom part. The line source is located at a quarter wavelength (λ0/4 in
vacuum) from the ground plane; the radiation parameters were found to be
almost insensitive to this distance, provided that a minimum spacing (about
λ0/20) from the PEC is preserved. At a first glance, one could believe that
a line source, which is oriented parallel to the PEC, should appear shorted
as it approaches the PEC, and at a distance of λ0/20 is bound to produce
very little radiated power. More precisely, this phenomenon happens when
line sources radiating in a free half-space are considered because, by apply-
ing image theory, an array of two very close sources with opposite phasing
destructively interferes along the array axis, while the scope is to maximize
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Figure 1.26: Two-dimensional directivity [dB] for the geometry of Fig. 1.24c
with NN = 3, NL = 26, ∆ = 20.43 mm, Px = 15.4 mm, Py = 13.4 mm.

the power radiated far away, i.e. in far field. In the present case the situation
is somewhat different because the source has a local role, which is the exci-
tation of a defect mode inside the cavity. This mode must be odd and the
image source contributes to the excitation even when real and image sources
are very close. The radiation performance starts deteriorating very close to
the PEC, where the source is practically shorted or, under a different view-
point, where the electric field pattern of the defect mode exhibits a null, so
the mode is not excited. The situation is shown in Fig. 1.25 for clarity, while
the behaviour of the directivity as a function of the PEC-source distance is
given in Fig. 1.26.

As for the EBG materials working at the edge of the band-gap, a ground
plane is also used at the bottom to obstruct downward propagating modes
in the modified triangular lattice, whereas, for the square lattices, it also
suppresses the horizontal lobes due to waves traveling along the x-axis. A
thin, infinite current wire is embedded inside the crystal, between the first
and the second layer of rods: this location was proven to be a good choice on
the basis of several full-wave simulations; further details on the positioning
of the source have been given section 1.1.2.

Lattice truncation slightly modifies the behaviour of infinite structures,
e.g. leading to a detuning of the transmission peak in the cavity method. To
compensate this effect, each finite configuration was optimized with respect
to the directivity along the y-axis (see the reference coordinate system in
Fig. 1.24). A local optimizing technique interpolates the objective function
within a trusted region of the domain and updates the latter step-by-step
according to the quality of the approximation model. The optimization do-
main consists of the geometrical parameters with the highest impact on the
performance. They are the cavity width ∆ in the resonator antenna and the
lattice periods Px and Py in the other mechanism. The preliminary design
presented in this section provides the starting values for these parameters
to the optimizer.
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Figure 1.27: Realistic structures emulating the ideal two-dimensional ge-
ometries.

Two possible experimental setups can be conceived to physically imple-
ment previous two-dimensional structures. The one consists in arranging
the dielectric rods in a parallel plate waveguide with height � λ0 and us-
ing a coaxial cable with the outer conductor grounded to one plate. The
coaxial pin emulates the current wire, while the parallel plates force the TM
polarization; absorbers at the borders can act as open boundaries, while an
electrically small sensor can measure the radiation pattern. Another imple-
mentation, which is instead useful in view of realistic applications, could be
the fully three-dimensional setup made of finite-height bars and fed by a half-
wave dipole. The H-plane radiation pattern of this structure matches the
one of the corresponding two-dimensional geometry, provided that cylinders
are tall enough. Both experimental setups are sketched in Fig. 1.27.

1.2.3 Comparison for two-dimensional structures

The optimization of finite-size two-dimensional geometries has been per-
formed with the frequency solver of CST MWS, using one of its local opti-
mizers, that is the Trust Region Framework. The structures, which would
actually have infinite height, have been studied in the opposite limit of elec-
trically short cylinders. More precisely, the height of the rods was taken
≤ λ0/50, enclosing all structures in between two PEC planes to enforce
TMz polarization and using a Hertz dipole as radiator. The feasibility of
this approach, conceptually justified by the translational symmetry of the
structure along z, was successfully benchmarked in terms of radiation pa-
rameters with other techniques like the CWA and the lattice sum technique
(see Figs. 1.13 and 1.14). The optimization has been carried out with respect
to the two-dimensional directivity defined as follows

Dmax = 2π
U(θ = π

2 , φ = π
2 )∫ π

−π U(θ = π
2 , φ)dφ

(1.29)

where U(θ = π
2 , φ) is the in-plane radiation intensity (see the reference

coordinate system in Fig. 1.24).
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Radiation properties

The directivity of the optimized geometries is plotted in Fig. 1.28, omitting
the results from structures which do not lead to maximum radiation towards
φ = π/2. As a term of reference, it must be kept in mind that the directiv-
ity of a line source without cylinders, but with a ground plane, calculated
according to (1.29), is 4.9 dB.

By comparing the curves with the same number of layers, like c2 with
e2 or c3 with e3, it stands out that the method with the embedded source
usually exhibits higher performance than the cavity method when a low
number of cylinders per layer is used. Nevertheless the former mechanism is
always outranked by the latter at higher abscissa values. Taking the square
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Figure 1.28: Maximum directivity versus the number of rods per longest
layer for triangular (a) and square (b) lattices. Curve acronyms are in the
form of a letter plus a number, which respectively represent used method
(c=cavity, e=embedded source) and number of layers (NL).
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Figure 1.29: Half-power beam width for the square arrangements of 3 layers
of rods for the cavity (c3) and the embedded source method (e3). On the
top, the H-plane radiation patterns of circled geometries are shown in dB
scale.
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ID geometry lattice NL NN optimized parameters
[mm]

Size
[λ0] x [λ0]

A source with PEC ∆=9.38

B cav triangular 2 16 ∆=20.57 6.3 x 1.0

C cav triangular 3 26 ∆=20.47 10.4 x 1.3

D cav triangular 4 58 ∆=20.43 23.6 x 1.7

E emb triangular 2 6 Px=20.3, Py=19.4 2.9 x 0.8

F emb triangular 3 10 Px=20.3, Py=18.8 5.0 x 1.3

G emb triangular 4 20 Px=20.6, Py=18.5 10.6 x 1.8

Table 1.1: Main geometrical parameters of selected configurations

lattice as example, the resonator antenna with NL×NN = 2×16 presents
a directivity enhancement of about 10 dB with respect to the single line
source with ground plane; this value is comparable to the embedded source
method with a similar number of rods arranged as 3×10.

In general, moving from short to long layers, the directivity initially in-
creases till a sort of saturation point, after which it keeps constant or presents
very little variation. For the same value of NL, this knee-point occurs at
lower NN in the embedded source method, allowing the resonator antenna
to overpass its competitor and become more and more directive. This be-
haviour is evident also looking at the half-power beam width (HPBW) of the
structures, which is plotted in Fig. 1.29 for the square configurations with
NL=3. The H-plane radiation patterns relevant to the shortest and longest
geometries are reported in the same figure: they are left-right symmetric
and there is no back radiation owing to the infinite ground plane.

Unlike the embedded source method, where the EBG structure requires
at least two layers to host the source, the resonator antenna can be studied
also with a single layer. Despite not plotted in Fig. 1.28, this configuration
has been studied too; it does not create an actual partially reflecting cover,
but it equally produces some beneficial effect on the radiation pattern. The
larger the number of layers, the sharper the transmission peak of the cavity,
making device tuning difficult; this phenomenon implies a bandwidth re-
duction, unless additional defects are inserted [52] but with the undesirable
effect of increasing structure size.

On the basis of this behaviour, some configurations featuring the best
trade-off between radiation performances and geometrical parameters (i.e.
dimensions and number of scatterers) have been selected among the full set
of results in order to pursue a deeper comparison. The main geometrical and
radiative features of these structures are summarized in Tables 1.1 and 1.2
together with the performances of a single line source with ground plane. As
for the latter the value given under the column for optimized parameters is
actually the distance between the current wire and the ground plane, which
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ID geometry NL NN Dmax
[dB]

HPBW
[deg]

SLL
[dB]

ηAP
[%]

A source with PEC 4.9 120

B cav 2 16 14.8 8.5 -17.2 19

C cav 3 26 17.4 5.3 -14.6 13

D cav 4 58 20.5 2.8 -18.0 7

E emb 2 6 12.6 14.4 -9.6 35

F emb 3 10 14.9 8.7 -9.9 24

G emb 4 20 17.3 5.5 -23.0 13

Table 1.2: Main radiation parameters of selected configurations
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Figure 1.30: H-plane normalized radiation patterns [dB] of some configura-
tions of Table 1.1 identified by their ID. The red line represents a line source
with ground plane and no cylinders.

was set to a quarter of wavelength without any optimization. The abbrevia-
tions “cav” and “emb” stand for the cavity and the embedded source meth-
ods, respectively. According to the figures reported in the table, it emerges
more clearly that the cavity method achieves the highest performances, pro-
vided that the number of layers is fixed. If the configurations with the same
number of cylinders are instead considered, the directivity enhancements
achieved by the two methods result almost comparable, while differing only
in the rod arrangement. In details the resonator antenna appears more suit-
able for low-profile devices, while the embedded source method is attractive
for more compact, i.e. taller but less extended, structures.

The radiation pattern on the H-plane of some configurations is plotted in
Fig. 1.30; due to the symmetry only half of the pattern is shown: on the left
there are the cases with the resonator antenna, while on the right there are
the ones with the other scheme. Fig. 1.31 instead shows the average electric
field for the configurations C and G. On the top of these overlays an almost
planar wavefront, resembling that of a plane wave, can be easily recognized.
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Figure 1.31: Overlays of the average E-field for two configurations of Table
1.1 with a similar number of rods. White asterisks represent the line sources.
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Figure 1.32: Ez amplitude along the black lines of the geometries shown on
the top.

The EBG structures modify the radiation pattern, making it more directive,
as expected. Nevertheless in the cavity method the wave passes through a
crystal working in the band-gap by constructive interference in the resonator,
while in the other mechanism a mode of the crystal is allowed to propagate.

Table 1.2 also gives the aperture efficiency of the structures, computed
as the ratio between Dmax and the directivity of a uniform aperture with
the same size, namely

ηAP =
Dreal

Dideal
=

Dmax
4π
λ2

0
Ageo

(1.30)
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Figure 1.33: Radiation parameters versus frequency for the geometries C
(a) and G (b) of Table 1.1.

where Ageo the geometrical area of the aperture. The latter is taken as large
as the geometry and with height along z equal to a wavelength. Owing to the
nonuniform field distribution at the interface EBG–freespace, the aperture
efficiency assumes quite reduced values. In Fig. 1.32, we have reported the
field amplitude for the cases B and F of Table 1.1, computed at the upper
border of the periodic structure. Such EBG-based antennas have rather low
aperture efficiency; their advantage is that the enhancement is achieved by
employing a very simple structure composed by a passive medium and an
omnidirectional radiator.

As far as the frequency behaviour of the radiation parameters is con-
cerned, the directivity (Dmax), side lobe level (SLL) and the half-power
beam width (HPBW) have been plotted as a function of the frequency in
Fig. 1.33 for two proof configurations. Curves have been interrupted when
the main lobe was no longer aligned with the y-axis. If an acceptable degra-
dation larger than the 10% of its maximum value is defined for the direc-
tivity, the bandwidths are almost similar for the two methods; they are also
negatively affected by the number of scatterers. In the plots of Fig. 1.33,
the curves obtained in the case of lossy cylinders are also given, assuming
a tan δ = 0.004 (see discussion later on): in presence of dielectric losses,
radiation parameters exhibit negligible changes.
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Electrical properties

Although the input impedance of the radiating element is an unphysical
parameter in such simulations, it gives useful information on the role played
by rods over the frequency behaviour of a real source. The rods are found
to have a significant impact on the input impedance of the dipole which
generally exhibits a not negligible reactive part. Unless a resonant condition
is searched while running the optimizer, a matching network is generally
needed to match a 50 Ω line. To perform the study, we introduced a simple
microwave network consisting of an open stub connected in series to the
dipole plus a quarter-wavelength transformer.

By a proper design, the reflection coefficient can be minimized at 8 GHz
and the curves in Fig. 1.34 are obtained: from geometry A to G, the band-
widths at −10 dB in MHz are 703, 79, 10, 2, 91, 63 and 35. As a matter of
fact, the bandwidth comes out to decrease as the number of scatterers in-
creases because the higher the number of employed cylinders in a geometry,
the faster the variation of the input impedance. This behaviour becomes
more pronounced for the cavity method at high NL values since this mech-
anism relies on a resonant effect and the Q-factor of the cavity (i.e. the
steepness of the transmission peak) increases with the number of layers.
A similar effect occurs for the radiation properties: the directivity is very
peaked for the configuration D of Table 1.1 and, moving away from 8 GHz,
drops more quickly for geometries with many cylinders.

When realistic dielectrics are considered, a small imaginary part of the
rod permittivity must be introduced. The number of cylinders becomes
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Figure 1.34: S11 [dB] versus frequency at the input of the matching network
depicted on the top of the picture for the configurations of Table 1.1.
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ID method number
of rods

ηA
(tan δ = 0.0002)

ηA
(tan δ = 0.004)

B cav 31 0.996 0.92

C cav 77 0.97 0.65

D cav 230 0.85 0.21

E emb 11 0.997 0.96

F emb 29 0.996 0.93

G emb 78 0.99 0.88

Table 1.3: Antenna efficiency

therefore a fundamental parameter, being tightly related to the structure
efficiency. Here the antenna efficiency ηA is analysed using two different
loss tangent values for the cylinders, i.e. 0.0002 and 0.004. The former value
resembles the tan δ of a low-loss dielectric like alumina [53], which, according
to its purity, features similar relative permittivities to the ones used here.
The latter value was instead chosen to investigate the effect of a material
with medium performance in terms of losses, such as beryllium oxide [54] or
some types of glasses [55]. The antenna efficiencies have been calculated as
follows

ηA = 1− Pdiel

Ptot
(1.31)

where Pdiel is the power dissipated inside the dielectric rods, while

Ptot =
1

2
Rin|Id|2

being Rin and Id the input resistance and the current of the dipole, respec-
tively. CST MWS has a built-in routine for the calculation of the antenna
efficiency, which gives almost identical value to (1.31).

The outcomes are reported in Table 1.3: the cavity is more affected
by cylinder losses in comparison to the embedded source method. This
phenomenon can be intuitively explained if the pattern of the electric field
is considered in the relevant lattices, as sketched in Fig. 1.35. Ideally, waves
in the band-gap are evanescent and an exponentially attenuated electric
field passes through the rods. On the contrary Bloch waves, excited at the
edge of the band-gap, feature a node along the horizontal lines crossing the
axes of the cylinders. As far as finite-size geometries are concerned, the Ez
pattern is altered by the presence of other boundary conditions, but the
above mentioned concept still holds some validity. This can be appreciated
from Fig. 1.31: the average electric field in configurations G is localized
outside the rods to a larger extent than in configuration C, therefore it leads
to a lower dissipation.

Regarding the modifications to the frequency behaviour due to dielec-
tric losses, radiation parameters exhibit minimal changes, whereas the in-
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Figure 1.35: Sketch of the electric field in a triangular lattice working inside
the band-gap (a) and in an expanded triangular lattice working at the lower
edge of the second band (b).

Figure 1.36: S11 versus frequency at the input of the matching network of
Fig. 1.34 using ideal or lossy cylinders.

put impedance becomes less steep, experiencing a bandwidth increase. The
larger the number of rods in the geometries, the higher the bandwidth en-
hancement, going from 6% for structure E to more than 300% for case D
when tan δ = 0.004.

The aforementioned outcomes directly apply to frequencies other than
8 GHz due to the scaling properties of EBG materials. Preliminary com-
parisons using different rod diameters led to similar results, increasing their
representativeness with respect to the variation of the filling factor in the
primitive lattice cell. The same remark holds for small deviations of the
dielectric constant from the simulated value, whereas a significant decrease
needs to be studied, despite it is expected to only reduce antenna perfor-
mances without modifying strengths and weaknesses of the two methods.
Finally the analysis of both square and triangular lattices provides some
confidence that previous outcomes do not depend on the type of arrange-
ment.
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1.2.4 Comparison for three-dimensional structures

The optimization of finite-size three-dimensional geometries has been simi-
larly performed. The transient solver of CST MWS has been used in place of
the frequency one and the three-dimensional directivity has been maximized.
The structures we studied consist of alumina rods with finite height; the lat-
ter has been set to four wavelengths, a value that provides similar H-plane
radiation patterns to the two-dimensional case. The dielectric cylinders is
excited by a half-wave dipole, the centre of which is at the midplane of the
rod height. The ground plane is also finite with horizontal and vertical ex-
tensions equal to the full EBG structures. A resonator antenna based on a
triangular lattice is sketched in Fig. 1.37 as example.

The directivity of the optimized structures is plotted in Fig. 1.38 for
configurations with maximum along y. The behaviour is similar to the two-
dimensional case, but curves are steeper at lower NN. For a given number
of layers, by increasing the number of rods, the antenna with the embedded
source initially exhibits better performance, but, at a point, its directivity is
always exceeded by the resonator antenna. To perform a deeper comparison,

dipole 
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z 

Figure 1.37: Example of a three-dimensional geometry.
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Figure 1.38: Maximum directivity versus the number of rods in the first
layer for triangular (a) and square (b) lattices. Curve acronyms have the
same meaning of Fig. 1.28.
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A B C D E

geometry dipole
with
PEC

cav cav emb emb

NL 2 3 3 4

NN 18 24 12 18

number of rods 35 71 35 70

optimized
parameters [mm]

∆ =
9.38

∆ =
20.52

∆ =
20.46

Px=20.3
Py=18.7

Px=20.6
Py=18.4

Dmax [dB] 7.5 23.5 25.4 23.5 25.5

H-plane HPBW [deg] 70 10.1 8.0 9.6 7.6

H-plane SLL [dB] -26.2 -23.8 -15.8 -20.3 -18.1

E-plane HPBW [deg] 118.1 14.6 13.7 13.5 12.7

E-plane SLL [dB] n.a. -23.8 -15.8 -20.3 -18.1

ηA [%] (tan δ=0.0002, Pdiel) 99.6 97.7 99.6 99.3

ηA [%] (tan δ=0.0002, CST) 99.6 93.1 >1 99.7

ηA [%] (tan δ=0.004, Pdiel) 91.5 71 93.2 88

ηA [%] (tan δ=0.004, CST) 93.4 60 93 90.5

Table 1.4: Main parameters of selected three-dimensional configurations
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Figure 1.39: Average electric field for the configurations C (a) and E (b) of
Table 1.4 on the midplane orthogonal to the rod axis.

two geometries with similar performance and total number of rods have
been selected for each method. The triangular arrangements, being slightly
more effective, and the geometries with the best trade-off between directivity
and size were preferred. Table 1.4 gives a detailed benchmark of selected
geometries, also reporting a dipole with a PEC plane a quarter wavelength
apart. Such table confirms that the cavity method is more suitable for low-
profile antennas, whereas the embedded source method is more appropriate
for compact configurations, emulating a lattice to a larger extent.

An important parameter of Table 1.4 is the antenna efficiency ηA, which
has been calculated through both the built-in function of the commercial
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Figure 1.40: Three-dimensional radiation patterns and cuts on the H- and
E-plane for the configurations of Table 1.4.



46 S. Ceccuzzi: Doctoral Dissertation

(b) (a) 

Frequency [GHz] Frequency [GHz] 

Figure 1.41: S11 [dB] versus frequency at the input of the matching network
of Fig. 1.34 for the configurations of Table 1.4.

software and the dielectric losses Pdiel as in the two-dimensional case. The
two calculations give different results for some configurations; in our opinion
the latter approach is less reliable because it integrates the radiated power,
which could be very small if the input port is not matched. Independently
from the type of calculation, the figures of ηA confirm a property pointed out
in the two-dimensional comparison: the embedded source method working
at the lower edge of the dielectric band is more efficient. Fig. 1.39 provides
an explanation to this phenomenon in terms of average electric field, which
is localized inside the rods to a larger extent in the cavity method.

The three-dimensional radiation patterns of the configurations in Table
1.4 are depicted in Fig. 1.40 together with the two-dimensional cuts on both
H- and E-plane. As in the two-dimensional study, the effect of losses on
such patterns is negligible. The SLL is due to the backward radiation, thus
explaining why it is equal on both planes. Neglecting the backscattering,
the two methods achieve similar directivities with a different combination of
radiation parameters. For example, in the case of the mechanism with the
embedded source, the optimal geometries have higher side lobes and lower
HPBW on the H-plane. It is worth noticing that the periodic structures in
both methods profitably shape the emission on the E-plane too, despite no
attention has been paid to this effect during the lattice design. Since the
height of the rods is fixed, the differences in the E-plane patterns must be
ascribed to the number of layers and to the distance between cylinders.

As far as the antenna impedance is concerned, the frequency behaviour
has been studied assuming the same kind of matching network of the two-
dimensional comparison. It consisted of a stub and a quarter-wavelength
transformer connected to a transmission line with a characteristic impedance
of 50 Ω. The reflection coefficients are plotted in Fig. 1.41: the bandwidths
at -15 dB for the configurations of Table 1.4 from A to E are 878, 38.6,
6.3, 37.6 and 15.8 MHz. The values are very similar for the cases B and D;
in general, a higher number of cylinders results in a faster variation of the
antenna impedance and, accordingly, in a smaller bandwidth.
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1.3 Antenna Design Through Lattice Eigenmodes

1.3.1 A new perspective of the embedded source method

Among the most successful employments of periodic structures, there are
the emulation of high impedance surfaces [56, 10], realization of reflectors
[7], reduction of the coupling between patch antennas [57, 58] and the en-
hancement of the directivity of simple primary radiators [13, 52]. They
can prevent wave propagation within some frequency bands and this feature
was mostly exploited so far. In particular we have studied the directivity en-
hancement by comparing the cavity with the embedded source method. The
former has undergone significant development and advancement in terms of
efficiency, reduction of dimensions, frequency tuning, bandwidth increase or
multiple beams [15, 59, 12, 60, 44, 61]. Resonator (or Fabry-Pérot) antennas
rely on metallic grids and EBGs working in the band-gap and acting as spa-
tial filters. A periodic structure can behave as spatial filter and shape the
radiation pattern of antennas also working outside the band-gap, namely by
using the latter method. Enoch et al. [14, 47] proposed and experimentally
demonstrated this alternative approach, which has been explored to a mod-
est extent [27], despite it can reveal unprecedented and profitable usage of
EBG materials.

The alternative approach to Fabry-Pérot antennas works with a crystal
mode excited by a source embedded in the lattice, as shown in Fig. 1.42. The
directivity enhancement was generally explained by similarity with the be-
haviour of epsilon near zero (ENZ) materials, nevertheless a different physics
rules the phenomenon, enabling the exploitation of peculiar properties that
ENZ or other metamaterials do not share. More precisely, the excited mode
is a solution of the lattice eigenvalue equation with its own dispersion rela-
tion and eigenfunction. By adopting this viewpoint, deeper understanding
as well as improvements to this kind of “lattice antennas” are explored in
this section.

We refer to a classical geometry dealt in literature: a square lattice of
alumina cylinders with circular cross-section and infinite length in a vacuum
background. The dispersion diagram for TM modes (electric field parallel
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Figure 1.42: Schematics of the method with embedded sources (= X-points),
viewed as an ENZ material (a) or as a crystal with its own modes (b).



48 S. Ceccuzzi: Doctoral Dissertation

X M0

5

10

15

20

Fr
eq

ue
nc

y 
(G

H
z)

Γ X

M

Fr
eq

ue
nc

y 
[G

H
z]

 

Figure 1.43: Dispersion diagram along the edge of the IBZ for a square
lattice of dielectric cylinders with εr = 9, lattice period a = 6.2 mm and
diameter d = 0.7a.
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Figure 1.44: (a) Three-dimensional dispersion diagram of the square lattice
of Fig. 1.43 and constant plane at 14.8 GHz. (b) Isofrequency dispersion
diagram at 14.8 GHz in the same lattice and in a vacuum; shaded regions
represent allowed propagation directions inside the crystal.

with the cylinder axis), calculated along the border of the irreducible Bril-
louin zone, is shown in Fig. 1.43.

Each Bloch wave is allowed to propagate along a given direction so that,
if an omnidirectional source excites only a few crystal modes, the radiation
is spatially filtered. This phenomenon has been used to realize directive an-
tennas by working at the lower edge of the air band, i.e. at about 14.8 GHz
in the dispersion diagram of Fig. 1.43. The eigenvalues of such region, which
have been shaded in the figure, are in proximity of the X-point of the IBZ,
that is, owing to the lattice symmetry, the corresponding eigenmodes prop-
agate along the two coordinate axes. This behaviour is clarified in Fig. 1.44,
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Figure 1.45: Same plots as in Fig. 1.44 for a lattice with horizontal period
decreased from 6.2 to 5.8 mm.
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Figure 1.46: Primitive cell and normalized eigenfunctions of the modes at
the lower edge of the air band for the lattice of Fig. 1.43.

where two plots are shown. The former is the three-dimensional dispersion
diagram for positive spatial harmonics inside a cell of the reciprocal lattice;
the constant plane corresponding to the working frequency is also depicted.
The latter is the isofrequency plot at 14.8 GHz, showing the intersection of
the aforementioned plane with the air band; negative spatial harmonics are
also considered here.

Two directions of propagation can be suppressed by breaking the square
symmetry of the lattice. For example, with a proper decrease of the hori-
zontal period, the air band rises above the working frequency in proximity
of ky = 0. The new dispersion diagram is depicted in Fig. 1.45 together with
the in-plane angular spectrum at 14.8 GHz. A similar approach was applied
to triangular lattices in [47]: it consists in shaping the bands of eigenvalues.

Directive antennas based on square lattices can be actually realized with-
out relying on such a strategy since all angular lobes apart from the upper
one (kx ∼= 0, ky > 0) can be seriously impaired by using a ground plane.
To provide an intuitive explanation, we refer to the eigenfunctions of the
crystal modes supported at 14.8 GHz and, more precisely, to the electric
field patterns inside a primitive lattice cell, which are depicted in Fig. 1.46.
The modes are degenerate and their eigenfunctions only differ in a rotation
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Figure 1.47: Normalized eigenfunctions of the modes of Fig. 1.46 spanning
several lattice cells and geometry with a PEC plane.

by 90 deg. The one on the left presents little variation in vertical direction,
i.e. ky ∼= 0, so it is responsible for the horizontal lobes of Fig. 1.44b, whereas
the one on the right is associated with vertical propagation. Being at the
edge of the band, both modes feature a group velocity vg ∼= 0, namely they
are similar to standing waves with fixed nodal and anti-nodal lines.

Similar electric field patterns are expected in periodic structures with fi-
nite dimensions, provided that their size is large enough to emulate a lattice.
They are depicted in Fig. 1.47 together with a sketch of the corresponding
geometry, where a horizontal infinite PEC has been also inserted across the
centres of a row of cylinders. The PEC plane perfectly matches the pat-
tern of a mode, whereas it violates the one of the other mode. Assuming the
presence of a source that excites both modes, the net effect is an impairment
of the horizontal lobes and the suppression of the bottom one. A directive
antenna featuring a single main lobe on the top is finally obtained; a good
choice for the source location is where the eigenfunction of the desired mode
exhibits a maximum.

The importance of crystal eigenfunctions in designing antennas is clar-
ified here by showing how a lattice mode far from the band-gap can prof-
itably shape the radiation pattern of an omnidirectional radiator. The CWA
is adopted in the following by exciting the square arrangements of dielectric
cylinders with a current wire of negligible radius. Both cylinders and source
are aligned with the z-axis and translational invariance with respect to such
direction is assumed.

By considering again Fig. 1.43, other eigenmodes in correspondence of
the X-point can be noticed at 10 GHz, besides the ones in the upper shaded
region. Those Bloch waves are suitable to realize directive antennas, but at
such frequency the crystal supports other spurious (unwanted) waves. The
plane at 10 GHz indeed intersects the dielectric band along continuous lines
as depicted in Fig. 1.48, resulting in a continuous angular spectrum.

The pattern of the electric field for the desired mode is shown in Fig.
1.49 together with the radiating structure of finite dimensions, conceived to
work with such mode. The antenna is realized by truncating the lattice to
a number of layers NL and a number of rods per layer NN; ground plane
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Figure 1.48: Three-dimensional dispersion diagram of the square lattice of
Fig. 1.43 and constant plane at 10 GHz. Black lines represent allowed Bloch
waves.
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Figure 1.49: (a) Normalized magnitude of the electric field in the square
lattice of Fig. 1.43 at 10 GHz for ky = 0; (b) layout of the finite-size antenna.

and line source are respectively placed in correspondence of a nodal line and
a field maximum of the eigenfunction. A structure of this kind, employing
from 3 to 5 layers with 8 cylinders, can achieve directivity of the order of 10
dB after optimizing the lattice period. The optimization is required to cope
with the side effects due to the lattice truncation, namely finite dimensions
and new boundary conditions. Although the location of ground plane and
line source has a beneficial effect in enhancing the purity of the desired Bloch
wave, some spurious modes are always excited. The latter produce grating
lobes, which become dominant for some configurations with many cylinders
per layer.

A directive antenna can be realised using of a truncated lattice working
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Figure 1.50: Antenna with alternating layers of alumina and metallic rods.
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Figure 1.51: Normalized radiation pattern in dB scale for the geometry of
Fig. 1.50 after optimizing the lattice period with and without metallic posts.

at 10 GHz by exploiting the eigenfunction of the desired Bloch wave. We
consider the antenna of Fig. 1.50, where layers of metallic posts with a diam-
eter of 0.5 mm have been inserted between the layers of dielectric cylinders.
The former comply with the boundary conditions of the wanted eigenmode
(see Fig. 1.49a), whereas they suppress spurious waves, whose pattern does
not vanish in their position. The lattice periods of the structure in Fig. 1.50
with and without metallic posts have been optimized with respect to the
directivity, which is maximized at a = 6.0 and 5.7 mm, respectively; the
corresponding H-plane radiation patterns are compared in Fig. 1.51. The
case with metallic posts is more directive, exhibiting a gain enhancement
from 8.5 dB to about 13 dB, with the half-power beam width decreasing
from 46 deg to 16 deg. This improvement must be attributed to the pres-
ence of metallic posts that increases the purity of the desired crystal mode,
making the electric field on the top of the structure more uniform.

A meaningful parameter in this sense is the aperture efficiency calculated
according to (1.30). In absence of metallic cylinders, ηAP = 25%, whereas
in the other case it almost reaches 70%. An explicative plot is presented in
Fig. 1.52, showing the electric field magnitude (a) and phase (b) taken at a
distance of a lattice period above the top layer of the optimized geometries.
In the case with dielectric cylinders only, the amplitude of the electric field
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decays more rapidly and its phase presents higher variation. In the same
plot, the ideal pattern in a lattice is also shown as a term of comparison; such
a distribution of electric field would give an aperture efficiency of 98.3%. The
purity enhancement of the wanted mode by metallic posts is also proved by a
negative consequence on the antenna efficiency. When the mode is purer, the
pattern of the electric field becomes close to the one of Fig. 1.49, i.e. localized
to a larger extent inside the dielectric cylinders. Assuming a loss tangent of
2× 10−4 for alumina, the antenna efficiency decreases from 99.2% to 97.9%
in the optimized configuration with metallic cylinders. This drawback can
be overcome working with the lattice mode in the upper shaded line of
Fig. 1.43, where the nodal lines of the relevant eigenfunction pass through
cylinders axes.
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Figure 1.52: Normalized magnitude and phase of the electric field along x,
calculated a lattice period above the top layer of the optimized structures
with and without metallic posts; the ideal pattern in a lattice is also plotted.

Figure 1.53: Gap map of a lattice of ABS cylinders with period a and radius
r in a vacuum.
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1.3.2 Antennas with 3D printable EBG structures

Two-dimensional explanation

At the lower edge of the air band, the lattice of Fig. 1.43 is nearly monomodal
and the employment of metallic posts in the proper positions produces a
minor improvement on the antenna gain. Previous concepts find instead
useful application in a lattice with low dielectric contrast, where the band-
gap is very short or even absent. For example Fig. 1.53 shows the gap
map for square and triangular lattices of cylinders made of acrylonitrile
butadiene styrene (ABS). The latter is a lossy plastic material, commonly
used by consumer 3D printers; its electromagnetic properties at 10 GHz
are approximately εr = 2.8 and tan δ = 0.01 [62]. The dispersion diagram
along the border of the irriducible Brillouin zone for a square lattice of ABS
cylinders is shown in Fig. 1.54. The use of typical plastic materials of 3D
printers such as ABS allows the realization of cheap easy-to-manufacture
efficient antenna.

The electric field of the working mode presents an almost complementary
pattern in comparison to the one in Fig. 1.49. The normalized magnitude
in a lattice section is depicted in Fig. 1.55, where the relevant finite-size
antenna, provided with ground plane, source and metallic cylinders, is shown
too. These elements have been located to match the desired pattern. A
diameter of 0.5 mm has been used for the metallic posts.

A set of structures with different number of layers and cylinders in each
layer has been optimized with respect to the lattice period, aiming at the
maximization of the gain. The outcome of this study is depicted in Fig.
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Figure 1.54: Dispersion diagram along the edge of the IBZ for a square
lattice of dielectric cylinders with εr = 2.8, lattice period a = 13 mm and
diameter d = 0.7a.
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Figure 1.55: (a) Normalized magnitude of the electric field at 10 GHz in the
square lattice of Fig. 1.54 when ky = 0; (b) layout of the finite-size antenna.

5 10 15 20
7

8

9

10

11

12

13

NN

G
ai

n 
(d

B)

 

 

NL=2
NL=3
NL=4
NL=5
NL=6

Figure 1.56: Optimized gain versus the number of dielectric cylinders per
layer for geometries with 2 to 6 layers.

1.56; it must be noted that the gain of the line source is 0 dB, therefore the
figures in the plot can be interpreted as the gain enhancement achieved by
the periodic arrangement of cylinders. After a given layer length (NN>15),
the gain approaches an asymptotic value, which increases by stacking more
and more layers. At the same time the optimal lattice period approaches
13 mm, which is the value found considering an infinite lattice. As far as
the geometry with 5 layers of 5 dielectric cylinders is concerned, a gain of
12.3 dB is achieved with a lattice period of 13.93 mm; aperture and antenna
efficiencies are respectively 51.1% and 88.2%. It is worth noticing that,
despite the very high loss tangent, the power lost due to dielectric losses is
moderate.
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Three-dimensional implementation

A realistic antennas based on lattice modes has been conceived following the
scheme of Fig. 1.27, based on the parallel plate waveguide, fed by a coaxial
cable. The geometry of the antenna is depicted in Fig. 1.57. It is a relatively
compact structure made of 5×5 cylinders: the base is less than 2.3λ× 2.6λ
and its height is half a wavelength.

The lattice period has been optimized with respect to the antenna gain
at 10 GHz, achieving an optimal value of 10.5 dB. The directivity is mostly
constrained by the emission on the E-plane where, being the structure short,
diffraction effects are significant: the HPBW on such plane is indeed around
102 deg. The square arrangement of cylinders instead affects the radiation
pattern on the H-plane that is depicted in Fig. 1.58. In the same plot the
emission of a half-wave dipole with a metallic reflector placed a quarter
wavelength from it is also shown: the reflector has the same width and
height of the backplane in the antenna with ABS rods.

Concerning the input impedance of the antenna with dielectric cylinders,
the feeding line can be easily matched to standard coaxial cables, e.g. with an
impedance transformer or a combination of shifter and stub. To appreciate
the antenna behaviour independently from the particular frequency response
of a matching network, the S11 parameter under ideal matching conditions
is plotted in Fig. 1.59. The resonant frequency is tuned by adjusting the

(c) (b) 

(a) 
x y 

z 

coaxial 
feed 

Figure 1.57: Full (a), H-plane cut (a) and E-plane (b) cut views of a three-
dimensional antenna based on lattice modes. Parts in dark gray, light gray
and white respectively represent the metallic box (PEC), the dielectric cylin-
ders (ABS) and the metallic posts (PEC).
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Figure 1.58: Normalized H-plane radiation pattern of the geometry in Fig.
1.57 and a dipole with a groundplane at a quarter wavelength; the latter
structure is equal in size to the backplane of the EBG antenna.
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Figure 1.59: S11 versus frequency for the antenna of Fig. 1.57, matched at
10 GHz.

insertion of the coaxial pin in the structure and a transmission line with
characteristic impedance equal to the antenna impedance (838 + ι0 Ω) at 10
GHz is assumed. The bandwidth calculated at −10 dB is 4.4%.

The previous structure is aimed at providing confidence about the real-
istic implementation of antennas based on lattice modes. Further enhance-
ments and developments are viable such as a reduction of backward radiation
by acting on the backplane design or a directivity enhancement by increasing
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Figure 1.60: Normalized H-plane radiation pattern of three variations of the
geometry in Fig. 1.57 with respectively improved SLL (A), 6×6 cylinders
(B) and 6×6 rods with enlarged backplane (C).

Gain
[dB]

SLL
[dB]

HPBW
[deg]

Size
[λ]× [λ]× [λ]

Ref. 10.5 −6.8 19.4 2.3 × 2.6 × 0.5

A 9.8 −11.1 25 2.2 × 2.5 × 0.5

B 10.9 −11.6 21 2.7 × 3.0 × 0.5

C 12.7 −16.3 18.7 3.7 × 3.0 × 1.5

Table 1.5: Performances of three variations

the number of cylinders or performing multi-dimensional optimization (e.g.
on rod radius and spacing in the two directions). We present three possible
variations of the previous structure to convey an idea of the flexibility in
tailoring the radiation diagram through small changes in the geometrical
configuration. The emission of these variations on the H-plane are reported
in Fig. 1.60 and identified as cases A, B and C. The first one originates from
relaxing the performance in terms of directivity to improve the SLL; the
second one is an optimized structure with 6×6 rods; the last case has 6×6
cylinders and a backplane with enlarged dimensions of λ/2 along each di-
rection. The main radiation parameters are summarized in Table 1.5, where
the reference geometry of Fig. 1.57 is also reported; the values of SLL and
HPBW are taken on the H-plane.
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1.3.3 Dual-feed antenna exploiting degenerate modes

Two-dimensional explanation

The excitation of crystal modes in two-dimensional lattices fed by a current
wire follows similar rules to the (1.10) explained in section 1.1.2. Never-
theless, due to the lattice symmetry, several modes can be excited by a
monochromatic source, whose location plays a fundamental role in discrim-
inating between modes. In the following, dielectric cylinders with circular
cross-section, εr = 11.4 and filling ratio r/a = 0.35 are analysed considering
TM polarization. The radiating structures are computed by means of the
cylindrical wave approach of section 1.1.3.

The band diagram of a square lattice along the edge of the irreducible
Brillouin zone is depicted in Fig. 1.61. The crystal modes at the lower
edge of the air band, i.e. approximately at 8.4 GHz, can be employed to
achieve directive antennas because only a few spatial harmonics are allowed
in this frequency region. The lattice behaves like a filter in the wavenumber
spectrum as explained in Fig. 1.44; the corresponding plots for the present
lattice are depicted in Fig. 1.62. Two approaches can be followed to suppress
the modes that propagate along the x-axis, without employing reflectors such
as other EBG structures or perfect electric conductors. The one consists
in breaking the square symmetry of the lattice as done in Fig. 1.45: the
effect is a variation in the eigenvalues of the crystal modes. The other
approach consists instead in acting on the eigenfunctions of the modes and
their excitation.

At the lower edge of the air band of a square lattice, two degenerate
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Figure 1.61: Band diagram along the edge of the IBZ for a square lattice of
dielectric cylinders with εr = 11.4 and lattice period a = 10 mm.
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Figure 1.62: (a) Three-dimensional band diagram of the square lattice of
Fig. 1.61 and constant plane at 8.4 GHz. (b) Constant-frequency dispersion
diagram in the same lattice and in a vacuum; shaded regions represent
allowed propagation directions inside the crystal.

1 

0 

Figure 1.63: Primitive cell and normalized patterns of the two degenerate
modes at the lower edge of the air band for the lattice of Fig. 1.61: they
have identical eigenfunctions rotated by 90 deg.

modes are allowed; they are standing waves whose patterns in the primitive
cell are depicted in Fig. 1.63. By moving a line source across the nodal
and anti-nodal lines of the eigenmodes, their excitation can be controlled
with some flexibility. In particular some locations of the source maximize
the excitation of either both modes or a single one. These situations are
analysed here by considering a finite-size periodic structure, with the same
properties of the previous lattice, and an 8.4 GHz current wire with infinite
length and negligible radius. Such a source uniformly excites the spatial
spectrum in the H-plane, which is filtered by the square arrangement of
cylinders; albeit finite, the latter is indeed large enough to resemble a lattice
and support its modes. When the source is located at the corner of the
primitive cell, like in Fig. 1.64a, both modes are equally excited and the
radiation pattern on the H-plane presents four main lobes aligned with the
coordinate axes. The far-field radiation along one of the coordinate axes
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Figure 1.64: Electric field amplitudes, normalized to the same value, and
H-plane radiation patterns in dB scale for three different situations. All
cases are based on a square arrangements of 12×12 dielectric cylinders in
a vacuum fed by an 8.4 GHz current wire and differ in the position of the
source, which is indicated in the middle figures with an asterisk.

disappears when the source is located along the nodal line of the mode that
generates those lobes (Fig. 1.64b and Fig. 1.64c); a 3 dB improvement in
the directivity occurs.
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Three-dimensional implementations

A three-dimensional implementation of the previous concepts can be con-
ceived by means of electric dipoles, dielectric rods (εr = 11.4, tan δ =
2× 10−4) and a finite ground plane. A typical value of high-quality ceramic
materials has been chosen for the loss tangent. The structure depicted in
Fig. 1.65 is considered: it consists of 49 cylinders arranged in a tilted square
lattice with period a = 10 mm. The finite dimensions entail different bound-
ary conditions and cause a detuning of the assembly, which exhibits the best
performance at 8 GHz. The height of the cylinders and the ground plane is
set to 6λ, being a high enough value to emulate a two-dimensional configu-
ration; the dipoles are centred at their mid-height.

The H-plane radiation pattern of the finite-size geometry at 8 GHz is
given in Fig. 1.66, together with the overlay of the electric field at the mid-
plane, when the two dipoles are excited in turn. In comparison to the same
geometry in absence of cylinders, the EBG structure shapes the radiation
patterns of the two primary sources into two distinct main lobes pointing at
about ±40 deg with respect to the y-axis. The side lobe level and half-power
beam width on the H-plane are around −20 dB and 32 deg, respectively,
whereas the total gain is 11.6 dB.

Regarding the electrical properties of the geometry with finite height,
the coupling between the dipoles could appear a major concern since the
sources are less than a wavelength apart. Contrariwise the S21 is about −20
dB at 8 GHz and never exceeds −15 dB within the bandwidth of interest, as
shown in Fig. 1.67. Dipoles are designed to be resonant at 8 GHz but their
input impedance Zin exhibits a high real part at the operational frequency
(see again Fig. 1.67). Here a transmission line with characteristic impedance
matched to the real part of Zin has been used to assess the coupling in the

dipole 1 

* * 

(a) 

aa

 ! / 4

  a 2

dipole 2 

…
 

…
 …

 

h

x 
y !

(b) 

  a 2

Figure 1.65: Top (a) and front (b) views of the 3D demonstrative structure.
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Figure 1.66: H-plane radiation pattern (top) and absolute value of the elec-
tric field in log scale (bottom) when either dipole 1 or 2 is radiating.

7.2 7.6 8 8.4 8.8
40

30

20

10

0

Frequency (GHz)

M
ag

ni
tu

de
  (

dB
)

 

 

S11
S21

7.2 7.6 8 8.4 8.8
1

0.5

0

0.5

1

1.5

2

Frequency  (GHz)

Zi
n 

 (k
)

 

 

Real
Imag

S-parameters magnitude [dB] Input impedance [kΩ] 

Frequency [GHz] Frequency [GHz] 

Figure 1.67: Reflection and coupling between dipoles in the case of a feeding
line matched at 8 GHz and input impedance of the dipoles.

worst conditions. This choice gives the reflection coefficient given in Fig. 1.67
with a bandwidth at −15 dB of about 110 MHz; the real bandwidth in the
case of a standard transmission line with a quarter-wavelength transformer
would be lower. Yet, the bandwidth is also constrained by the deterioration
of the radiation properties, primarily the SLL, which is plotted versus fre-
quency in Fig. 1.68. If 10% is considered as an acceptable deterioration on
the SLL, a bandwidth of about 30 MHz is obtained.
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Figure 1.68: SLL versus frequency; outside the plotted range the orientation
of the main lobe undergoes significant variations.
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Figure 1.69: HPBW variation (a) at 8 GHz for the structure of Fig. 1.65
with infinite height when increasing the number of cylinders along the edge;
H-plane radiation patterns (b) of three configurations.

The use of dielectric materials is often associated with losses. Their tan δ
entails some dissipation of power by Joule effect, but the present employment
of the periodic structure makes the power lost inside the cylinders small,
leading to a predicted efficiency of 99.1%. As pointed out in the previous
section, the nodal lines of the excited eigenmode run across the centres of
the cylinders, implying low amplitude of the electric field in the dielectric
material. This situation is partially verified also in the finite-size geometries,
where the mode is not pure, as can be appreciated in Fig. 1.66.

Some improvements can be pursued in the previous structure. As exam-
ple, the size of the ground plane has not been optimized, the HPBW can be
reduced increasing the number of cylinders, some rods at the corners give
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Figure 1.70: Front (a) and perspective (b) view of a structure similar to Fig.
1.65 with h = 1.25λ at 8 GHz.
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Figure 1.71: H-plane (a) and E-plane (b) radiation patterns of the structure
of Fig. 1.70; the former shows the emission when dipoles are powered on
separately, whereas the latter also shows the pattern of the antenna without
metallic closure at the end of the rods (Fig. 1.37).

little contribution to the performance and can be removed. The HPBW is
plotted in Fig. 1.69 versus the number of rods; two-dimensional structures
with the same form as in Fig. 1.65 and fed by line sources have been used
for this example. The SLL keeps similar values, whereas, once fixed the
number of cylinders, a trade-off between HPBW and SLL can be set with
some flexibility playing on the lattice period.

The demonstrative antenna presents useful features for cellular networks,
e.g. to split coverage areas and increase frequency reuse, but its height is a
major drawback. A compact solution is proposed in Fig. 1.70, where two
PEC plane are placed on the top and bottom of the cylinder, whose height
h is less than 50 mm. The transversal layout is the same as in Fig. 1.37.
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Figure 1.72: Reflection and coupling between dipoles in the case of 50Ω
feeding line for the structure of Fig. 1.70.

Since the behaviour of this structure resembles the previous one, only the
main outcomes are described here. The emission on the H-plane is shaped
by the lattice similarly to Fig. 1.66: the radiation pattern is reported in
Fig. 1.71a, achieving a half-power beam width of 46 deg and a side lobe
level of -14 dB. The radiation is instead less directive in the vertical plane
where the shorter height implies a larger lobe. The E-plane patterns of both
configurations are overlapped in Fig. 1.71b. The total antenna gain is 9.14
dB for the single radiating dipole and the efficiency is 98.3%. The conductive
enclosure realizes a sort of resonator, increasing the electric field inside the
structure. This phenomenon causes a lower bandwidth and explains the
slightly higher losses. Adopting the previous criterion, the SLL performance
are kept within the acceptable threshold for about 25 MHz.

The input impedance of the dipoles, which are designed to resonate at 8
GHz, is slightly lower than 50 Ω, simplifying the matching to feeding lines
with standard characteristic impedance. By assuming the direct use of 50
Ω transmission line, the same bandwidth of the previous case is achieved at
−10 dB. The isolation between the two dipoles is close to −20 dB in the
working bandwidth. Coupling and reflection curves are plotted in Fig. 1.72.

Previous examples have demonstrated that the position of the source
plays a major role in EBG antennas based on Bloch waves. The amplitudes
of the excited modes is proportional to the eigenfunction of their electric
field taken at the point where the radiator is placed, allowing the isolation
of sources placed less than a wavelength apart. Moreover the eigenfunctions,
corresponding to the lower edge of the air band in square lattices of dielectric
cylinders in a vacuum, enhances the radiation performance of the primary
radiators and assures high antenna efficiency.



Antennas Based on Lattice Eigenmodes 67

1.3.4 Excitation of dual-band structures

The resonator antenna is surely more inclined to realize dual-band struc-
tures: the same arrangement of cylinders and position of the source can at-
tain band-pass behaviour also at different frequencies from the operational
one. The transmission efficiency across layers of dielectric rods similar to
Fig. 1.17a is plotted over a broader frequency range in Fig. 1.73 for a six-
layers structure. Besides, by playing with both cavity width and multiple
defects, additional transmission peaks can be easily inserted in either the
same or different band-gaps and adjusted with some flexibility.

With reference to the EBG structure hosting the source, a completely
different situation occurs because dual-band behaviours must be attained
using additional band-gap edges, namely relying on different Bloch waves.
This fact hinders a flexible tuning of the operational frequencies and makes
troublesome even the simple achievement of a dual-band performance. A
square lattice with useful properties in this sense has been designed by in-
creasing the filling factor in the unit cell and the dielectric constant of the
rods; then lattice periods have been adjusted to set the first working fre-
quency at 8 GHz. The relevant band diagram is shown in Fig. 1.74.

Two major difficulties can impair the performance at the higher work-
ing frequency: firstly the pattern of relevant crystal mode may not shape
effectively the radiation pattern of the line source. Secondly the field of this
higher-order mode may be largely localized just inside the rods, leading to
an efficiency reduction. Both issues apply to the case taken as example. The
mode pattern shown on the upper left of Fig. 1.74 indeed presents two high
field spots inside the cylinder. By placing the line source in one of these
two points, the mode is well excited. The radiation pattern for a finite-size
structure has been calculated without the ground plane using the cylindrical
wave approach. Results are reported in Fig. 1.75 together with the overlay

5 10 15
40

30

20

10

0

T  (
dB

)

Frequency (GHz)

 

 

no defect
=20.4mm

η T
  [

dB
] 

Frequency [GHz] 

Figure 1.73: Transmission efficiency versus frequency of a square arrange-
ment of dielectric rods in a vacuum similar to Fig. 1.17a, but with six layers,
Px = Py = 14 mm, d = 5.5 mm and εr = 9.
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Figure 1.74: Two-dimensional band diagram along the irreducible Brillouin
zone of a square lattice of dielectric rods in a vacuum, having Px = Py =
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Figure 1.75: Behaviour at the edge of the second band-gap of Fig. 1.74 for a
finite-size geometry of 11×11 rods without ground plane: (a) source location
(X-point); (b) real part of the electric field; (c) normalized linear H-plane
radiation pattern.

of the electric field, where a planar wavefront can be recognized at both the
top and the bottom of the picture. This antenna achieves a two-dimensional
directivity of 10 dB with a HPBW of 6 deg.



Chapter 2

Coupled-Mode Theory for
Circular Waveguide

The coupled-mode equations are initially derived for a cylindrical metal
Bragg reflector. Starting from Maxwell equations, the theory of non-uniform
waveguides by Solymar is demonstrated and the Bragg condition is applied.
The final formulation and the expression of the coupling coefficients are
compared to the formulas provided by Bratman et al. and benchmarked
with results from literature as well as from other numerical methods. The
theory is further developed to perform a rigorous calculation of the Q-factor
in resonators made of Bragg mirrors as well as to analyse and design mode
converters.
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2.1 Generalized Telegraphist’s Equations

We derive the generalized telegraphist’s equations for waveguides with vary-
ing cross-section, giving full details of a demonstration sketched by G. Re-
iter in 1959 [63]. We begin with the Maxwell’s curl equations in a linear,
isotropic, homogeneous, time-invariant, sourceless material with permittiv-
ity ε and permeability µ, assuming a time dependence eιωt:

∇×E = −ιωµH (2.1)

∇×H = ιωεE (2.2)

The waveguide is assumed to have a varying cross-section along the z-axis
and the fields can be written in terms of transversal and longitudinal com-
ponents introducing the following positions:

E = Et + ẑEz

H = Ht + ẑHz

∇ = ∇t + ẑ
∂

∂z

The (2.1) becomes (
∇t + ẑ

∂

∂z

)
× (Et + ẑEz) = −ιωµ (Ht + ẑHz)

∇t ×Et +∇t × (ẑEz) + ẑ× ∂Et

∂z
+ ẑ× ẑ

∂Ez
∂z

= −ιωµHt − ιωµHzẑ

∇t ×Et − ẑ×∇tEz + ẑ× ∂Et

∂z
= −ιωµHt − ιωµHzẑ

since ẑ× ẑ = 0 and ∇t × (ẑEz) = ∇tEz × ẑ + Ez∇t × ẑ = −ẑ×∇tEz. By
collecting terms that are parallel or perpendicular to z, two equations are
obtained:

∇t ×Et = −ιωµHzẑ (2.3)

−ẑ×∇tEz + ẑ× ∂Et

∂z
= −ιωµHt (2.4)

The (2.3) can be rearranged taking the scalar product with ẑ

ẑ · ∇t ×Et = −ιωµHz

and using the rule of scalar triple product ẑ · (∇t ×Et) = ∇t · (Et × ẑ):

∇tHz =
1

ιωµ
∇t∇t · (ẑ×Et)

The (2.4) can be rearranged taking the vector product with −ẑ as

∂Et

∂z
= ∇tEz − ιωµHt × ẑ
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Similar equations can be derived from (2.2) by duality, i.e. changing
E with H, H with −E and µ with ε, leading to the following system of
differential equations relating transversal and longitudinal field components:

∂Et

∂z
= ∇tEz − ιωµ(Ht × ẑ) (2.5)

∂Ht

∂z
= ∇tHz − ιωε(ẑ×Et) (2.6)

Ez =
1

ιωε
∇t · (Ht × ẑ) (2.7)

Hz =
1

ιωµ
∇t · (ẑ×Et) (2.8)

Under the assumption of slow cross-sectional changes, the field can be
expressed with an infinite set of TE and TM modes that locally match the
modes of an equivalent uniform waveguide. Modal expansions are as follows

Et =
∑
p

Vp(z)etp(ξ1, ξ2, z)

Ht =
∑
p

Ip(z)htp(ξ1, ξ2, z)

Ez =
∑
p

vp(z)ezp(ξ1, ξ2, z)

Hz =
∑
p

ip(z)hzp(ξ1, ξ2, z)

(2.9)

where ξ1 and ξ2 are the curvilinear transversal coordinates and Vp, Ip, vp
and ip are the amplitudes of the field components.

The eigenfunctions have a weak dependence on the longitudinal coordi-
nate; the following definitions are adopted throughout this chapter:

TE modes TM modes

etp = ∇tΦTE
p × ẑ ∇tΦTM

p

ezp = 0
kt

2
p

γp
ΦTM
p

htp = ∇tΦTE
p ẑ×∇tΦTM

p

hzp =
kt

2
p

γp
ΦTE
p 0

(2.10)

The functions ΦTE
p and ΦTM

p are the scalar potential for TE and TM modes
given by the following homogeneous, scalar, linear, differential equation of
the second order

∇2
tΦ = k2

tΦ
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with boundary conditions

∂ΦTE

∂n
= 0 and ΦTM = 0 on ∂S (2.11)

being n the coordinate normal to the cross-section contour. The quanti-
ties ktp and γp are the eigenvalue of the corresponding eigenfunction and
the propagation constant. They are related to the free-space wavenumber
defined as k0 = −ω2µε according to the following formula:

k2
0 = kt

2
p + γ2

p (2.12)

so that kt
2
p is a real negative quantity and γp is real for evanescent modes.

The eigenfunctions are normalized so that their orthogonality relation is
unitary:∫∫

S
∇tΦp · ∇tΦqdS =

∫∫
S

etp · etqdS =

∫∫
S

htp · htqdS = δpq (2.13)

where δpq (= 1 for p = q, 0 for p 6= q) is the Kronecker delta. This position
sets up an equivalence between modes and transmission lines. The field
amplitudes can be written{

Vp(z) =
√
Zp
[
A+
p (z) +A−p (z)

]
Ip(z) =

√
Yp
[
A+
p (z)−A−p (z)

] (2.14)

where Zp and Yp are respectively the wave impedance and the wave admit-
tance of the mode, given by

Zp =
1

Yp
=


ιωµ

γp
for TE modes

γp
ιωε

for TM modes
(2.15)

Owing to the orthogonality relation (2.13) the power carried by the mode is

Pp =
1

2
VpI
∗
p =

1

2
(|A+

p |2 − |A−p |2)

so A+
p and A−p represent the amplitudes of forward and backward waves,

respectively. Some useful formulas relating field components are

TE modes TM modes

htp =
γp

kt
2
p

∇thzp etp =
γp

kt
2
p

∇tezp (2.16)

∇t · htp = γphzp ∇t · etp = γpezp (2.17)

∇t∇t · htp = kt
2
phtp ∇t∇t · etp = kt

2
petp (2.18)
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Figure 2.1: Waveguide with varying cross-section: general view (a), enlarge-
ment (b) and cross-sectional view (c).

and for both types of modes

etp = htp × ẑ and htp = ẑ× etp (2.19)

At any z, the eigenfunctions correspond to the modes of a waveguide
with a constant cross-section identical to the local contour of the waveguide
with varying cross-section. This explains why boundary conditions (2.11)
implies

∂hz
∂n

= 0 on ∂S for TE modes (2.20)

ez = 0 on ∂S for TM modes (2.21)

Nevertheless the total field has to satisfy the boundary conditions dictated
by the actual, perturbed cross-section, which is sketched in Fig. 2.1. This
implies that

E× N̂ = 0 on ∂S (2.22)

H · N̂ = 0 on ∂S (2.23)

with
N̂ = −n̂ cos θ + ẑ sin θ

The (2.22) gives

E× N̂ = (Enn̂ + Esŝ + Ezẑ)× (−n̂ cos θ + ẑ sin θ) =

= −ŝ(En sin θ + Ez cos θ) + ẑEs cos θ

which leads to

Et · ŝ = 0 on ∂S (2.24)

Et · n̂ tan θ + Ez = 0 on ∂S (2.25)

The (2.23) gives instead

E · N̂ = (Hnn̂ +Hsŝ +Hzẑ) · (−n̂ cos θ + ẑ sin θ) =

= −Hn cos θ +Hz sin θ
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which leads to

Ht · n̂−Hz tan θ = 0 on ∂S (2.26)

The quantity tan θ represents the local slope of the varying cross-section
a(z), namely

da

dz
= tan θ (2.27)

As pointed out in [64], the different boundary conditions between field and
mode components can coexist owing to the different convergence rate of the
series in (2.9).

Some formulas that are useful for next demonstrations and worth re-
porting here are the two-dimensional Green theorem and the integration of
varying surfaces. The former states that, given a scalar function f and a
vector field F defined and continuously differentiable on a surface S,

∫∫
S

(∇tf · F + f∇t · F)dS =

∮
∂S
fF · n̂ds (2.28)

The latter states that, given a scalar function f and a varying surface S,

d

dz

[∫∫
S
fdS

]
=

∫∫
S

df

dz
dS +

∮
∂S
f tan θds (2.29)

being tan θ the change rate of the varying surface, i.e. da/dz.

At this point, the (2.5) and (2.6) can be easily projected on the modes
to derive the generalized telegraphist’s equations as well as the expressions
for the ratios of the transformers coupling the equivalent transmission lines.
The procedure consists in scalar multiplying (2.5) and (2.6) by the transver-
sal component of a given modes and integrating over the waveguide cross-
section.

2.1.1 Projection on TM modes

We scalar multiply the (2.5) by the transversal electric component of the
i-th TM mode and integrate over the cross-section:

∫∫
S

∂Et

∂z
· etidS =

∫∫
S
∇tEz · etidS − ιωµ

∫∫
S

Ht × ẑ · etidS (2.30)
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The first integral of (2.30) can be simplified using (2.29), (2.24), (2.25) and
(2.13):∫∫

S

∂Et

∂z
· etidS =

=
d

dz

(∫∫
S

Et · etidS
)
−
∫∫

S
Et ·

∂eti
∂z

dS −
∮
∂S

Et · eti tan θds =

=
d

dz

(∑
p

Vp

∫∫
S

etp · etidS
)
−
∑
p

Vp

∫∫
S

etp ·
∂eti
∂z

dS+

−
∮
∂S
En tan θenids =

=
dVi
dz
−
∑
p

VpTpi +

∮
∂S
Ezenids

with

Tpi =

∫∫
S

etp ·
∂eti
∂z

dS (2.31)

The second integral of (2.30) can be simplified using (2.28), (2.21), (2.16),
(2.18), (2.19), (2.13) and (2.7) as follows∫∫

S
∇tEz · etidS =

∮
∂S
Ezeti · n̂ds−

∫∫
S
Ez∇t · etidS =

=

∮
∂S
Ezenids−

1

ιωε

∫∫
S
∇t · (Ht × ẑ)∇t · etidS =

=

∮
∂S
Ezenids−

1

ιωε

∮
∂S
∇t · eti(Ht × ẑ) · n̂ds+

+
1

ιωε

∫∫
S

(Ht × ẑ) · ∇t∇t · etidS =

=

∮
∂S
Ezenids−

γp
ιωε�����������∮

∂S
ezi(Ht × ẑ) · n̂ds+

+
kt

2
i

ιωε

∑
p

Ip

∫∫
S

(htp × ẑ) · etidS =

=

∮
∂S
Ezenids+

kt
2
i

ιωε
Ii

The last integral of (2.30) can be simplified using (2.19) and (2.13):

−ιωµ
∫∫

S
Ht × ẑ · etidS = −ιωµ

∑
p

Ip

∫∫
S

htp × ẑ · etidS = −ιωµIi

By combining all terms, the (2.30) becomes

dVi
dz
−
∑
p

VpTpi +
���

���∮
∂S
Ezenids =

��
����∮

∂S
Ezenids+

kt
2
i

ιωε
Ii − ιωµIi
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which, considering that

kt
2
i

ιωε
− ιωµ =

kt
2
i + ω2µε

ιωε
=
kt

2
i − k2

0

ιωε
= − γ2

i

ιωε
= −γiZi

yields
dVi
dz

= −γiZiIi +
∑
p

TpiVp (2.32)

A similar procedure is followed for the (2.5), but the scalar product with
the transversal magnetic component of the i-th TM mode is taken:∫∫

S

∂Ht

∂z
· htidS =

∫∫
S
∇tHz · htidS − ιωε

∫∫
S

ẑ×Et · htidS (2.33)

The first term of (2.33) is simplified using (2.13), (2.19) and twice (2.29):∫∫
S

∂Ht

∂z
· htidS =

=
d

dz

(∫∫
S

Ht · htidS

)
−
∫∫

S
Ht ·

∂hti

∂z
dS −

∮
∂S

Ht · hti tan θds =

=
dIi
dz
−
∑
p

Ip

(∫∫
S

htp ·
∂hti

∂z
dS +

∮
∂S

htp · hti tan θds

)
=

=
dIi
dz
−
∑
p

Ip

[
d

dz

(∫∫
S

htp · htidS

)
−
∫∫

S

∂htp

∂z
· htidS

]
=

=
dIi
dz
−
∑
p

Ip

[
�
��
dδpi
dz
−
∫∫

S

(
∂etp
∂z
× ẑ

)
· (eti × ẑ) dS

]
=

=
dIi
dz

+
∑
p

IpTip

The second term of (2.33) vanishes∫∫
S
∇tHz · htidS =

∮
∂S
Hzhti · n̂ds−

∫∫
S
Hz∇t · htidS = 0

because hni = 0 on ∂S and ∇·B = 0, that for TM modes becomes ∇t ·htp =
0. The last term of (2.33) is simplified using (2.19) and (2.13):

−ιωε
∫∫

S
ẑ×Et · htidS = −ιωε

∑
p

Vp

∫∫
S

htp · htidS = −ιωεVi

By combining all terms, the (2.33) becomes

dIi
dz

= −γiYiVi −
∑
p

TipIp (2.34)
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being ιωε = γiYi.
The (2.32) and (2.34) are the generalized telegraphist’s equations. The

use of the two-dimensional Green theorem, the integration by part and the
formula for integrals of varying surfaces is mandatory to remove the deriva-
tive operation from the total field. As explained in [64], when using the
modal expansion in place of the total field, derivation and summation op-
erators cannot be interchanged because term-by-term differentiation of the
infinite series requires stronger convergence. The main aim of previous pas-
sages thus consists in moving the derivation from the total field to the eigen-
function of the i-th mode.

2.1.2 Projection on TE modes

We scalar multiply the (2.5) by the transversal electric component of the
i-th TE mode and integrate over the cross-section. The same simplifica-
tions performed for (2.30) can be done except for the second integrals that
becomes:∫∫

S
∇tEz · etidS =

∮
∂S
Ezeti · n̂ds−

∫∫
S
Ez∇t · etidS =

=

∮
∂S
Ezenids

because ∇ ·D = 0 gives for TE modes ∇t · etp = 0. By combining again all
terms, the same equation as (2.32) is obtained, i.e.

dVi
dz
−
∑
p

VpTpi +
��

����∮
∂S
Ezenids =

��
����∮

∂S
Ezenids+−ιωµIi

dVi
dz

=
∑
p

VpTpi − γiZiIi

In case of (2.5), the second integral again undergoes a different simplifi-
cation using (2.28), (2.24), (2.18), (2.19), (2.13) and (2.8):∫∫

S
∇tHz · htidS =

∮
∂S
Hzhti · n̂ds−

∫∫
S
Hz∇t · htidS =

=
���

����∮
∂S
Hzhnids−

1

ιωµ

∫∫
S
∇t · (ẑ×Et)∇t · htidS =

=− 1

ιωµ

∮
∂S

ẑ×Et · n̂∇t · htids+
1

ιωµ

∫∫
S

ẑ×Et · ∇t∇t · htidS =

=
������������

1

ιωµ

∮
∂S
∇t · htiEt · ŝds+

kt
2
i

ιωµ

∫∫
S

ẑ×Et · htidS =

=
kt

2
i

ιωµ

∑
p

Vp

∫∫
S

ẑ× etp · htidS =
kt

2
i

ιωµ
Vi
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where the first closed loop integral vanishes because hni = 0 on ∂S. By
combining all terms, the (2.33) becomes

dIi
dz

+
∑
p

TipIp =
kt

2
i

ιωµ
Vi − ιωεVi

and considering that

kt
2
i

ιωµ
− ιωε =

kt
2
i + ω2µε

ιωµ
=
kt

2
i − k2

0

ιωµ
= − γ2

i

ιωµ
= −γiYi

the same equation as (2.34) is obtained.

2.1.3 Transfer coefficients

The expression of the transfer coefficients (2.31) is calculated more easily if
rewritten as a function of the scalar potential. We follow the approach by
Solymar [65], deriving the new expression for the interaction between modes
of the same types and same index and use (2.29):

Tpp =

∫∫
S

etp ·
∂etp
∂z

dS =

=
d

dz

(∫∫
S
‖etp‖2dS

)
−
∫∫

S

∂etp
∂z
· etpdS −

∮
∂S
‖etp‖2 tan θds =

=
�
�
��d

dz
(1)− Tpp −

∮
∂S
en

2
p tan θds

The symbol ‖ · ‖ denotes the norm of the vector, tan θ is the change rate
of the varying surface (see Fig. 2.1) and the last term reduces to the nor-
mal component because at the boundary etp · ŝ = 0. Using the notation
by Schelkunoff and the modal expressions (2.10), the transfer coefficients
become

T[p][p] = −1

2

∮
∂S

(
∂ΦTE

p

∂s

)2

tan θds

and

T(p)(p) = −1

2

∮
∂S

(
∂ΦTM

p

∂n

)2

tan θds

In case of different indices, we always have that

Φ = f

[
n

a(z)

]
g(s)

and

∂Φ

∂z

∣∣∣∣
n=a(z)

= −na
′(z)

a2(z)
f ′g

∣∣∣∣
n=a(z)

= −a′(z) f
′g

a(z)

∣∣∣∣
n=a(z)

= − tan θ
∂Φ

∂n

∣∣∣∣
n=a(z)
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so the following identities apply on the cross-section contour

∂ΦTM

∂z
= −∂ΦTM

∂n
tan θ

∂

∂z

∂ΦTE

∂n
= −∂

2ΦTE

∂n2
tan θ

The expression for TE-TE interaction is developed as follows

T[p][i] =

∫∫
S

etp ·
∂eti
∂z

dS =

∫∫
S

(
∇tΦTE

p × ẑ
)
·
(
∂

∂z
∇tΦTE

i × ẑ

)
dS =

=

∫∫
S

(
∇tΦTE

p × ẑ
)
·
(
∂∇tΦTE

i

∂z
× ẑ

)
dS = −

∫∫
S
∇tΦTE

p ·
∂∇tΦTE

i

∂z
dS

Now the two-dimensional Green theorem is firstly applied to remove the
derivation from the p-th function

T[p][i] =

∮
∂S

ΦTE
p

(
∂∇tΦTE

i

∂z

)
· n̂ds−

∫∫
S

ΦTE
p

∂∇2
tΦ

TE
i

∂z
dS =

= −
∮
∂S

ΦTE
p

∂2ΦTE
i

∂n2
tan θds− kt2i

∫∫
S

ΦTE
p

∂ΦTE
i

∂z
dS

and then from the i-th function

T[p][i] =

∮
∂S

(
∇tΦTE

p · n̂
) ∂ΦTE

i

∂z
ds−

∫∫
S
∇2
tΦ

TE
p

∂ΦTE
i

∂z
dS =

=

∮
∂S

∂ΦTE
p

∂n

∂ΦTE
i

∂z
ds− kt2p

∫∫
S

ΦTE
p

∂ΦTE
i

∂z
dS = −kt2p

∫∫
S

ΦTE
p

∂ΦTE
i

∂z
dS

where the (2.11) has been used. By combining the last two expressions

T[p][i] = −
∮
∂S

ΦTE
p

∂2ΦTE
i

∂n2
tan θds− kt2i

∫∫
S

ΦTE
p

∂ΦTE
i

∂z
dS =

= −
∮
∂S

ΦTE
p

∂2ΦTE
i

∂n2
tan θds+

kt
2
i

kt
2
p

T[p][i]

the transfer coefficient for TE-TE interaction is

T[p][i] =
kt

2
p

kt
2
i − kt2p

∮
∂S

ΦTE
p

∂2ΦTE
i

∂n2
tan θds with p 6= i

The TM-TM interaction is similarly developed by applying the two-
dimensional Green theorem to remove the derivation from the p-th function

T(p)(i) =

∫∫
S
∇tΦTM

p ·
∂∇tΦTM

i

∂z
dS =

=

∮
∂S

ΦTM
p

(
∂∇tΦTM

i

∂z

)
· n̂ds−

∫∫
S

ΦTM
p

∂∇2
tΦ

TM
i

∂z
dS =

= −kt2i
∫∫

S
ΦTM
p

∂ΦTM
i

∂z
dS
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where the (2.11) has been used, and then from the i-th function

T(p)(i) =

∫∫
S
∇tΦTM

p ·
∂∇tΦTM

i

∂z
dS =

=

∮
∂S

(
∇tΦTM

p · n̂
) ∂ΦTM

i

∂z
ds−

∫∫
S
∇2
tΦ

TM
p

∂ΦTM
i

∂z
dS =

=

∮
∂S

∂ΦTM
p

∂n

∂ΦTM
i

∂z
ds− kt2p

∫∫
S

ΦTM
p

∂ΦTM
i

∂z
dS =

= −
∮
∂S

∂ΦTM
p

∂n

∂ΦTM
i

∂n
tan θds− kt2p

∫∫
S

ΦTM
p

∂ΦTM
i

∂z
dS

By combining the last two expressions

T(p)(i) = −
∮
∂S

∂ΦTM
p

∂n

∂ΦTM
i

∂n
tan θds− kt2p

∫∫
S

ΦTM
p

∂ΦTM
i

∂z
dS =

= −
∮
∂S

∂ΦTM
p

∂n

∂ΦTM
i

∂n
tan θds+

kt
2
p

kt
2
i

T(p)(i)

the transfer coefficient for TM-TM interaction is

T(p)(i) =
kt

2
i

kt
2
p − kt2i

∮
∂S

∂ΦTM
p

∂n

∂ΦTM
i

∂n
tan θds with p 6= i

The derivation of the transfer coefficient for the TE-TM interaction
makes use of the vector identities ∇ · (F×G) = G · ∇×F−F · ∇×G and
∇×∇f = 0, giving

T[p](i) =

∫∫
S

etp ·
∂eti
∂z

dS =

∫∫
S

(
∇tΦTE

p × ẑ
)
· ∂∇tΦ

TM
i

∂z
dS =

=

∮
∂S

(
∇tΦTE

p × ẑ · n̂
) ∂ΦTM

i

∂z
ds−

∫∫
S
∇t ·

(
∇tΦTE

p × ẑ
) ∂ΦTM

i

∂z
dS =

=

∮
∂S

(
∇tΦTE

p · ŝ
) ∂ΦTM

i

∂z
ds+

−
∫∫

S

(
ẑ · ∇t ×∇tΦTE

p −∇tΦTE
p · ∇t × ẑ

) ∂ΦTM
i

∂z
dS =

=−
∮
∂S

∂ΦTE
p

∂s

∂ΦTM
i

∂n
tan θds

so that

T[p](i) = −
∮
∂S

∂ΦTE
p

∂s

∂ΦTM
i

∂n
tan θds
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Finally for the TM-TE interaction

T(p)[i] =

∫∫
S

etp ·
∂eti
∂z

dS =

∫∫
S
∇tΦTM

p ·
∂∇tΦTE

i × ẑ

∂z
dS =

=

∮
∂S

ΦTM
p

∂

∂z
(∇tΦTE

i × ẑ · n̂) ds−
∫∫

S
ΦTM
p

∂

∂z
(∇t · ∇tΦTE

i × ẑ) dS =

=

∮
∂S

ΦTM
p

∂

∂z
(∇tΦTE

i · ŝ) ds−
∫∫

S
ΦTM
p

∂

∂z
(ẑ · ∇t ×∇tΦTE

i ) dS

that, using previous vector identities and (2.11), gives

T(p)[i] = 0

Here is a summary of previous expressions

T[p][p] =− 1

2

∮
∂S

(
∂ΦTE

p

∂s

)2

tan θds (2.35)

T(p)(p) =− 1

2

∮
∂S

(
∂ΦTM

p

∂n

)2

tan θds (2.36)

T[p][i] =
kt

2
p

kt
2
i − kt2p

∮
∂S

ΦTE
p

∂2ΦTE
i

∂n2
tan θds, p 6= i (2.37)

T(p)(i) =
kt

2
i

kt
2
p − kt2i

∮
∂S

∂ΦTM
p

∂n

∂ΦTM
i

∂n
tan θds, p 6= i (2.38)

T[p](i) =−
∮
∂S

∂ΦTE
p

∂s

∂ΦTM
i

∂n
tan θds (2.39)

T(p)[i] =0 (2.40)

2.1.4 T-parameters in circular waveguide

The transfer coefficients can be expressed in closed form in waveguides with
circular cross-section of radius a(z). Normal and tangential coordinate (n, s)
correspond to (r, a(z)φ). The transversal wavenumber is

kt
2
i = kt

2
`m =


− u′2`m
a2(z)

for TE modes

− u2
`m

a2(z)
for TM modes

(2.41)

being u′`m the m-th zeros of J ′`, i.e. the first derivative of the `-th order Bessel
function of the first kind and u`m the m-th zeros of J`. The normalized scalar
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potentials are

Φi = Φ`m =

=
√
N`m ·


J`

(
u′`m
a(z)

r

)
sin(`φ+ φ1)

for TE modes
(φ1 = π

2 if ` = 0)

J`

(
u`m
a(z)

r

)
sin(`φ+ φ2)

for TM modes
(φ2 = π

2 if ` = 0)

(2.42)

The terms φ1 and φ2 are arbitrary initial phasings indicating the polarization
of the field; for circular modes (TE0m and TM0m), no polarization can be
defined and φ1,2 = π/2. The normalization factors N`m are

N`m =


[ε0`π

2
J2
` (u′`m)(u′

2
`m − `2)

]−1
for TE modes[ε0`π

2
J ′`

2
(u`m)u2

`m

]−1
for TM modes

where the symbol ε0` is 2 for ` = 0 and 1 for ` 6= 0. Previous choices assure
the fulfilment of (2.13).

The transfer coefficients consist of closed loop integrals along the cross-
section contour. Involved functions are reported here:

ΦTE
`m|r=a(z) =

√
2

ε0`π

sin(`φ+ φ1)√
u′2`m − `2

∂ΦTE
`m

∂s

∣∣∣∣
r=a(z)

=
∂ΦTE

`m

a(z)∂φ

∣∣∣∣
r=a(z)

=

√
2

ε0`π

`

a(z)

cos(`φ+ φ1)√
u′2`m − `2

∂2ΦTE
`m

∂n2

∣∣∣∣
r=a(z)

=
∂2ΦTE

`m

∂r2

∣∣∣∣
r=a(z)

=

√
2

ε0`π

u′2`m
a2(z)

J ′′` (u′`m)

J`(u
′
`m)

sin(`φ+ φ1)√
u′2`m − `2

∂ΦTM
`m

∂n

∣∣∣∣
r=a(z)

=
∂ΦTM

`m

∂r

∣∣∣∣
r=a(z)

=

√
2

ε0`π

1

a(z)
sin(`φ+ φ2)

The third expression can be further simplified using the equation of Bessel
functions, i.e.

J ′′` (x) +
1

x
J ′`(x) +

(
1− `2

x2

)
J`(x) = 0

that for x = u′`m becomes

J ′′` (u′`m) = −u
′2
`m − `2
u′2`m

J`(u
′
`m)

to get

∂2ΦTE
`m

∂r2

∣∣∣∣
r=a(z)

= −
√

2

ε0`π

√
u′2`m − `2
a2(z)

sin(`φ+ φ1)
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Useful integrals to be evaluated are∫ 2π

0
cos(qφ+ φ1) cos(`φ+ φ1)dφ =

{
πδ`q, ` 6= 0, ∀φ1

0, ` = 0, φ1 = π
2

(2.43)

∫ 2π

0
sin(qφ+ φ1) sin(`φ+ φ1)dφ =

=

∫ 2π

0
sin(qφ+ φ2) sin(`φ+ φ2)dφ =

= πδ`qε0`

{
∀φ1,2 if ` 6= 0
φ1,2 = π

2 if ` = 0

(2.44)

and ∫ 2π

0
cos(`φ+ φ1) sin(qφ+ φ2)dφ =

= πδ`q sin(φ2 − φ1)

{
∀φ1,2 if ` 6= 0
φ1,2 = π

2 if ` = 0

(2.45)

The (2.43) and (2.44) refer to TE-TE and TM-TM interactions, which are
maximized between modes with equal polarization. The (2.45) corresponds
to the interaction TE-TM, which maximally occurs between orthogonally
polarized modes. Apart from circular modes, all other fields present two
degenerate orthogonal configurations with in-quadrature polarization; we
can limit our analysis to one of them provided that, if the one is chosen for
TE modes, the other is taken for TM modes. A reference system aligned
with these directions can be always fixed; we opt for TE modes aligned with
the x-axis (φ1 = 0) and TM modes aligned with the y-axis (φ2 = π/2).

We now solve the closed loop integrals in the definition of the transfer
coefficients. The (2.35) gives

T[`m][`m] = −1

2
tan θ

2

π

`2

a2(z)

1

u′2`m − `2
∫ 2π

0
cos2(`φ+ φ1)a(z)dφ =

= −1

2
tan θ

2

π

`2

a2(z)

1

u′2`m − `2
a(z)π =

= −tan θ

a(z)

`2

(u′2`m − `2)

The (2.36) becomes

T(`m)(`m) = −1

2
tan θ

2

ε0`π

1

a2(z)

∫ 2π

0
sin2(`φ+ φ2)a(z)dφ =

= −1

2
tan θ

2

ε0`π

1

a2(z)
a(z)ε0`π =

= −tan θ

a(z)
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The (2.37) leads to

T[`m][qp] = − u′2`m
u′2qp − u′2`m

tan θ
2√

ε0`
√
ε0qπ

1

a2(z)

√
u′2qp − q2√
u′2`m − `2

·

·
∫ 2π

0
sin(`φ+ φ1) sin(qφ+ φ1)a(z)dφ =

= − u′2`m
u′2qp − u′2`m

tan θ
2√

ε0`
√
ε0qπ

1

a2(z)

√
u′2qp − q2√
u′2`m − `2

· a(z)ε0`πδ`q =

= −tan θ

a(z)

2u′2`m
u′2qp − u′2`m

√
u′2qp − q2√
u′2`m − `2

δ`q with p 6= m

The (2.38) becomes

T(`m)(qp) =
u2
qp

u2
`m − u2

qp

tan θ
2√

ε0`
√
ε0qπ

1

a2(z)
·

·
∫ 2π

0
sin(`φ+ φ2) sin(qφ+ φ2)a(z)dφ =

=
u2
qp

u2
`m − u2

qp

tan θ
2√

ε0`
√
ε0qπ

1

a2(z)
· a(z)ε0`πδ`q =

=
tan θ

a(z)

2u2
qp

u2
`m − u2

qp

δ`q

The (2.39) gives

T[`m](qp) = − tan θ
2√

ε0`
√
ε0qπ

`

a2(z)

1√
u′2`m − `2

·

·
∫ 2π

0
cos(`φ+ φ1) sin(qφ+ φ2)a(z)dφ =

= − tan θ
2√

ε0`
√
ε0qπ

`

a2(z)

1√
u′2`m − `2

· a(z)ε0`πδ`q =

= −tan θ

a(z)

2`√
u′2`m − `2

δ`q

and T(`m)[qp] = 0.
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Here is a summary of previous expressions

T[`m][`m] =− tan θ

a(z)

`2

(u′2`m − `2)
(2.46)

T(`m)(`m) =− tan θ

a(z)
(2.47)

T[`m][pq] =− tan θ

a(z)

2u′2`m
u′2qp − u′2`m

√
u′2qp − q2√
u′2`m − `2

δ`q, m 6= p (2.48)

T(`m)(pq) =− tan θ

a(z)

2u2
qp

u2
qp − u2

`m

δ`q, m 6= p (2.49)

T[`m](pq) =− tan θ

a(z)

2`√
u′2`m − `2

δ`q (2.50)

T(`m)[pq] =0 (2.51)
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2.2 Coupling Coefficients

We replace (2.14) inside (2.32) and (2.34) to derive similar coupled equations
relating forward and backward waves:

d

dz

[√
Zi
(
A+
i +A−i

)]
= −γiZi

√
Yp
(
A+
i −A−i

)
+
∑
p

Tpi
√
Zp
(
A+
p +A−p

)
d

dz

[√
Yi
(
A+
i −A−i

)]
= −γiYi

√
Zi
(
A+
i +A−i

)
−
∑
p

Tip
√
Yp
(
A+
p −A−p

)
The lhs of both equations is

√
Zi

(
dA+

i

dz
+
dA−i
dz

)
+

1

2
√
Zi

dZi
dz

(
A+
i +A−i

)
= . . .

√
Yi

(
dA+

i

dz
− dA−i

dz

)
+

1

2
√
Yi

dYi
dz

(
A+
i −A−i

)
= . . .

where
1

2
√
Yi

dYi
dz

=

√
Zi
2

d

dz

(
1

Zi

)
= − 1

2
√
Zi

dZi
dz

The first equation is now divided by
√
Zi, whereas the second one by

√
Yi:

dA+
i

dz
+
dA−i
dz

= − 1

2Zi

dZi
dz

(
A+
i +A−i

)
−γi

(
A+
i −A−i

)
+

+
∑
p

√
Zp
Zi
Tpi
(
A+
p +A−p

)
dA+

i

dz
− dA−i

dz
= +

1

2Zi

dZi
dz

(
A+
i −A−i

)
−γi

(
A+
i +A−i

)
+

−
∑
p

√
Zi
Zp
Tip
(
A+
p −A−p

)
After summing and subtracting previous equations, the system can be rear-
ranged as follows

dA+
i

dz
= − 1

2Zi

dZi
dz

A−i − γiA+
i +

∑
p

1

2

[(√
Zp
Zi
Tpi −

√
Zi
Zp
Tip

)
A+
p +

+

(√
Zp
Zi
Tpi +

√
Zi
Zp
Tip

)
A−p

]
dA−i
dz

= − 1

2Zi

dZi
dz

A+
i + γiA

−
i +

∑
p

1

2

[(√
Zp
Zi
Tpi +

√
Zi
Zp
Tip

)
A+
p +

+

(√
Zp
Zi
Tpi −

√
Zi
Zp
Tip

)
A−p

]
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We define the coupling coefficients as

S±ip =
1

2

(√
Zp
Zi
Tpi ∓

√
Zi
Zp
Tip

)
(2.52)

and the coupled equations between forward and backward waves assume the
following form

dA+
i

dz
= − 1

2Zi

dZi
dz

A−i − γiA+
i +

∑
p

(
S+
ipA

+
p + S−ipA

−
p

)
dA−i
dz

= − 1

2Zi

dZi
dz

A+
i + γiA

−
i +

∑
p

(
S−ipA

+
p + S+

ipA
−
p

) (2.53)

The derivative of the wave impedance can be calculated, leading to the
same expression for TE and TM modes:

1

Zi

dZi
dz

=


ιωε

γi

d

dz

( γi
ιωε

)
=

1

γi

dγi
dz

TM modes

− 1

Yi

dYi
dz

= − ιωµ
γi

d

dz

(
γi
ιωµ

)
= − 1

γi

dγi
dz

TE modes

The latter expression can be further developed as follows

1

γi

dγi
dz

=
1√

k2
0 − kt2i (z)

d
√
k2

0 − kt2i (z)
dz

=
1

2[k2
0 − kt2i (z)]

d[−kt2i (z)]
dz

=

= − 1

2γ2
i

dkt
2
i (z)

dz

(2.54)

For circular waveguides with varying radius a(z), the (2.54) becomes

1

Z`m

dZ`m
dz

=
1

2γ2
`m

d

dz

[
u2
`m

a2(z)

]
= − 2u2

`m

2γ2
`ma

3(z)

da(z)

dz
=

= − u2
`m

γ2
`ma

3(z)
tan θ (2.55)

and similarly for TE modes

1

Z`m

dZ`m
dz

=
u′2`m

γ2
`ma

3(z)
tan θ (2.56)
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2.2.1 Bragg condition

Both the coupling coefficients and the expression of the derivative of Zi
are proportional to tan θ. We take this term out and rewrite the coupled
equations in the following compact form

dA+
i

dz
= −γiA+

i + tan θ
∑
p

(
c+
ipA

+
p + c−ipA

−
p

)
dA−i
dz

= +γiA
−
i + tan θ

∑
p

(
c−ipA

+
p + c+

ipA
−
p

)
with

c+
ip =

1

tan θ
S+
ip and c−ip =

1

tan θ

(
S−ip −

1

2Zi

dZi
dz

δip

)

We now consider propagating waves with A±i = f±i e∓γiz = f±i e∓ιβiz, so that



df+
i

dz
e−ιβiz −������

ιβif
+
i e−ιβiz = −������

ιβif
+
i e−ιβiz+

+ tan θ
∑
p

(
c+
ipf

+
p e−ιβpz + c−ipf

−
p eιβpz

)
df−i
dz

eιβiz +�����
ιβif

−
i eιβiz = �����

ιβif
−
i eιβiz+

+ tan θ
∑
p

(
c−ipf

+
p e−ιβpz + c+

ipf
−
p eιβpz

)

df+
i

dz
= tan θ

∑
p

(
c+
ipf

+
p e−ι(βp−βi)z + c−ipf

−
p eι(βp+βi)z

)
df−i
dz

= tan θ
∑
p

(
c−ipf

+
p e−ι(βp+βi)z + c+

ipf
−
p eι(βp−βi)z

)
Bragg reflectors consist of waveguides with a periodically varying radius; we
choose the following sinusoidal profile with period Λ:

a(z) = a0 + b0 cos(kbz) with kb =
2π

Λ
(2.57)

From (2.57) we derive

tan θ =
da(z)

dz
= −b0kb sin(kbz) =

ιb0kb
2

(eιkbz − e−ιkbz)
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and the system of differential equations becomes

df+
i

dz
=
∑
p

{(
ιb0kb

2
c+
ip

)
f+
p

[
e−ι(βp−βi−kb)z − e−ι(βp−βi+kb)z

]
+

+

(
ιb0kb

2
c−ip

)
f−p

[
eι(βp+βi+kb)z − eι(βp+βi−kb)z

]}
df−i
dz

=
∑
p

{(
ιb0kb

2
c−ip

)
f+
p

[
e−ι(βp+βi−kb)z − e−ι(βp+βi+kb)z

]
+

+

(
ιb0kb

2
c+
ip

)
f−p

[
eι(βp−βi+kb)z − eι(βp−βi−kb)z

]}
The waves that satisfy the Bragg condition βi + βp = kb give a signifi-
cant contribution in the summation because they constructively interfere,
whereas the other modes can be neglected. Keeping only the terms fulfilling
this condition leads to

df+
i

dz
= −

∑
p

(
ιb0kb

2
c−ip

)
f−p eι∆ipz

df−i
dz

=
∑
p

(
ιb0kb

2
c−ip

)
f+
p e−ι∆ipz

(2.58)

where we have introduced the mismatch parameter

∆ip = βp + βi − kb (2.59)

The (2.58) often appear in two different forms. The former is
df+
i

dz
=
∑
p

κ∗ipf
−
p eι∆ipz

df−i
dz

=
∑
p

κipf
+
p e−ι∆ipz

(2.60)

which uses the coupling constants

κip =
ιb0kb

2
c−ip

and is mostly used by Yariv [66] and others. The latter uses the coupling
constants

Gip =
b0kb

2
c−ip

and performs the following additional simplification

f±i = B±i e±ι
∆ii
2
z
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This implies
dB+

i

dz
eι

∆ii
2
z + ι

∆ii

2
B+
i eι

∆ii
2
z = −ι

∑
p

GipB
−
p e−ι

∆pp
2
zeι∆ipz

dB−i
dz

e−ι
∆ii
2
z − ι∆ii

2
B−i e−ι

∆ii
2
z = ι

∑
p

GipB
+
p eι

∆pp
2
ze−ι∆ipz


dB+

i

dz
= −ι∆ii

2
B+
i − ι

∑
p

GipB
−
p eι(∆ip−

∆pp
2
−∆ii

2
)z

dB−i
dz

= ι
∆ii

2
B−i + ι

∑
p

GipB
+
p e−ι(∆ip−

∆pp
2
−∆ii

2
)z


dB+

i

dz
= −ι∆ii

2
B+
i − ι

∑
p

GipB
−
p

dB−i
dz

= ι
∆ii

2
B−i + ι

∑
p

GipB
+
p

(2.61)

since

∆ip −
∆pp

2
− ∆ii

2
= βp + βi − kb − βp +

kb
2
− βi +

kb
2

= 0

The system (2.61) is mostly used by Bratman [67] and others.

2.2.2 Lossy metals

The ohmic losses due to real metals can be included introducing a complex
propagation constant, where an imaginary term αi represents the attenu-
ation constant per unit length of the i-th mode. In the case of small cor-
rugation depths and small losses, the perturbative method can be adopted
and the attenuation constants are computed with the standard expressions
of smooth-wall circular waveguides as follows:

αi =


α[`m] =

√
ωµ

2σ

ω/c

Z0aβ`m

(
kt

2
`m

k2
0

+
`2

u′2`m − `2
)
, TE modes

α(`m) =

√
ωµ

2σ

ω/c

aZ0β`m
, TM modes

(2.62)

where σ [S/m] is the metal conductivity and Z0 = 120π is the vacuum
impedance.

The systems of equations for lossy structures are derived starting from
the position A±i = f±i e∓ιγiz, with γi = βi− ιαi. They are formally the same
as the ideal case, but the following complex ∆ip is obtained:

∆ip = ∆ip − ι(αi + αp)
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and the formulations (2.60) and (2.61) respectively become
df+
i

dz
=
∑
p

κ∗ipf
−
p eι∆ipze(αi+αp)z

df−i
dz

=
∑
p

κipf
+
p e−ι∆ipze−(αi+αp)z

and 
dB+

i

dz
= −

(
ι
∆ii

2
+ αi

)
B+
i − ι

∑
p

GipB
−
p

dB−i
dz

=

(
ι
∆ii

2
+ αi

)
B−i + ι

∑
p

GipB
+
p

The reflectivity R and transmissivity T are defined as

R =

∣∣∣∣∣A−p (0)

A+
i (0)

∣∣∣∣∣
2

=
∣∣A−p (0)

∣∣2 and T =

∣∣∣∣∣A+
p (L)

A+
i (0)

∣∣∣∣∣
2

=
∣∣A+

p (L)
∣∣2

where L is the total length of the reflector and an excitation A+
i with uni-

tary amplitude entering the structure from z = 0 is assumed. In Yariv’s
formulation, these parameters are expressed as follows

R =
∣∣A−p (0)

∣∣2 =
∣∣f−p (0)eιγp·0

∣∣2 =
∣∣f−p (0)

∣∣2
T =

∣∣A+
p (L)

∣∣2 =
∣∣f+
p (L)e−ιγpL

∣∣2 =
∣∣f+
p (L)

∣∣2 e−2αpL

In Bratman’s formulation, they are

R =
∣∣A−p (0)

∣∣2 =
∣∣f−p (0)

∣∣2 =

∣∣∣∣B−p (0)e−ι
∆pp

2
·0
∣∣∣∣2 =

∣∣B−p (0)
∣∣2

T =
∣∣A+

p (L)
∣∣2 =

∣∣∣∣B+
p (L)eι

∆pp
2
·Le−2αpL

∣∣∣∣2 =
∣∣B+

p (L)
∣∣2

2.2.3 Expressions in circular waveguide

Closed-form expressions for the coupling coefficients Gip in circular waveg-
uides can be derived from

Gip =
b0kb

2

1

tan θ

(
S−ip −

1

2Zi

dZi
dz

δip

)
using (2.52) and the expressions of the transfer coefficients given in section
2.1.4. We consider propagating waves, so γi = ιβi and, assuming that
b0 � a0, the radius a(z) is approximated with a0.
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The coupling between TE modes with the same indices is

G[`m][`m] =
b0kb

2

1

tan θ

(
T[`m][`m] −

1

2Z`m

dZ`m
dz

)
=

=
b0kb

2

1

tan θ

[
−tan θ

a0

`2

(u′2`m − `2)
+

1

2

u′2`m
β2
`ma

3
0

tan θ

]
=

=
kbb0
2a0

[
1

2

u′2`m
β2
`ma

2
0

− `2

(u′2`m − `2)

]

that can be rewritten as

kbb0
2a0

u′2`m(u′2`m − `2)− 2β2
`ma

2
0`

2

2β2
`ma

2
0(u′2`m − `2)

=
kbb0
2a0

u′4`m − u′2`m`2 − 2β2
`ma

2
0`

2

2β2
`ma

2
0(u′2`m − `2)

=

=
kbb0
2a0

u′4`m − (ω/c)2a2
0`

2 + β2
`ma

2
0`

2 − 2β2
`ma

2
0`

2

2β2
`ma

2
0(u′2`m − `2)

=

=
kbb0
2a0

u′4`m − a2
0`

2[(ω/c)2 + β2
`m]

2β2
`ma

2
0(u′2`m − `2)

and for TM modes with the same indices

G(`m)(`m) =
b0kb

2

1

tan θ

(
T(`m)(`m) −

1

2Z`m

dZ`m
dz

)
=

=
b0kb

2

1

tan θ

[
−tan θ

a0
− 1

2

u2
`m

β2
`ma

3
0

tan θ

]
=

= −kbb0
2a0

[
1 +

1

2

u2
`m

β2
`ma

2
0

]
= −kbb0

2a0

[
2β2

`m + u2
`m/a

2
0

2

]
=

=
kbb0
2a0

[
k2

0 − β2
`m

2β2
`m

]

For different indices, TE-TE coupling yields

G[`m][qp] =
b0kb

2

1

2 tan θ

(√
ωµ

β`m

βqp
ωµ

T[`m][qp] +

√
ωµ

βqp

β`m
ωµ

T[qp][`m]

)
=

=
kbb0
2a0

1

u′2`m − u′2qp
·

·

u′2`m
√

βqp(u′
2
qp − q2)

β`m(u′2`m − `2)
− u′2qp

√
β`m(u′2`m − `2)

βqp(u′
2
qp − q2)

 δ`q
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TM-TM coupling gives

G(`m)(qp) =
b0kb

2

1

2 tan θ

(√
β`m
ωε

ωε

βqp
T(`m)(qp) +

√
βqp
ωε

ωε

β`m
T(qp)(`m)

)
=

=
kbb0
2a0

u2
qpβ`m − u2

`mβqp

(u2
`m − u2

qp)
√
β`mβqp

δ`q

and TE-TM coupling is

G[`m](qp) =
b0kb

2

1

2 tan θ

(√
ωµ

β`m

ωε

βqp
T[`m](qp)

)
=

= −kbb0
2a0

`(ω/c)√
β`mβqp

√
u′2`m − `2

δ`q

where c is the speed of light.
Provided that m 6= p, we summarize the coupling coefficients as follows

kbb0
2a0
·



u′4`m − a2
0`

2[(ω/c)2 + β2
`m]

2β2
`ma

2
0(u′2`m − `2)

TE`m-TE`m

− (ω/c)2 + β2
`m

2β2
`m

TM`m-TM`m

u′2`m

√
βqp(u′2qp−q2)

β`m(u′2`m−`2)
− u′2qp

√
β`m(u′2`m−`2)

βqp(u′2qp−q2)

u′2`m − u′2qp
δ`q TE`m-TEqp

u2
qpβ`m − u2

`mβqp

(u2
`m − u2

qp)
√
β`mβqp

δ`q TM`m-TMqp

− `(ω/c)√
β`mβqp

√
u′2`m − `2

δ`q TE`m-TMqp

(2.63)

2.2.4 Different corrugation profiles

So far we have used corrugations with a cosine profile given by (2.57), but
the theoretical model can be generalized to support any periodic function
a(z). The latter can be always expressed through a Fourier series as follows:

a(z) =
∑
n

bneι
2πn
Λ
z with bn =

1

Λ

∫ Λ/2

−Λ/2
a(z)e−ι

2πn
Λ
zdz (2.64)

where Λ is the spatial period, as shown in Fig. 2.2. According to the prop-
erties of Fourier series,

da(z)

dz
=
∑
n

gneι
2πn
Λ
z with gn = ιnkbbn
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Figure 2.2: Parameters of the rippled wall.

and the coupled equations become


df+
i

dz
=
∑
n

gn
∑
p

[
c+
ipf

+
p e−ι(βp−βi−nkb)z + c−ipf

−
p eι(βp+βi+nkb)z

]
df−i
dz

=
∑
n

gn
∑
p

[
c−ipf

+
p e−ι(βp+βi−nkb)z + c+

ipf
−
p eι(βp−βi+nkb)z

] (2.65)

Owing to the Bragg condition, the two terms on the left side of (2.65) can be
influenced only by terms on the right hand side that possess the same phase
dependence, that is, are phase matched, whereas the contribution of terms
with no phase matching averages to zero over a few phase beat lengths. It
follows that only the harmonics n = −1 and n = 1 contribute in the first
and the second equations of (2.65), respectively. The system reduces to


df+
i

dz
=
∑
p

g−1c
−
ipf
−
p eι(βp+βi−kb)z

df−i
dz

=
∑
p

g1c
−
ipf

+
p e−ι(βp+βi−kb)z

The Fourier coefficients of real functions satisfy the condition g−n = g∗n, i.e.
g−1 = −ιkbb∗1. With these positions and including losses, the systems of
coupled equations in Yariv’s and Bratman’s form respectively become


df+
i

dz
=
∑
p

κ∗ipf
−
p eι∆ipze(αi+αp)z

df−i
dz

=
∑
p

κipf
+
p e−ι∆ipze−(αi+αp)z

with κip = (ιkbb1)c−ip
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Figure 2.3: Cosine (a), sine (b), square (c) and triangle (d) profiles.

and
dB+

i

dz
= −

(
ι
∆ii

2
+ αi

)
B+
i − ι

∑
p

G∗ipB
−
p

dB−i
dz

=

(
ι
∆ii

2
+ αi

)
B−i + ι

∑
p

GipB
+
p

with Gip = (kbb1)c−ip

In the expressions of Gip given by (2.63), the b0/2 must be thus replaced
with the first coefficient of the Fourier series of a(z). The expressions of b1
for common corrugations are

profiles Fig. a(z) b1

cosine 2.3(a) a0 + b cos
(

2π
Λ z
)

b
2

sine 2.3(b) a0 + b sin
(

2π
Λ z
)

− ιb
2

square 2.3(c) a0 + b
[
2
∑

n rect
(
z
Λ − n

)
− 1
]

ι2b
π

triangle 2.3(d) a0 + b
[
4
∑

n tri
(
z
Λ − n

)
− 1
]

4b
π2

where the functions rect and tri are defined as follows

rect(x) =


0, 0 < x < 1

2
1
2 , x = 1

2

1, 1
2 < x < 1

; tri(x) =

{
mod(x, 1), 0 < x ≤ 1

2

mod(1− x, 1), 1
2 ≤ x < 1
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2.3 Benchmarks

2.3.1 Comparison with other formulas

The coupling constants given in [68] are

b0
2

u′4`m − `2a2
0[(ω/c)2 + β2

`m]

a3
0β`m(u′2`m − `2)

TE`m-TE`m

b0
2a0

(ω/c)2 + β2
`m

β`m
TM`m-TM`m

kbb0
2a0

u′2qp(u
′2
`m − `2)

√
β`m
βqp
− u′2`m(u′2qp − q2)

√
βqp
β`m

(u′2`m − u′2qp)
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(2.66)

where in the first two expression kb has been replaced with 2β`m. By dividing
the expressions in (2.63) with these coupling constants and neglecting the
missing δ`q, we find

G
(2.63)
pi

G
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=
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− 1 TE`m-TMqp

The coupling constants given in [67] and [69] are
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(2.67)

where the approximation kb = β`m + βqp was employed. This position re-
moves the singularity in the coupling coefficients between modes with differ-
ent indices so that the same expressions can be used for both (`m) = (qp)
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and (`m) 6= (qp). We introduce the same approximation in (2.63); for TE`m-
TE`m and TM`m-TM`m interaction, this yields
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The coupling coefficient becomes
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and for TE`m-TMqp interaction
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We now divide these new expressions by (2.67):
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(2.68)

Almost all comparisons show that calculated coupling constants match the
coefficients of other papers apart from a sign. The only exception is the
G[`m][`m] in (2.66), but it is probably due to a mistake in McCowan’s paper
because many other equations in that paper present doubtful signs.

2.3.2 Comparison with results from literature

We start this comparison from a technical report by McCowan et al. [68],
where two examples are described, but in the first one the design parameters



Coupled-Mode Theory for Circular Waveguide 99

90 95 100 105 1100.0

0.2

0.4

0.6

0.8

1.0

Frequency �GHz�

(a) (b) 

TE61 (0) TE61 (L) 

TM61 (0) 

TM61 (L) 

Figure 2.4: Reflection and transmission of the TE61 and TM61 modes versus
frequency in a cylindrical, TE61-excited, Bragg reflector with parameters
Λ=1.7 mm, a0=7.5 mm (estimated), L=40 mm and b0=0.12 mm. (a) is
taken from [68]; (b) is calculated according to our model.
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the per i od i c i t y o f the cor ruga t i on , and 0 ( ) i s an arb i -
t rary s t ar t i ng phase . The coup l ed mode equa t i ons for
the cy l i ndr i ca l wavegu i de Bragg re f l ec tor are [5 , 6]
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k z be i ng the ax i a l wavenumber o f the i nc i den t mode .
S i nce the cor ruga t i on i s az i mu tha l l y symme t r i c , the
Bragg re f l ec tor w i l l no t coup l e modes w i th d i f f eren t
az i mu tha l i nd i ces [4] . The i nd i ces i n the above equa -
t i ons re f er to the rad i a l i nd i ces o f the modes . f , + i s the
amp l i tude o f the ( i nc i den t ) wavegu i de mode propaga t -
i ng i n the forward d i rec t i on and f , i s the amp l i tude o f
the backward propaga t i ng ( re f l ec t ed) wave . G , G , P ,

and HP are the coup l i ng coe f f i c i en t be tween the for -
ward and backward componen t s o f the i nc i den t mode ,
the coup l i ng coe f f i c i en t be tween two TE or TM modes
and the cross-coup l i ng coe f f i c i en t be tween a TE (H)
and TM (E) mode respec t i ve l y . Express i ons for these
coe f f i c i en t s can be found i n re f s . [5 , 6] . So l v i ng the
sys t em o f equa t i ons g i ven by (2) and (3) f rom z = 0 to
z = L , L be i ng the l eng th o f the m i r ror , one f i nds the
mode amp l i tudes f rom wh i ch the re f l ec t i on R and
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485

t ransm i ss i on T coe f f i c i en t s for each mode can be ca l -
cu l a t ed

R=1 f ( z=0) I Z / I f+( z=0) I Z ,

T=1 f+( z=L) I z / I f+( z=
(»

I z .

The phase sh i f t o f the re f l ec t ed (¢ , ) and t ransm i t t ed
(0 , ) componen t s o f a wavegu i de mode can a l so be
ob t a i ned f rom the amp l i tudes f ,+ and f , ,

0 , = - t an- ' ( f ,n , ( z -L) / f c (Z- L) ) ,

(hT=- t an- ' ( f , »( z -0) / f e ( z -0) ) , (8)

where the subscr i p t s i m and re s t and for i mag i nary and
rea l par t o f the comp l ex amp l i tude .

In the Raman l aser the FEL i n t erac t i on bas i ca l l y
t akes p l ace w i th the TE  mode , though cyc l o t ron
i ns t ab i l i t i es can resu l t i n i n t erac t i on w i th o ther , h i gher
order , modes [2] . The Bragg re f l ec tor mus t there fore
re f l ec t the TE  mode and pre f erab l y none o f the
o ther modes . The cen t ra l f requency , chosen to be 30
GHz , i s g i ven by the Bragg cond i t i on ,

k Z =k h / 2 .

The per i od o f the cor ruga t i on for re f l ec t i on o f the
TE  mode a t 30 GHz thus becomes . t i , = 5 . 37 mm .

The sys t em o f equa t i ons (2) and (3) can be so l ved
for any number o f modes , bu t for prac t i ca l reasons ( i . e .
for reasonab l e compu t i ng t i me ) the number o f modes
s i mu l t aneous l y presen t i s l i m i t ed to two i n the (mod-
i f i ed) code [5] used . The i nc i den t mode a t z = 0 i s
assumed to be a pure TE S mode whereas the o ther
mode i s chosen to be the TM t , mode . The re f l ec tor i s
ma t ched a t z = L , i . e . no waves are re f l ec t ed a t the
end o f the m i r ror . The power re f l ec t i on coe f f i c i en t i s
shown i n F i g . l a for the case o f L = 120 mm and
1 , = 0 . 5 mm . The t ransm i ss i on coe f f i c i en t i s shown i n
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F i g. 1 . Power re f l ec t i on coe f f i c i en t (a ) and t ransm i ss i on coe f f i c i en t (b) for the TE I , mode (so l i d l i ne ) and TM , I mode (dashed l i ne )
for the Bragg re f l ec tor versus f requency . The i nc i den t mode i s assumed to be a pure TE  mode . The parame t ers o f the Bragg

re f l ec tor are dn = 5 . 37 mm , 1 , ) = 0. 5 mm and L = 120 mm.
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Figure 2.5: Reflection and transmission of the TE11 and TM11 modes ver-
sus frequency in a cylindrical, TE11-excited, Bragg reflector with parameters
Λ=5.37 mm, a0=8 mm (estimated), L=120 mm and b0=0.5 mm. Left plots
are taken from [70], whereas right ones are calculated according to our ex-
pressions.

are contradictory probably owing to some cut and paste errors. Hence the
second example has been only used. The radius of the unperturbed waveg-
uide is not given in the text and has been derived to fulfil Bragg condition.
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Figure 2.6: Reflectivities of the TE11 and TM11 modes versus frequency
in cylindrical, TE11-excited, Bragg reflectors taken from [71] (left) and cal-
culated with our formulation (right). Design parameters are Λ=0.6 mm,
a0=3.5 mm, whereas (b0, L) are, from top to bottom, (101.6 µm, 40.2 mm),
(50.8 µm, 79.8 mm), (33.27 µm, 120 mm) and (25.4 µm, 180 mm).

The agreement, reported in Fig. 2.4 is good, but not perfect; L is the length
of the rippled section. Nevertheless a different plot from [68] is obtained
also if McCowan’s coupling constants are used.

A very good match is shown in Fig. 2.5 and refers to a paper from
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Figure 2.7: Reflection of the TE11 and TM11 modes versus frequency in
cylindrical, Bragg reflectors taken from [69] (left) and calculated with our
formulation (right). Design parameters are Λ=603 µm, a0=3.525 mm,
L=180.9 mm and b0 is 26 µm (a) and 39 µm (b), with TE11 as input mode,
and 26 µm (c) and 39 µm (d), with TM11 as input mode.
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Zambon et al. [70]. Also in this case the radius of the unperturbed waveguide
has been estimating enforcing the Bragg condition because its value was not
reported in the paper.

Another paper relying on the coupled-mode theory is a work from Kulke
et al. [71] for a 250 GHz cyclotron auto-resonance maser mostly meant for
nuclear fusion. Four calculations are given for Bragg-reflector with different
lengths and ripple depths. The comparison is shown in Fig. 2.6, resulting in
a perfect agreement.

The last benchmark, shown in Fig. 2.7, refers again to a 250 GHz cy-
clotron auto-resonance maser working with low-order modes. There is a
perfect match between our calculations and the plots taken from this paper
by Chong et al. [69].

2.3.3 Comparison with CST MWS

A further comparison of the model has been carried out using the transient
solver of CST MICROWAVE STUDIO (MWS), the time-domain proprietary
method based on the finite integration technique [32]. The transient solver is
a general-purpose 3D electromagnetic simulator, also suitable for waveguide
problems provided that the electrical size of the domain is not much larger
than the minimum wavelength in vacuum.

A Bragg reflector with a0 = 1.5 mm, Λ = 617 µm, L = 50Λ, and b0 = 20
µm has been studied in the range 245÷265 GHz; it is designed to reflect
the TE11 mode at 250 GHz. The dimensions are acceptable for CST MWS,
where electric and magnetic planes of symmetry were also inserted to reduce
the simulation domain. The structure that was built in the software CAD
is shown in Fig. 2.8 together with the symmetry planes. At the central
frequency of the bandwidth under investigation, there are 18 modes above
cutoff which become 32 if degenerate modes with orthogonal polarization,

(a) (b) 

Figure 2.8: Bragg reflector with a0=1.5 mm, Λ=617 µm, L=50Λ, and b0=20
µm: structure built in CST MWS (a) and electric (green) and magnetic
(blue) symmetry planes (b).
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Figure 2.9: Reflection predicted by the coupled-mode theory (black) and by
CST MWS with 10 (blue dashed) and 20 (red) lines per wavelength for the
Bragg reflector of Fig. 2.8.
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Figure 2.10: Transmission predicted by the coupled-mode theory (black)
and by CST MWS with 10 (blue dashed) and 20 (red) lines per wavelength
for the Bragg reflector of Fig. 2.8.

i.e. TEnm and TMnm modes with n>0, are considered. All these modes
should be included in the simulation with CST MWS to get reliable results,
nevertheless the symmetry planes cancel degenerate modes as well as all
TEnm and TMnm with n even and the computations can be run with only
8 modes. This simplification is justified by the fact that, according to the
coupled-mode theory, the coupling coefficients between modes with different
azimuthal index vanish.

The standard meshing global parameters in CST MWS are set to 10 lines
per wavelength with a lower mesh limit of 10. These values give rather in-
accurate results because they cause a shift of the resonances towards lower
frequencies; by setting both parameters to at least 20, the outcomes be-
come more reliable and the agreement with the coupled-mode equations
significantly improves. This can be appreciated by comparing the scatter-
ing parameters of the modes that mostly interact, namely the TE11, which
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Figure 2.11: Phase of the reflection and transmission coefficients predicted
by the coupled-mode theory (black) and by CST MWS with 15 (blue dashed)
and 20 (red) lines per wavelength for the reflector of Fig. 2.8.

excites the reflector, and the TM11. Fig. 2.9 reports the reflection coeffi-
cients relevant to these modes calculated with the coupled-mode theory and
with CST MWS using different meshing settings. The outcomes of the same
simulations are similarly overlapped in Fig. 2.10 in terms of transmission
coefficients.

If the discretization in CST MWS is fine enough, a good agreement is
obtained with the coupled-mode theory with reference to the amplitude of
the scattering parameters. As far as the phase is concerned, the predictions
of the two methods are shown in Fig. 2.11 for the reflection and transmission
coefficients of the fundamental mode. A difference of 180 deg was found in
(2.68) when comparing the coupling constants derived here with the ones
given in [67] and [69]. Nevertheless the match with CST MWS in Fig.
2.11 is good, demonstrating the full correctness of the coupling constants
derived in this document. In CST MWS input and output waveguides are
needed to avoid issues generated by evanescent modes; these smooth-wall
waveguides have been set with a radius of a0 + b0 because the comparison is
carried out with reference to a reflector with a cosine ripple profile. Built-in
de-embedding operations in CST MWS enable to remove the contribution
due to the input and output sections, which are 1 mm in length, in the
phase of the scattering parameters. Similar comparisons using sinusoidal
corrugations also returned a good agreement.
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2.4 Analysis of a Resonant Cavity

A resonant cavity can be created by placing a section of straight, smooth-
wall waveguide between two Bragg reflectors and used for microwave am-
plification by stimulated emission of radiation (MASER). The operational
waveguide mode, which takes energy at the expenses of an electron beam
passing through the structure, is ideally trapped between the Bragg reflec-
tors and grows after each round trip. Similarly to RLC circuits, the energy
in the cavity reaches stationary conditions owing to losses arising from the
wave leakage at the mirrors and attenuation by imperfect conductors.

As depicted in Fig. 2.12, the mirror on the gun-side, i.e. facing the origin
of the beam, is called upstream reflector; the one on the opposite position,
i.e. the window-side, is named downstream reflector. The former has to
provide high confinement (reflectivity ≈99%), whereas the latter is partially
transmitting (reflectivity ≈90%) to permit the wave to escape and reach the
vacuum window.

The main characteristics of a resonator are its eigenfrequencies and qual-
ity factors. The former are obtained requiring that the phase change of a
mode in one round trip of the resonator is an integer multiple of 2π. For
a cavity having a smooth-wall section of length d and ideal reflectors with
negligible length, the eigenfrequencies can be found from the condition:

φu(ω) + φd(ω) + 2βid = 2mπ, m = 0,±1,±2, . . .

where φu and φd are the phases of the reflection coefficients of the upstream
and downstream mirrors, respectively. Real resonators employ reflectors
with finite length and feature additional eigenfrequencies which can be found
with a deeper, self-consistent analysis. Similar considerations apply to the
Q-factor, which is defined as the ratio between the energy stored in the
resonator to the average power loss in a cycle:

Q = ωr
Wstored

Ploss
(2.69)

where ωr is the resonance frequency. Under some approximations, we can
give the Q-factor a simple, closed-form expression, but an accurate calcula-
tion has to adopt the more complicated formalism that is described in the
following.

upstream 
reflector 

downstream 
reflector 

beam 
beam 

wave 

Figure 2.12: Schematic layout of a cavity based on Bragg reflectors.
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2.4.1 Eigenvalue/eigenvector method

In section 2.2.4, we derived the following system of differential equations for
lossy Bragg reflectors with a generic ripple profile and Bratman’s formalism:

dB+
i

dz
= −

(
ι
∆ii

2
+ αi

)
B+
i − ι

∑
p

G∗ipB
−
p

dB−i
dz

=

(
ι
∆ii

2
+ αi

)
B−i + ι

∑
p

GipB
+
p

where B± are the amplitudes of forward and backward waves, ∆ii the mis-
match parameter defined in (2.59), αi the attenuation constants given in
(2.62) and Gip the coupling constants summarized in (2.63) for sinusoidal
corrugations. By considering the interaction between N modes in the loss-
less case, the previous system can be written in matrix form as follows:

d

dz


B+

1

B−1
...
B+
N

B−N

 =


−ι∆11

2 −ιG∗11 · · · 0 −ιG∗1N
ιG11 ι∆11

2 · · · ιG1N 0
...

...
. . .

...
...

0 −ιG∗N1 · · · −ι∆NN
2 −ιG∗NN

ιGN1 0 · · · ιGNN ι∆NN
2

 ·

B+

1

B−1
...
B+
N

B−N


namely as

d

dz
(B) = M ·B (2.70)

where, in presence of losses, the coupling matrix M becomes

M =


−ι∆11

2 − α1 −ιG∗11 · · · 0 −ιG∗1N
ιG11 ι∆11

2 + α1 · · · ιG1N 0
...

...
. . .

...
...

0 −ιG∗N1 · · · −ι∆NN
2 − αN −ιG∗NN

ιGN1 0 · · · ιGNN ι∆NN
2 + αN


Such a linear system can be solved letting the wave amplitudes satisfy B ∝
ekz, where k is a complex constant. This position converts the (2.70) into

(M− kI) · v = 0 (2.71)

being I the identity matrix; the (2.71) is a classical problem with eigenvalues
ki and eigenvectors vi. Once obtained ki and vi with the standard techniques
of matrix algebra, the amplitude vector can be expressed at any position of
the reflector as a linear combination of eigenvectors with coefficients wi

B+
1

B−1
...
B−N

 =


v1,1

v2,1
...

v2N,1

w1ek1z +


v1,2

v2,2
...

v2N,2

w2ek2z + . . .+


v1,2N

v2,2N
...

v2N,2N

w2Nek2Nz
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Figure 2.13: Forward and backward waves propagating in the resonator.

namely

B =
2N∑
i=1

wivie
kiz

The constants wi are determined by the boundary conditions on B±i (z) that,
if the first mode excites the reflector, are

B+
i (0) = B−i (L) = 0 ∀i except for B+

1 (0) = 1

In the straight section of a smooth-wall waveguide, modes are uncoupled
and the interaction matrix Gc, ruling the longitudinal variation of the wave
amplitudes, is diagonal, i.e. the eigenvalues are the diagonal matrix terms.
If the same N modes of the Bragg reflector are considered, we have

Gc =


−ιβ1 − α1 0 · · · 0 0

0 ιβ1 + α1 · · · 0 0
...

...
. . .

...
...

0 0 · · · −ιβN − αN 0
0 0 · · · 0 ιβN + αN


By combining the coupling matrices of smooth- and rippled-wall waveg-

uides, we can build a system of differential equations that characterizes a
resonator and self-consistently relates its wave amplitudes. If we refer to
Fig. 2.13, the equations of the resonator are

d

dz

B
C
D

 =

Gu 0 0
0 Gc 0
0 0 Gd

 ·
B

C
D

 (2.72)

where Gu, Gc and Gd indicate the coupling matrices of upstream reflector,
smooth-wall section and downstream reflector, respectively. For N modes,
the (2.72) is a system of 3×2×N differential equations and the same number
of unknown wave amplitudes; it can be recast in compact form as

d

dz
(P) = M ·P
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with

P =
[
B+

1 B−1 B+
2 · · · B−N C+

1 · · · C−N D+
1 · · · D+

N D−N
]T

=

=
[
P+

1 P−1 P+
2 · · · P−N P+

N+1 · · · P−2N P+
2N+1 · · · P+

3N P−3N
]T

After reducing it to a linear system and calculating eigenvalues k and eigen-
vectors v, 6N boundary conditions are required to derive the coefficients wi
so that

P(z) =
6N∑
i=1

wivie
kiz

If the reference system is centred in the middle of the resonator with z
ranging from −(d/2 + Lu) to (d/2 + Ld) and we excite with the first mode
entering from the gun side, the boundary conditions are

• P+
1 (−d/2− Lu) = 1, it gives the condition on the excitation mode;

• P+
n (−d/2−Lu) = 0 for n = 2, 3, . . . , N , they consist on N−1 equations

at the left end of the upstream reflector;

• P±n (−d/2) = P±N+n(−d/2) for n = 1, 2, . . . , N , they enforce the con-
tinuity of forward and backward waves at the interface between the
upstream reflector and the smooth-wall section (2N equations);

• P±N+n(d/2) = P±2N+n(d/2) for n = 1, 2, . . . , N , they give 2N conditions
for the continuity of forward and backward waves at the interface
between the smooth-wall waveguide and the downstream reflector;

• P−2N+n(d/2+Ld) = 0 for n = 1, 2, . . . , N , they give the lastN equations
due to the absence of waves entering from the downstream reflector.

2.4.2 Energy, losses and quality factor

The calculation of the quality factor according to the definition (2.69) im-
plies the total knowledge of the electromagnetic field in a resonator made of
perfect electric conductors; actually the magnetic field is enough to compute
both the energy close to the resonance and the ohmic losses according to
the perturbation method. The modal expansion of the fields given in (2.9)
are here rewritten in a cylindrical coordinate system using N modes:

Et =
3N∑
n=1

Vn(z)etn(r, φ) Ez =
3N∑
n=1

vn(z)ezn(r, φ)

Ht =
3N∑
n=1

In(z)htn(r, φ) Hz =
3N∑
n=1

in(z)hzn(r, φ)



Coupled-Mode Theory for Circular Waveguide 109

The unperturbed eigenmodes repeat after N , e.g. etn = etN+n = et2N+n,
whereas the amplitudes vanish everywhere except in their relevant longitu-
dinal section, i.e. Vn = In = vn = in = 0 outside the following intervals

−Lu − d/2 < z < −d/2, for n = 1, 2, . . . , N

−d/2 < z < d/2, for n = N + 1, N + 2, . . . , 2N

d/2 < z < d/2 + Ld, for n = 2N + 1, 2N + 2, . . . , 3N

The normalized transverse components etn and htn satisfy the orthogonality
relation (2.13), whereas for the longitudinal eigenfunctions the following
relation applies:

∫∫
S
eznezqdS =

∫∫
S
hznhzqdS =

kt
2
n

γn

kt
2
q

γq

∫∫
S

ΦnΦqdS =
kt

2
n

γ2
n

δnq (2.73)

The amplitudes of the transversal field components Vn and In can be
expressed according to (2.14) and the Bratman’s formalism as

Vn(z) =
√
Zn

[
P+
n (z)e−ιπz/Λn + P−n (z)eιπz/Λn

]
In(z) =

√
Yn

[
P+
n (z)e−ιπz/Λn − P−n (z)eιπz/Λn

] (2.74)

with

Λn =


Λu, for n = 1, 2, . . . , N

∞, for n = N + 1, N + 2, . . . , 2N

Λd, for n = 2N + 1, 2N + 2, . . . , 3N

being Λu and Λd the ripple periods of the upstream and downstream reflector
respectively. The amplitudes of the longitudinal field components vn and in
can be derived from the ones of the transversal fields by using the equations
(2.7) and (2.8). We respectively multiply them by ezq and hzq and integrate
over the waveguide cross-section as follows:

ιωε

∫∫
S
EzezqdS =

∫∫
S
∇t · (Ht × ẑ)ezqdS (2.75)

ιωµ

∫∫
S
HzhzqdS =

∫∫
S
∇t · (ẑ×Et)hzqdS (2.76)
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The (2.75) is simplified using (2.28), (2.21), (2.16), (2.19), (2.13) and (2.73):

ιωε

∫∫
S
EzezqdS =

∫∫
S
∇t · (Ht × ẑ)ezqdS

ιωε

∫∫
S
EzezqdS =

�����������∮
∂S
ezq(Ht × ẑ · n̂)ds−

∫∫
S

(Ht × ẑ) · ∇tezqdS

ιωε

3N∑
n=1

vn

∫∫
S
eznezqdS = −

3N∑
n=1

In

∫∫
S

(htn × ẑ) · ∇tezqdS

ιωε

3N∑
n=1

vn
kt

2
n

γ2
n

δnq = −
kt

2
p

γp

3N∑
n=1

In

∫∫
S

etn · etqdS

ιωε
kt

2
p

γ2
p

vp = −
kt

2
p

γp
Ip

The (2.76) is simplified using (2.28), (2.24), (2.16), (2.19), (2.13) and (2.73):

ιωµ

∫∫
S
HzhzqdS =

∫∫
S
∇t · (ẑ×Et)hzqdS

ιωµ

∫∫
S
HzhzqdS =

∮
∂S
hzq(ẑ×Et · n̂)ds−

∫∫
S

(ẑ×Et) · ∇thzqdS

ιωµ

∫∫
S
HzhzqdS =

���������∮
∂S
hzq(−ŝ ·Et)ds−

∫∫
S

(ẑ×Et) · ∇thzqdS

ιωµ

3N∑
n=1

in

∫∫
S
hznhzqdS = −

kt
2
p

γp

3N∑
n=1

Vn

∫∫
S

(ẑ× etn) · htqdS

ιωµ
kt

2
p

γ2
p

ip = −
kt

2
p

γp
Vp

Using (2.15), the previous relations can be summarized as follows

vp = −ZnIp and ip = −YnVp (2.77)

With (2.74) and (2.77), the total electromagnetic field is determined in any
position of the resonator.

The energy stored in the cavity with volume τ is the sum of the electric
and magnetic energy, which are respectively defined as

WE =
ε

4

∫∫∫
τ

E ·E∗dτ (2.78)

and

WH =
µ

4

∫∫∫
τ

H ·H∗dτ (2.79)
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Both expressions can be simplified using the modal expansions and the or-
thogonality relations; the (2.78) becomes

WE =
ε

4

∫∫∫
τ

(
3N∑
n=1

Vnetn + vnezn

) 3N∑
q=1

Vqetq + vqezq

∗ dτ
=
ε

4

3N∑
n=1

3N∑
q=1

∫∫∫
τ

(Vnetn + vnezn)
(
Vqetq + vqezq

)∗
dτ

=
ε

4

3N∑
n=1

3N∑
q=1

∫∫∫
τ

(
VnV

∗
q etn · et∗q + vnv

∗
qezn · ez∗q

)
dτ

=
ε

4

3N∑
n=1

3N∑
q=1

[(∫ d/2+Ld

−Lu−d/2
VnV

∗
q dz

)(∫∫
S

etn · et∗qdS
)

+

+

(∫ d/2+Ld

−Lu−d/2
vnv
∗
qdz

)(∫∫
S

ezn · ez∗qdS
)]

=
ε

4

3N∑
n=1

(∫ d/2+Ld

−Lu−d/2
|Vn|2dz +

∣∣∣∣ktnγn
∣∣∣∣2 ∫ d/2+Ld

−Lu−d/2
|vn|2dz

)

and using (2.77), we get

WE =
ε

4

3N∑
n=1

∫ d/2+Ld

−Lu−d/2

(
|Vn|2 +

∣∣∣∣ktnωε In
∣∣∣∣2
)
dz

Following a similar procedure, the (2.79) can be written as

WH =
µ

4

3N∑
n=1

∫ d/2+Ld

−Lu−d/2

(
|In|2 +

∣∣∣∣ktnωµVn
∣∣∣∣2
)
dz

At the resonance, WE = WH as in the case of a resonant LC circuit.
The sources of loss in the resonator are two: the power leakages from

the reflectors and the ohmic losses. The former are the real part of the flux
of the Poynting vector that leaves the structure along the z axis:

Pleak =
1

2

N∑
i=1

(∣∣B−i (z = −Lu − d/2)
∣∣2 +

∣∣D+
i (z = d/2 + Ld)

∣∣2) (2.80)

The latter are the real part of the flux of the Poynting vector across the
conductors:

Pohmic =
1

2
Re

{∫ d/2+Lu

z=−Lu−d/2

∫ 2π

φ=0
E×H∗ · r̂adφdz

}
(2.81)
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Usually Pleak � Pohmic. The (2.81) can be simplified using the Leontovich’s
condition for good conductors and the modal expansions:

1

2
Re

{√
µ

ε+ σ
ιω

∫ d/2+Lu

z=−Lu−d/2

∫ 2π

φ=0
(H∗ × r̂) · (H× r̂)

∣∣∣∣
r=a

adφdz

}
=

=
1

2
Re
{

1 + ι√
2

√
µω

σ

}∫ d/2+Lu

z=−Lu−d/2

∫ 2π

φ=0
|H× r̂|2r=a adφdz =

=
RS
2

∫ d/2+Lu

z=−Lu−d/2

∫ 2π

φ=0

∣∣∣∣∣
3N∑
n=1

(
Inhφn + inhzn

)∣∣∣∣∣
2

r=a

adφdz

where

Rs =

√
µω

2σ

is the surface resistance with σ [S/m] = electrical conductivity. The expres-
sion of Pohmic can be further developed as follows

3N∑
n=1

3N∑
q=1

∫ d/2+Lu

z=−Lu−d/2

∫ 2π

φ=0

(
InI
∗
qhφnhφ

∗
q + ini

∗
qhznhz

∗
q

)∣∣∣∣
r=a

adφdz =

=
3N∑
n=1

3N∑
q=1

(∫ d/2+Lu

−Lu−d/2
InI
∗
q dz ·

∫ 2π

0
hφnhφ

∗
q

∣∣∣∣
r=a

adφ +

+

∫ d/2+Lu

−Lu−d/2
ini
∗
qdz ·

∫ 2π

0
hznhz

∗
q

∣∣∣∣
r=a

adφ

)

According to (2.42) and (2.10), the eigenfunctions for r = a are

TE modes TM modes

hφn = hφ`m =
`

a

√
2 sin(`φ+ φ1)

√
ε0`π

√
u′2`m − `2

1

a

√
2 sin(`φ+ φ2)√

ε0`π

hzn = hz`m = − u′2`m
ιβ`ma2

√
2 sin(`φ+ φ1)

√
ε0`π

√
u′2`m − `2

0

and the integrals along the azimuthal coordinate give

Υ(φ)
nq =

∫ 2π

0
hφnhφ

∗
q

∣∣∣∣
r=a

adφ =



2

a
δ`q

`q√
u′2`m − `2

√
u′2qp − q2

TE-TE

2

a
δ`q TM-TM

2

a
δ`q

`√
u′2`m − `2

TE-TM
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and

Υ(z)
nq =

∫ 2π

0
hznhz

∗
q

∣∣∣∣
r=a

adφ =



2δ`q
β`mβqp

u′2`mu
′2
qp/a

3√
u′2`m − `2

√
u′2qp − q2

TE-TE

0 TM-TM

0 TE-TM

The final expression for losses due to imperfect conductors is

Pohmic =
Rs
2

3N∑
n=1

3N∑
q=1

∫ d/2+Lu

−Lu−d/2

(
InI
∗
qΥ(φ)

nq + ini
∗
qΥ

(z)
nq

)
dz (2.82)

The computation of the previous integral can be heavy from the numerical
viewpoint and a different approach is usually preferable. The alternative
method consists in re-calculating the wave amplitudes in the case of lossy
conductors; the average power loss in a cycle is then obtained as

Pohmic =
1

2

[
1−

N∑
n=1

(∣∣B−n (−Lu − d/2)
∣∣2 +

∣∣D+
n (d/2 + Ld)

∣∣2)] (2.83)

Leakage and ohmic losses give the following quality factors:

Qleak = ω
WE +WH

Pleak
and Qohmic = ω

WE +WH

Pohmic

The total quality factor is derived with the following rule:

Qtot =

(
1

Qleak
+

1

Qohmic
+

1

Qext

)−1

where the external Q-factor due to a possible load has been included too.

A simple, approximate formula of the quality factor at the resonance
can be derived neglecting ohmic losses since usually Qleak � Qohmic. We
consider a single TE mode and assume almost ideal mirrors such that

GuLu � 1, Ru ≈ 1

GdLd � 1, Rd ≈ 1

where Gu and Gd are the coupling constants in the upstream and down-
stream reflectors respectively. With these positions, the electromagnetic
field rapidly decays in the resonators and is mostly concentrated in the
smooth-wall section. The amplitude of the electric field is

V2(z) =
√
Z1

[
C+

1 (z) + C−1 (z)
]

=
√
Z1

[
C

+
1 e−ιβ1z + C

−
1 eιβ1z

]
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where the horizontal bars over the C indicate the phasors independent of z.
Owing to the boundary conditions V2(−d/2) ≈ V2(d/2) ≈ 0, a stationary
wave sets up with βz = mπ/d (m = 1, 2, . . .). The electric energy becomes

WE =
ε

4

∫∫∫
τ
|E|2 dτ ≈ ε

4

∫ d/2

−d/2
|V2|2 dz =

=
ε

4
|Z1|

∫ d/2

−d/2

∣∣∣C+
1

∣∣∣2 4 sin2
(mπz

d

)
dz =

ε

4

ωµ

β1

∣∣∣C+
1

∣∣∣2 4
d

2
=

=
ω/c2

2β1
d
∣∣∣C+

1

∣∣∣2
If Tu and Td are the transmissivities of the upstream and downstream re-
flectors respectively, the expression (2.80) for leakage losses can be written

Pleak =
1

2

(∣∣B−1 (−Lu − d/2)
∣∣2 +

∣∣D+
1 (d/2 + Ld)

∣∣2) ≈
≈ 1

2

(∣∣TuC−1 (−d/2)
∣∣2 +

∣∣TdD+
1 (d/2)

∣∣2) =

=
1

2

(
(1−Ru)

∣∣C−1 (−d/2)
∣∣2 + (1−Rd)

∣∣C+
1 (d/2)

∣∣2) =

=
∣∣∣C+

1

∣∣∣2 1−Ru + 1−Rd
2

=
∣∣∣C+

1

∣∣∣2(1− Ru +Rd
2

)
≈

≈
∣∣∣C+

1

∣∣∣2 (1−
√
RuRd

)
Taking into account that at the resonance the total energy is twice the
electric energy, the quality factor is

Q = ω
2
�
�
�

∣∣∣C+
1

∣∣∣2 ω/c22β1
d

�
�
�

∣∣∣C+
1

∣∣∣2 (1−√RuRd) =
(ω/c)2

β1

d

1−√RuRd
(2.84)

which is the expression given in [67] and [69]. Other authors [72] introduces
an effective length

deff = d+
1− e−GuLu

Gu
+

1− e−GdLd

Gd

to consider the field that exponentially decays in the resonator. The ap-
proximate formula of the quality factor is thus

Q =
(ω/c)2

β1

deff

1−√RuRd
(2.85)
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2.4.3 Model validation against CST MWS

The model of the cavity has been benchmarked with CST MWS in the case
of a small resonator with parameters reported in Table 2.1. It has two
identical Bragg reflectors with sinusoidal profile; the CST model is depicted
in Fig. 2.14. There are 7 propagating modes in a circular waveguide with
a0 = 1 mm at 250 GHz, but only the TM11 can interact with the TE11

in presence of circular corrugations. Both E- and H-plane symmetries have
been used in CST MWS, where 30 lines per wavelength and an accuracy
of −35 dB have been set among the hexahedral mesh properties and the
transient solver parameters, respectively.

A comparison between the main scattering parameters is shown in Fig.
2.15. The resonator fed at one edge behaves like an electromagnetic band-
gap material with a defect: it obstructs the propagation of the excitation
mode within a frequency band centred at λg = 2Λ, but a transmission peak

Mode TE11

Frequency 250 GHz

Mean wall radius 1 mm

Center section length (d) 4 mm

Reflectors

ripple depth (b0) 25 µm

ripple period (Λ) 640.4 µm

length (L) 23 mm

reflectivity 58%

Table 2.1: Cavity parameters.

TE11 

z 
x 

y 

d 

L 

L 

Figure 2.14: Cavity model in CST MWS with enlargement of the corrugation
phases in the central section.
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Figure 2.15: Reflection and transmission coefficients of the TE11 mode pre-
dicted by the coupled-mode theory (blue) and by CST MWS (red dashed)
for the resonator of Table. 2.1.
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Figure 2.16: E-field squared amplitude |V1(z)|2 and its envelope along the
resonator of Table. 2.1 at 248.2 GHz and 251 GHz.

emerges due to the interruption of periodicity caused by the smooth-wall
section. In correspondence of the transmission peak, the E-field amplitude
undergoes an amplification in the central part of the cavity because forward
and backward waves sum in phase and accumulate energy inside the struc-
ture; on the contrary, when the reflection is very high, the field exponentially
decays in the mirrors. This behaviour is elucidated in Fig. 2.16, where the
envelope of |V1(z)|2 is depicted at two frequencies.

The electric and magnetic energies in CST MWS can be calculated using
a set of monitors at different frequencies for each energy density, which is
integrated over the volume as a postoprocessing operation in the software
itself. The results are the peak energies which must be halved to derived the
average stored energy in a cycle according to the harmonic time dependence.
Electric and magnetic energies are identical in CST MWS and the agree-
ment with the coupled-mode theory is rather good as shown in Fig. 2.17.
Alternatively the total energy can be obtained, according to the perturba-
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Figure 2.17: Total electric and magnetic energies [J] stored in a cycle pre-
dicted by the coupled-mode theory (blue) and by CST MWS (red dashed)
for the resonator of Table. 2.1.
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Figure 2.18: Average ohmic loss [W] in a cycle predicted by the coupled-
mode theory according to (2.82) (blue) and (2.83) (black) and by CST MWS
(red dashed) for the resonator of Table. 2.1.

tion method, by employing H-field monitors; no division by 2 is required
in this case. The same approach allows the calculation of ohmic losses and
Qohmic; the former are compared in Fig. 2.18 with the curves obtained by
both (2.82) and (2.83). The matching between the two approaches is good
at the resonance and gets worse at higher frequencies; the curves from CST
MWS are also comparable: the absolute values are approximately similar
but resonances are shifted.

We finally report the plot of the quality factor versus frequency, despite
what is only important is the maximum value at the resonance. In Fig. 2.19
the quality factors due to leakage and conductor losses are depicted; as for
the former, the results obtained with both integration and output waves are
given. Owing to the very low performance of the Bragg reflectors in this
cavity, there are orders of magnitude of difference between the diffractive
and ohmic Q-factors. The leakage mostly determines the total quality factor
which is plotted in Fig. 2.20. The approximate formulas (2.84) and (2.85)
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Figure 2.19: Qleak and Qohmic calculated with the coupled-mode theory inte-
grating the fields (blue) and with CST MWS (red dashed) for the resonator
of Table. 2.1; in the case of Qohmic the result using (2.83) (black) is also
shown.
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Figure 2.20: Q-factor predicted by the coupled-mode theory and by CST
MWS (red dashed) for the resonator of Table. 2.1.

would instead give quality factors of 54 and 447 with a resonant frequency
of 250 GHz. The quality factor could be also derived from the total energy
as

Qleak =
fr
∆f
≈ 248.22GHz

0.93GHz
= 266.9

where ∆f is the half-power bandwidth. Because of the low performance of
the reflectors, in this case ∆f has been taken at the half height between the
maximum (≈ 2 × 8.5 × 10−11) and the closest minimum (≈ 2 × 3 × 10−11)
of the quality factor.
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2.4.4 Validation with a square ripple profile

Further comparison with other calculation methods has been performed us-
ing Bragg reflectors with square ripple profile. The latter is developed as a
Fourier series where only the first term is retained, neglecting higher-order
harmonics which are supposed to give no contribution. The reliability of this
approximation is checked here by comparison with CST MWS and a mode-
matching code for the cavity depicted in Fig. 2.21. It is worth noticing that
the unperturbed radius along the mirrors is the radius of the smooth-wall
section a0 plus b0.

Fig. 2.22 shows two transmissivity plots of the cavity. The one on the left
compares the outputs of the coupled-mode theory, coded in Mathematica
[73], when the mean radius in the distributed reflectors is either a0 or a0+b0;
the latter case is also computed with a Matlab implementation and shown
in both plots of the figure. In the plot on the right, the calculations done
with CST MWS and with a mode-matching code are also overlapped. All
results are very similar apart from minor shifts of the transmission peak.

d Ld Lu 

2 mm 

Figure 2.21: Cavity based on reflectors with square ripple profile: d = 3.9
mm, Lu = Ld = 23.04 mm (36 ripples with Λ = 640 µm, b0 = 25 µm).
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Figure 2.22: Transmissivity of the cavity of Fig. 2.21: a) computations with
the coupled-mode theory coded in Mathematica (C1) or Matlab (C2)
setting the mean radius in the mirrors to 1 (a=) or 1.025 (a+) mm; b)
curves of the last case and outputs from CST MWS and the mode-matching
method (MM).
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Figure 2.23: Comparison between CST MWS (red dashed) and the calcu-
lations by coupled-mode theory for energy and ohmic losses computed by
integration (solid blue) and power balance (solid black) for the cavity of Fig.
2.21.

The computations with more realistic mean radius in the mirrors (= a0 +b0)
give closer results to full-wave approaches; therefore the precise unperturbed
radii have to be always set in order to improve the accuracy.

The total energy stored inside the cavity in a period and the ohmic losses
on the cavity walls have been finally computed and compared to CST MWS;
Fig. 2.23 reports this benchmark. As regards the total energy, the peak
values are rather similar despite their positions are about 1 GHz apart; the
higher reliability of a method over the other cannot be asserted, moreover the
mode-matching method gave a transmission peak in between the predictions
by CST MWS and the coupled-mode theory. Concerning the ohmic losses,
both the computation with the flux of the Poynting vector across the metallic
walls and the power balance with the standard attenuation constants provide
very similar results. With reference to CST MWS, higher dissipation on the
metallic walls is predicted.
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2.5 Mode Converters by Coupled Forward Waves

We consider a circular waveguide the radius of which is a function of both z
and φ; the dependence is in a form that allows the separation of variables:

a(φ, z) = a0 + b0 h(φ) g(z) (2.86)

The functions h and g vary in the range [−1 ÷ 1] and the perturbation
amplitude b0 is negligible with respect to the unperturbed radius (b0 � a0).
We can therefore approximate a(φ, z) with a0 and deal with the modes of
the unperturbed waveguide.

2.5.1 Transfer coefficients

The new transfer coefficients are derived following the procedure of section
2.1.4 and taking into account that tan θ now depends on φ:

tan θ =
da

dz
= b0

dg

dz
h = (tan θ)z h

The function h has to be also integrated in equations from (2.35) to (2.39).
We firstly consider the following dependence

h(φ) = cos(ncφ+ φ3)

which reduces to the case a = a(z) for nc = 0 and φ3 = 0. The reference
system can be always rotated in order to have φ3 = 0; this phasing is thus
omitted in the following.

By using the normalized scalar potentials given by (2.42), the closed loop
integral of (2.35) becomes for ` 6= 0∫ 2π

0
cos2(`φ+ φ1) cos(ncφ) dφ =

{
π, nc = 0
π
2 cos(2φ1)δ2`,nc , nc 6= 0

(2.87)

The result of (2.87) reaches its peak values for two TE modes, orthogonally
polarized, i.e. with either φ1 = 0 or φ1 = π/2. Since T[p][p] ∝ `2, the case
` = 0 is not worth being studied.

The integral of (2.36) becomes instead∫ 2π

0
sin2(`φ+ φ2) cos(ncφ) dφ =

{
πε0,`, nc = 0
−π

2 cos(2φ2)δ2`,nc , nc 6= 0
(2.88)

If ` = 0, the result is 2π sin2(φ2)δ0,nc and it is included under the case nc = 0
because circular modes have φ1,2 = π/2. With reference to noncircular
modes, the ones with φ2 = 0 and φ2 = π/2 lead to peak values of (2.88).
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The cross integrals of (2.37) and (2.38) are similar and equal to∫ 2π

0
sin(`φ+ φ1,2) sin(qφ+ φ′1,2) cos(ncφ) dφ =

=



πε0,`, nc = 0, ` = q
π sin(φ′1,2), nc 6= 0, ` = 0, q = nc
π sin(φ1,2), nc 6= 0, q = 0, ` = nc
−π

2 cos(φ1,2 + φ′1,2), nc 6= 0, `+ q = nc
π
2 cos(φ1,2 − φ′1,2), nc 6= 0, |`− q| = nc
0, otherwise

(2.89)

The solutions of (2.89) shows that only a single polarization of the TE (TM)
modes gives the highest transfer coefficient from or to circular TE (TM)
modes. If the x-axis is aligned to have φ3 = 0, the modes polarized along y
only exchange energy with the circular modes of the same type.

Finally the integral (2.39) becomes∫ 2π

0
cos(`φ+ φ1) sin(qφ+ φ2) cos(ncφ) dφ =

=


π sin(φ2 − φ1), nc = 0, ` = q
π cos(φ1), nc 6= 0, q = 0, ` = nc
π
2 sin(φ2 + φ1), nc 6= 0, `+ q = nc
π
2 sin(φ2 − φ1), nc 6= 0, |`− q| = nc
0, otherwise

(2.90)

where the case q = 0 is not listed because T[p](i) ∝ `, i.e. TM modes with
q = nc cannot transfer energy to TE0m. On the contrary, there is coupling
between TE modes with ` = nc and polarization along x and TM0p.

In section 2.1.4, the study was restricted to TM modes with φ2 = π/2
and TE modes with φ1 = 0 (except for circular TE modes that featured
φ1 = π/2) because the use of the corresponding degenerate modes gives
the same results. In the present case the same considerations apply only if
circular electric modes are not involved; otherwise degenerate modes with
different polarization must be considered. On one hand, TE and TM modes
maximally interact when aligned on orthogonal axes; on the other hand
circular electric and magnetic modes exhibit the peak values in the transfer
coefficients when |φ1,2 − φ3| = π/2. For the latter modes, the polarization
angle is in-quadrature with respect to the initial phasing of the ripple.

Rather than their exact value, the main outcome of the previous integrals
consists in the orthogonality properties of periodic functions. The transfer
coefficients always vanish between modes that do not satisfy

|`± q| = nc (2.91)

This consideration can be also applied to different ripple profiles, because
the function h(φ) must be periodic over 2π and is always characterized by a
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number of azimuthal ripples nc. Therefore the (2.91) provides a first design
formula to choose nc when the modes to couple are known.

In order to express the transfer coefficients in a circular waveguide with
varying cross-section given by the (2.86), the following definitions are intro-
duced:

hintc =
1

πε0,`

∫ 2π

0
cos2(`φ+ φ`m)h(φ) dφ

hints =
1

πε0,`

∫ 2π

0
sin2(`φ+ φ`m)h(φ) dφ

hintss =
1

π
√
ε0,` ε0,q

∫ 2π

0
sin(`φ+ φ`m) sin(qφ+ φqp)h(φ) dφ

hintcs =
1

π
√
ε0,` ε0,q

∫ 2π

0
cos(`φ+ φ`m) sin(qφ+ φqp)h(φ) dφ

(2.92)

Under the assumption of small ripple amplitude and for m 6= p, we get

T[`m][`m] =− (tan θ)z
a0

`2

(u′2`m − `2)
hintc

T(`m)(`m) =− (tan θ)z
a0

hints

T[`m][pq] =− (tan θ)z
a0

2u′2`m
u′2qp − u′2`m

√
u′2qp − q2√
u′2`m − `2

hintss

T(`m)(pq) =− (tan θ)z
a0

2u2
qp

u2
qp − u2

`m

hintss

T[`m](pq) =− (tan θ)z
a0

2`√
u′2`m − `2

hintcs

T(`m)[pq] =0

2.5.2 Coupling coefficients

We define the coefficients for contra-directional coupling as follows

c−ip =
1

2(tan θ)z

(√
Zp
Zi
Tpi +

√
Zi
Zp
Tip −

1

Zi

dZi
dz

δip

)
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Apart from small changes, expressions similar to (2.63) are obtained; pro-
vided that m 6= p, the coefficients are

c−[`m][`m] =− 1

a0

[
hintc `

2

(u′2`m − `2)
− u′2`m

2β2
`ma

2
0

]

c−(`m)(`m) =− 1

a0

(
hints +

u2
`m

2β2
`ma

2
0

)

c−[`m][pq] =
hintss
a0

u′2`m

√
βqp(u′2qp−q2)

β`m(u′2`m−`2)
− u′2qp

√
β`m(u′2`m−`2)

βqp(u′2qp−q2)

u′2`m − u′2qp

c−(`m)(pq) =
hintss
a0

u2
qpβ`m − u2

`mβqp

(u2
`m − u2

qp)
√
β`mβqp

c−[`m](pq) =− hintcs
a0

`(ω/c)√
β`mβqp

√
u′2`m − `2

c−(`m)[pq] =− hintcs
a0

`(ω/c)√
β`mβqp

√
u′2`m − `2

(2.93)

With reference to co-directional coupling, we define the coefficients as

c+
ip =

1

2(tan θ)z

(√
Zp
Zi
Tpi −

√
Zi
Zp
Tip

)
which, after some manipulations, gives

c+
[`m][`m] =0

c+
(`m)(`m) =0

c+
[`m][pq] =

hintss
a0

u′2`m

√
βqp(u′2qp−q2)

β`m(u′2`m−`2)
+ u′2qp

√
β`m(u′2`m−`2)

βqp(u′2qp−q2)

u′2`m − u′2qp

c+
(`m)(pq) =

hintss
a0

u2
qpβ`m + u2

`mβqp

(u2
`m − u2

qp)
√
β`mβqp

c+
[`m](pq) =

hintcs
a0

`(ω/c)√
β`mβqp

√
u′2`m − `2

c+
(`m)[pq] =− hintcs

a0

`(ω/c)√
β`mβqp

√
u′2`m − `2

(2.94)

A preliminary check of the previous expressions can be done in terms
of power conservation. We refer to the coupled-mode formalism in the sim-
plest case of power exchange between two modes expressed through their
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unperturbed eigenvectors and the complex amplitudes depending on z [74].
They obey relations of the type

dP1

dz
= c12P2e−ι∆z

dP2

dz
= c21P1eι∆z

where the phase-mismatch constant ∆ depends on the propagation constants
as well as on the spatial variation of the coupling perturbation. The complex
amplitudes are defined in such a way that |P1(z)|2 and |P2(z)|2 correspond
to the power carried by each mode. The coupling coefficients c12 and c21

are determined by the physical situation under consideration, but they must
adhere some general rules.

In case of co-directional coupling, i.e. both modes carry power in the
same direction, the conservation of total power is expressed as

d

dz

(
|P1(z)|2 + |P2(z)|2

)
= 0

which implies
c12 = −c∗21 (2.95)

As far as contra-directional coupling is concerned, the conservation of total
power requires instead that

d

dz

(
|P1(z)|2 − |P2(z)|2

)
= 0

which implies
c12 = c∗21 (2.96)

The expressions in (2.94) and (2.93) fulfil the (2.95) and (2.96), respectively.
Another useful general rule can be derived solving the system of dif-

ferential equations for the co-directional coupling. The power is found to
cyclically transfer between the two modes in a length of

Lp =
π

c+
12

2.5.3 Coupled-mode equations

We refer to the following coupled-mode equations
df+
i

dz
= b0

dg

dz

∑
p

[
c+
ipf

+
p e−ι(βp−βi)z + c−ipf

−
p eι(βp+βi)z

]
df−i
dz

= b0
dg

dz

∑
p

[
c−ipf

+
p e−ι(βp+βi)z + c+

ipf
−
p eι(βp−βi)z

] (2.97)
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which can be given in different forms according to the ripple profile along
z and to the adopted approximations. The power transfer between two for-
ward waves with nonzero coupling coefficient is maximum at the frequency
that satisfies the in-phase matching condition

|βi − βp| = kb =
2π

Λ
(2.98)

where Λ is the spatial periodicity along z.
We rewrite here the (2.65), which is obtained from (2.97) after expanding

the ripple profile along z as a Fourier series:
df+
i

dz
=
∑
n

gn
∑
p

[
c+
ipf

+
p e−ι(βp−βi−nkb)z + c−ipf

−
p eι(βp+βi+nkb)z

]
df−i
dz

=
∑
n

gn
∑
p

[
c−ipf

+
p e−ι(βp+βi−nkb)z + c+

ipf
−
p eι(βp−βi+nkb)z

]
with

gn = ιnkbbn and bn =
1

Λ

∫ Λ/2

−Λ/2
b0g(z)e−ι

2πn
Λ
zdz

In very long rippled sections, all waves far from the condition (2.98) give
a negligible contribution in the summation of (2.65) and can be ignored.
Hence only the terms ±1 of the Fourier series play a role and two separate
systems of differential equations are obtained from (2.65). With reference
to forward waves, the system is

df+
i

dz
=
∑
p

(
ιkbb±1c

+
ip

)
f+
p eι(βi−βp±kb)z

where the sign ± depends on whether βp > βi or βp < βi. To improve the
accuracy and simplify the numerical implementation, the terms ±1 of the
Fourier series can be both included to have

df+
i

dz
= ι
(
b1eιkbz − b−1e−ιkbz

)∑
p

(
kbc

+
ip

)
f+
p e−ι(βp−βi)z

Being g(z) a real function, b1 = b∗−1; furthermore if g(z) is an even or odd
function (like in Fig. 2.3), b1 is purely real or imaginary, respectively. We
can focus on the former case since, being g(z) periodic, we can make it even
from odd by translating the reference system along z. We can thus write

ι
(
b1eιkbz − b−1e−ιkbz

)
= −2b1 sin(kbz)

and the approximate system of different equations for even g(z) becomes

df+
i

dz
= sin(kbz)

∑
p

κ+
ipf

+
p e−ι(βp−βi)z with κ+

ip = −2b1kbc
+
ip
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For example, a sinusoidal profile g(z) = cos(kbz) has κ+
ip = −b0kbc+

ip.
In the frame of previous limitations and approximations, i.e. even pro-

files and matching condition ruling out Fourier coefficients other than ± 1,
reflected waves can be included too. The new, more general system is

df+
i

dz
= −2b1kb sin(kbz)

∑
p

[
c+
ipf

+
p e−ι(βp−βi)z + c−ipf

−
p eι(βp+βi)z

]
df−i
dz

= −2b1kb sin(kbz)
∑
p

[
c−ipf

+
p e−ι(βp+βi)z + c+

ipf
−
p eι(βp−βi)z

]
In the particular case of a sinusoidal profile, the Fourier series is utterly
considered since bn6=±1 = 0.



Chapter 3

Mode-Matching Method

The standard mode matching method is applied to study both step discon-
tinuity and continuous variation of waveguides with circular cross-section,
concentric along the longitudinal axis. The method is then enhanced, by us-
ing the resonator technique, to study rectangular waveguides provided with
junctions. A CAD tool is finally developed for the analysis and design of
mode filters in rectangular waveguide.
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3.1 Classical Theoretical Model

3.1.1 Field matching at a waveguide discontinuity

We consider two concentric, homogeneous circular waveguides with differ-
ent cross-section connected in the direction of their longitudinal axis z as
depicted in Fig. 3.1: region I on the left is supposed to be larger than region
II on the right. The procedure detailed hereafter allows the derivation of
the generalized scattering matrix (GSM) of the discontinuity. It holds true
in the case of different waveguides, provided that the modes in each region
are known in advance either analytically or numerically.

The electromagnetic field in each region is expressed as a modal expan-
sion with unknown amplitudes Ai,j and Bi,j for respectively incoming and
outcoming waves. At the discontinuity plane z = 0, their expressions are

EI =
∑
i

(AI
i +BI

i) eI
ti + (AI

i −BI
i) eI

zi

HI =
∑
i

(AI
i −BI

i) hI
ti + (AI

i +BI
i) hI

zi

EII =
∑
j

(
AII
j +BII

j

)
eII
tj +

(
BII
j −AII

j

)
eII
zj

HII =
∑
j

(
BII
j −AII

j

)
hII
tj +

(
AII
j +BII

j

)
hII
zj

Evanescent modes with very high order give a negligible contribution to the
calculation of the GSM, so in practical applications, the series are truncated
to make the problem computationally feasible. In particular we take i =
1, 2, . . . , N and j = 1, 2, . . . ,M . The best choice of the truncation orders in
the mode-matching techniques has been deeply studied mostly with reference
to the relative convergence problem. The convergence depends not only on

SI 

SII 

region I 

region II 

  z = 0

  
Aj

II

Bj
II

Ai
I

  Bi
I

 E
I ,  HI EII ,  HII

step 

Figure 3.1: Layout of a step discontinuity in circular waveguide (left) and
equivalent microwave building block (right).
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the truncation criterion of a single series, but also in the relation between the
numbers used in the different expansions. When increasing the truncation
order until the changes in the GSM are negligible, a usual criterion consists
in setting the ratio N/M approximately equal to SI/SII so as to adopt the
same spatial resolution in the two regions [75].

The boundary conditions dictate the matching of the transversal field
components at z = 0. The mode orthogonality (Galerkin method) is then
applied to convert the boundary conditions on the electric and magnetic
field into two finite sets of equations. More precisely, the condition on the
electric field is cross-multiplied by the transversal magnetic components of
the `-th eigenmode of region I and integrated over SI after taking the dot
product by z. The condition on the magnetic field is instead cross-multiplied
by eII

t`
and integrated over SII , being that eigenfunction null outside SII . In

mathematical terms

EI
t = EII

t∫∫
SI

EI
t × hI

t`
· ẑdS =

∫∫
SI

EII
t × hI

t`
· ẑdS∫∫

SI

∑
i

(AI
i +BI

i) eI
ti × hI

t`
· ẑdS =

∫∫
SI

∑
j

(
AII
j +BII

j

)
eII
tj × hI

t`
· ẑdS

∑
i

(AI
i +BI

i)

∫∫
SI

eI
ti × hI

t`
· ẑdS =

∑
j

(
AII
j +BII

j

) ∫∫
SII

eII
tj × hI

t`
· ẑdS

for the electric field boundary condition (EFBC), with ` = 1, 2, . . . , N , and

HI
t = HII

t∫∫
SII

eII
t`
×HI

t · ẑdS =

∫∫
SII

eII
t`
×HII

t · ẑdS∑
i

(AI
i −BI

i)

∫∫
SII

eII
t`
× hI

ti · ẑdS =
∑
j

(
BII
j −AII

j

) ∫∫
SII

eII
t`
× hII

tj · ẑdS

for the magnetic field boundary condition (MFBC), with ` = 1, 2, . . . ,M .
The definition of transversal fields adopted here is slightly different from

(2.10), where the normalization led to the orthogonality relation (2.13). In
the mode-matching method, the following definitions are preferred:

TE modes TM modes

et` =
√
Q`
√
Z`∇tΦTE

` × ẑ
√
Q`
√
Z`∇tΦTM

`

ht` =
√
Q`
√
Y`∇tΦTE

`

√
Q`
√
Y` ẑ×∇tΦTM

`

(3.1)

and the orthogonality relation becomes∫∫
S

eti × ht` · ẑdS = Q`δi` (3.2)
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being S the cross-section of the region where those eigenfunctions are used.
The latter do not depend on the waveguide dielectric and can be written
as frequency independent functions that take real values. The terms Q`
are complex normalization factors that can be arbitrarily chosen. Another
important relation, mostly useful with reference to power flow, is∫∫

S
eti × h∗t` · ẑdS = P`δi`

which is related to (3.2) by

P` =

√
Z`

(
√
Z`)∗
|Q`| =


|Q`| for propagating modes

+ι|Q`| for evanescent TE modes

−ι|Q`| for evanescent TM modes

where the last equality is true if the medium filling the waveguide is lossless,
namely ε′′ = µ′′ = 0.

The boundary conditions can be written in matrix form by arranging
the modal amplitudes in column vectors

AI
N×1 =


AI

1
...
AI
i

...
AI
N

 , BI
N×1 =


BI

1
...
BI
i

...
BI
N

 , AII
M×1 =


AII

1
...
AII
j
...

AII
M

 , BII
M×1 =


BII

1
...
BII
j
...

BII
M


and introducing the diagonal matrices

Q
N

=


QI

1 0 . . . 0
0 QI

2 . . . 0
...

...
. . .

...
0 0 . . . QI

N

 , Q
M

=


QII

1 0 . . . 0
0 QII

2 . . . 0
...

...
. . .

...
0 0 . . . QII

M


It is common to set QI

i = QII
j = 1 as assured by the normalized eigenfunc-

tions used in previous chapters (see section 2.1.4). With these positions the
matrices Q are unitary and the (3.2) becomes an orthonormality relation.
The (3.2) expresses the lhs of the EFBC and the rhs of the MFBC, whereas
the inner products between modes of different regions are indicated with an
interaction matrix X(h)

M×N , the elements of which are

Xji =

∫∫
SII

eII
tj × hI

ti · ẑdS (3.3)

With these definitions, the linear system obtained from the boundary con-
ditions is expressed as{

EFBC Q
N

(AI + BI) = XT (AII + BII) N eqns.

MFBC X (AI −BI) = Q
M

(BII −AII) M eqns.
(3.4)
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The GSM of the following microwave network[
BI

BII

]
= S(N+M)×(N+M) ·

[
AI

AII

]
is derived after some matrix algebra manipulations

S =

Q−1
N
·XT · F ·X− IN Q−1

N
·XT · F ·Q

M

F ·X F ·Q
M
− IM

 (3.5)

with

F = 2
(
Q
M

+ X ·Q−1
N
·XT

)−1

being IN and IM the identity matrices with dimensions N ×N and M ×M ,
respectively.

3.1.2 Normalized inner cross products

The inner products can be expressed in terms of eigenfunctions by consid-
ering the possible combinations of interaction between TE and TM modes
according to the (3.1). We have for TE-TE interaction

X[j][i] =

∫∫
SII

eII(TE)

tj
× hI(TE)

ti
· ẑdS =

=
√
QII
j

√
ZII
j

√
QI
i

√
Y I
i

∫∫
SII

(∇tΦII
j × ẑ)×∇tΦI

i · ẑdS =

=
√
QII
j

√
ZII
j

√
QI
i

√
Y I
i

∫∫
SII

(∇tΦI
i × ẑ) · (∇tΦII

j × ẑ)dS =

=
√
QII
j

√
ZII
j

√
QI
i

√
Y I
i

∫∫
SII

∇tΦI
i · ∇tΦII

j dS

while for TM-TM interaction

XTM−TM

(j)(i) =

∫∫
SII

eII(TM)

tj
× hI(TM)

ti
· ẑdS =

=
√
QII
j

√
ZII
j

√
QI
i

√
Y I
i

∫∫
SII

∇tΦII
j × (ẑ×∇tΦI

i) · ẑdS =

=
√
QII
j

√
ZII
j

√
QI
i

√
Y I
i

∫∫
SII

(ẑ×∇tΦII
j ) · (ẑ×∇tΦI

i)dS =

=
√
QII
j

√
ZII
j

√
QI
i

√
Y I
i

∫∫
SII

∇tΦII
j · ∇tΦI

idS

If we first write the mode type in region I and then the one in region II, for
TE-TM interaction we find

X(j)[i] =

∫∫
SII

eII(TM)

tj
× hI(TE)

ti
· ẑdS =

=
√
QII
j

√
ZII
j

√
QI
i

√
Y I
i

∫∫
SII

∇tΦII
j ×∇tΦI

i · ẑdS
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where the integrand can be developed as follows

∇tΦII
j ×∇tΦI

i · ẑ =

∣∣∣∣∣∣∣∣∣
q̂1 q̂1 ẑ

∇q1ΦII
j ∇q2ΦII

j 0

∇q1ΦI
i ∇q2ΦI

i 0

∣∣∣∣∣∣∣∣∣ · ẑ =

= ∇q1ΦII
j∇q2ΦI

i −∇q2ΦII
j∇q1ΦI

i

being q1 and q2 the unit vectors of the curvilinear cylindrical coordinate
systems, which respectively correspond to n̂ and ŝ of the previous chapters.
We thus have

X[j](i) =
√
QII
j

√
ZII
j

√
QI
i

√
Y I
i

∫∫
SII

(
∂ΦII

j

∂n

∂ΦI
i

∂s
−
∂ΦII

j

∂s

∂ΦI
i

∂n

)
dS

and for TM-TE interaction

X[j](i) =

∫∫
SII

eII(TE)

tj
× hI(TM)

ti
· ẑdS =

=
√
QII
j

√
ZII
j

√
QI
i

√
Y I
i

∫∫
SII

(∇tΦII
j × ẑ)× (ẑ×∇tΦI

i) · ẑdS =

= −
√
QII
j

√
ZII
j

√
QI
i

√
Y I
i

∫∫
SII

(ẑ×∇tΦII
j )× (ẑ×∇tΦI

i) · ẑdS =

= −
√
QII
j

√
ZII
j

√
QI
i

√
Y I
i

∫∫
SII

∇tΦII
j ×∇tΦI

i · ẑdS =

= −
√
QII
j

√
ZII
j

√
QI
i

√
Y I
i

∫∫
SII

(
∂ΦII

j

∂n

∂ΦI
i

∂s
−
∂ΦII

j

∂s

∂ΦI
i

∂n

)
dS

The integrals only depend on the geometry of the discontinuity because
the eigenfunctions are supposed to be written as frequency independent
functions. We can thus introduce a matrix with terms

X̂ji =



∫∫
SII

∇tΦI
i · ∇tΦII

j dS i(TE)-j(TE)∫∫
SII

∇tΦI
i · ∇tΦII

j dS i(TM)-j(TM)∫∫
SII

(
∂ΦII

j

∂n

∂ΦI
i

∂s
−
∂ΦII

j

∂s

∂ΦI
i

∂n

)
dS i(TE)-j(TM)∫∫

SII

(
∂ΦI

i

∂n

∂ΦII
j

∂s
− ∂ΦI

i

∂s

∂ΦII
j

∂n

)
dS i(TM)-j(TE)

(3.6)

which can be considered normalized inner cross products or projection inte-
grals returning the cross-correlation between different modes. The (3.6) is
computed only once in a frequency sweep and is then multiplied by diagonal
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matrices to include the frequency dependence and the waveguide medium
information. The interaction matrix X with the inner cross products is
obtained at each frequency sample with the following factorization rule

X = Q0.5
M
· Z0.5

M · X̂ ·Y0.5
N ·Q0.5

N

being ZM and YN the diagonal matrices with the wave impedances in region
II and with the wave admittances in region I, respectively.

3.1.3 Cascade and discretization

The overall characterization of a structure made up of a number of step
discontinuities is obtained by cascading the individual GSMs using matrix
operations. For example a corrugated circular waveguide, like a Bragg reflec-
tor with square ripple profile, can be represented through the block scheme
of Fig. 3.2 and analysed with cascading operations.

We consider two consecutive blocks (X) and (Y ) characterized by their
own generalized scattering matrix

B(X) = S(X) ·A(X) and B(Y ) = S(Y ) ·A(Y )

and connected by a waveguide with length d, where NZ modes are consid-
ered. If, in each building block, we identify the set of ports on the left of the
cascade with the subscript 1 (input ports) and the set on the right with the
subscript 2 (output ports), NZ = N (X)

2 = N (Y )

1 . The boundary conditions
on the modal amplitudes in the region (Z) connecting the two blocks are

A(Y )

1 = G ·B(X)

2 and A(X)

2 = G ·B(Y )

1

S(T) 

(step 1) (step 2) (step N-1) 

… 
(wg. 1) (wg. 2) (wg. N) 

a1(T) 

b1(T) 

a2(T) 

b2(T) 

Figure 3.2: Cascading of GSMs; each building block represents a step dis-
continuity connected to the next one by a straight waveguide.
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   !z! "0

Figure 3.3: Discretization of a linear taper in circular waveguide.

with

G =


e−ιγ

(Z)
1 d 0 . . . 0

0 e−ιγ
(Z)
2 d . . . 0

...
...

. . .
...

0 0 . . . e
−ιγ(Z)

NZ
d


After a few algebraic manipulations, the new GSM

B(C) = S(C) ·A(C)

representing the composite block is given by

S(C)=

 S(A)

11 +S(A)

12 ·G·F·S(B)

11 ·G·S(A)

21 S(A)

12 ·G·F·S(B)

12

S(B)

21 ·G·[IZ+S(A)

22 ·G·F·S(B)

11 ·G·S(A)

21 ] S(B)

22 +S(B)

21 ·G·S(A)

22 ·G·F·S(B)

12


being IZ an identity matrix with dimensions Nz ×Nz and

F =
[
IZ − S(B)

11 ·G · S(A)

22 ·G
]−1

This process can be repeated iteratively till the overall GSM representing
the total structure is obtained. For the scheme of Fig. 3.2, an equivalent
building block comprising 2i discontinuities could be derived at the i-th
iteration and its cascade would significantly speed up the computation.

The method can be extended to waveguides with a continuous variation
of the cross-section after a discretization along the longitudinal axis into sec-
tions much smaller than the vacuum wavelength. The latter is indeed always
smaller than or approximately equal to the wavelengths of the waveguide
modes; usually ten cells in a wavelength represent a satisfactory meshing
criterion. Each segment consists in a waveguide with constant cross-section,
therefore the problem is converted into the cascade of step discontinuities.
An example of this approach is the linear taper depicted in Fig. 3.3, where
λ0 is the wavelength in vacuum.
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3.1.4 Evaluation of losses at the discontinuity wall

The attenuation due to the ohmic losses on the metallic surface of the dis-
continuity, namely on Sc = SI − SII can be taken into account by means of
a surface impedance boundary condition (the Leontovich condition). Under
a perturbative approximation, the electric field tangential to the metallic
surface is derived from the tangential magnetic field as

EI
t = ZcH

I
t × ẑ on Sc = SI − SII (3.7)

with

Zc =

√
µ

εc
=

√
µ

ε0εr − ισ/ω
≈ (1 + ι)

√
ωµ

2σ
= (1 + ι)Rs

for a good conductor with conductivity σ.
The previous positions do not change the magnetic field boundary con-

dition, whereas EFBC becomes∫∫
SI

EI
t × hI

t`
· ẑdS =

∫∫
SII

EII
t × hI

t`
· ẑdS +

∫∫
Sc

EI
t × hI

t`
· ẑdS

The new term on the rhs can be developed using (3.7) as follows

Zc

∫∫
Sc

(HI
t × ẑ)× hI

t`
· ẑdS = Zc

∫∫
Sc

(
hI
t`
× ẑ
)
· (HI

t × ẑ) dS =

= Zc

∫∫
Sc

hI
t`
·HI

tdS = Zc
∑
i

(AI
i −BI

i)

∫∫
Sc

hI
t`
· hI

tidS

By introducing the matrix Lc with elements

Lji =

∫∫
Sc

hI
tj · hI

tidS, [N ×N ] (3.8)

the system (3.4) becomes{
EFBC Q

N
(AI + BI) = XT (AII + BII) + Lc (AI −BI)

MFBC X (AI −BI) = Q
M

(BII −AII)

and the GSM of the lossy discontinuity is calculated as

S =

 IN − F ·Q
N

F ·XT

Q−1
M
·X · F ·Q

N
IM −Q−1

M
·X · F ·XT

 (3.9)

with

F = 2
(
Q
N

+ XT ·Q−1
M
·X + Lc

)−1

The inner products in X remain as in (3.6), while the new matrix Lc is
calculated by integrating the modes of the larger waveguide on the conductor
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wall. Taking into account that Sc = SI − SII, the matrix elements Lji can
be expressed as

Lji =

∫∫
SI

hI
tj · hI

tidS −
∫∫

SII

hI
tj · hI

tidS =

=Yj

∫∫
SI

eI
tj × hI

ti · ẑdS − Yj
∫∫

SII

eI
tj × hI

ti · ẑdS =

=YjQjδij − YjX I−I

ji

being X I−I

ji the inner cross products between modes of region I. By using
(3.1), the matrix Lc becomes

Lc = ZcQ
0.5
N
·Y0.5

N · L̂ ·Y0.5
N ·Q0.5

N

with

L̂ji = δji −



∫∫
SII

∇tΦI
i · ∇tΦI

jdS i(TE)-j(TE)∫∫
SII

∇tΦI
i · ∇tΦI

jdS i(TM)-j(TM)∫∫
SII

(
∂ΦI

j

∂n

∂ΦI
i

∂s
−
∂ΦI

j

∂s

∂ΦI
i

∂n

)
dS i(TE)-j(TM)∫∫

SII

(
∂ΦI

i

∂n

∂ΦI
j

∂s
− ∂ΦI

i

∂s

∂ΦI
j

∂n

)
dS i(TM)-j(TE)

(3.10)
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3.2 Application to Circular Waveguides

3.2.1 Projection integrals for circular waveguides

The analytical expression of the normalized inner cross products X̂mn is
derived here in the case of a circular waveguide with a step decrease of the
radius as in Fig. 3.4. The progressive indices i and j are now replaced by
the couples of mode indices (n,m) and (q, p) that describe the transversal
dependence of the modes in the circular waveguide. The same definitions
of (2.42) are adopted with a(z < 0) = a and a(z > 0) = b; the following
functions are involved in the calculation:

∇q1Φi =
∂Φnm

∂ρ
ρ̂ =

√
NnmαJ

′
n(αρ) sin(nφ+ φ)ρ̂

∇q2Φi =
∂Φnm

ρ∂φ
φ̂ =

√
Nnm

n

ρ
Jn(αρ) cos(nφ+ φ)φ̂

The transversal wavenumber α and the initial phase φ are

TE modes TM modes
α = u′mn/R umn/R

φ = π/2 π/2 for n = 0

φ = 0 π/2 for n 6= 0

with R = (a, b) in region I and II, respectively and φ chosen according to
the considerations drawn from (2.45) in section 2.1.4.

We recall some properties of Bessel functions [37] that will be useful later
on. The recurrence relations

2J ′n(x) = [Jn−1(x)− Jn+1(x)] (3.11)

2
n

x
Jn(x) = [Jn−1(x) + Jn+1(x)] (3.12)

region I 

region II 

z0
M  modes 

N  modes 

a 
b 

Figure 3.4: Geometry of a step discontinuity in circular waveguide.
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allow the development of the products

4J ′n(α1x)J ′n(α2x) = [Jn−1(α1x)Jn−1(α2x) + Jn+1(α1x)Jn+1(α2x)+

−Jn−1(α1x)Jn+1(α2x)− Jn+1(α1x)Jn−1(α2x)]

4n2

α1α2x2
Jn(α1x)Jn(α2x) = [Jn−1(α1x)Jn−1(α2x) + Jn+1(α1x)Jn+1(α2x)+

+Jn−1(α1x)Jn+1(α2x) + Jn+1(α1x)Jn−1(α2x)]

4n

α2x
J ′n(α1x)Jn(α2x) = [Jn−1(α1x)Jn−1(α2x)− Jn+1(α1x)Jn+1(α2x)+

+Jn−1(α1x)Jn+1(α2x)− Jn+1(α1x)Jn−1(α2x)]

4n

α1x
Jn(α1x)J ′n(α2x) = [Jn−1(α1x)Jn−1(α2x)− Jn+1(α1x)Jn+1(α2x)+

−Jn−1(α1x)Jn+1(α2x) + Jn+1(α1x)Jn−1(α2x)]

which can be linearly combined to give

J ′n(α1x)J ′n(α2x) +
n2

α1α2x2
Jn(α1x)Jn(α2x) =

=
1

2
[Jn−1(α1x)Jn−1(α2x) + Jn+1(α1x)Jn+1(α2x)]

(3.13)

and

n

α2x
J ′n(α1x)Jn(α2x) +

n

α1x
Jn(α1x)J ′n(α2x) =

=
1

2
[Jn−1(α1x)Jn−1(α2x)− Jn+1(α1x)Jn+1(α2x)]

(3.14)

Owing to the formula J−n(x) = (−1)nJn(x), the first recurrence relation
leads to

J ′0(x) = −J1(x) (3.15)

The following definition is also introduced for the Lommel’s integral

Ln(α1, α2, R) =

∫ R

0
Jn(α1x)Jn(α2x)xdx =

=
R

α2
1 − α2

2

[α1Jn+1(α1R)Jn(α2R)− α2Jn(α1R)Jn+1(α2R)]

For the TE-TE interaction in circular waveguide when either n 6= 0 or
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q 6= 0, the (3.6) becomes with the help of (2.43), (2.44) and (3.13)

X̂[j][i] =X̂[qp][nm] =

∫ 2π

0

∫ b

0

(
∂ΦI

nm

∂ρ

∂ΦII
qp

∂ρ
+
∂ΦI

nm

ρ∂φ

∂ΦII
qp

ρ∂φ

)
ρdρdφ =

=
√
Nnm

√
Nqp·

·
[∫ b

0

u′nmu
′
qp

ab
J ′n

(
u′nm
a
ρ

)
J ′q

(
u′qp
b
ρ

)
ρdρ

∫ 2π

0
sin(nφ) sin(qφ)dφ+

+

∫ b

0

nq

ρ2
Jn

(
u′nm
a
ρ

)
Jq

(
u′qp
b
ρ

)
ρdρ

∫ 2π

0
cos(nφ) cos(qφ)dφ

]
=

=
√
NnmNqpπδnq

u′nmu
′
np

ab

∫ b

0

[
J ′n

(
u′nm
a
ρ

)
J ′n

(
u′np
b
ρ

)
+

+
ab

u′nmu
′
np

n2

ρ2
Jn

(
u′nm
a
ρ

)
Jn

(
u′np
b
ρ

)]
ρdρ =

=
√
NnmNqpπδnq

u′nmu
′
np

2ab

∫ b

0

[
Jn−1

(
u′nm
a
ρ

)
Jn−1

(
u′np
b
ρ

)
+

+ Jn+1

(
u′nm
a
ρ

)
Jn+1

(
u′np
b
ρ

)]
ρdρ =

=
√
NnmNnpπδnq

u′nmu
′
np

2ab
·

·
[
Ln−1

(
u′nm
a
,
u′np
b
, b

)
+ Ln+1

(
u′nm
a
,
u′np
b
, b

)]

If n = q = 0, the (3.15) is used too

X̂[0p][0m] =
√
N0mN0p

∫ b

0

u′0mu
′
0p

ab
J ′0

(
u′0m
a
ρ

)
J ′0

(
u′0p
b
ρ

)
ρdρ

∫ 2π

0
dφ =

=
√
N0mN0p2π

u′0mu
′
0p

ab

∫ b

0
J ′0

(
u′0m
a
ρ

)
J ′0

(
u′0p
b
ρ

)
ρdρ =

=
√
N0mN0p2π

u′0mu
′
0p

ab

∫ b

0
J1

(
u′0m
a
ρ

)
J1

(
u′0p
b
ρ

)
ρdρ =

=
√
N0mN0p2π

u′0mu
′
0p

ab
L1

(
u′0m
a
,
u′0p
b
, b

)

Similarly for the TM-TM interaction with n = q 6= 0, the (3.6) is developed



Mode-Matching Method 141

using (2.43), (2.44) and (3.13)

X̂(j)(i) =X̂(qp)(nm) =

∫ 2π

0

∫ b

0

(
∂ΦI

nm

∂ρ

∂ΦII
qp

∂ρ
+
∂ΦI

nm

ρ∂φ

∂ΦII
qp

ρ∂φ

)
ρdρdφ =

=
√
Nnm

√
Nqp·

·
[∫ b

0

unmuqp
ab

J ′n

(unm
a
ρ
)
J ′q

(uqp
b
ρ
)
ρdρ

∫ 2π

0
cos(nφ) cos(qφ)dφ+

+

∫ b

0

nq

ρ2
Jn

(unm
a
ρ
)
Jq

(uqp
b
ρ
)
ρdρ

∫ 2π

0
sin(nφ) sin(qφ)dφ

]
=

=
√
NnmNnpπδnq

unmunp
2ab

·

·
[
Ln−1

(unm
a
,
unp
b
, b
)

+ Ln+1

(unm
a
,
unp
b
, b
)]

while, for n = q = 0,

X̂(0p)(0m) =
√
N0mN0p2π

u0mu0p

ab
L1

(u0m

a
,
u0p

b
, b
)

The (3.6) for the TE-TM interaction with n = q 6= 0 is manipulated through
(2.43), (2.44) and (3.14)

X̂(j)[i] =X̂(qp)[nm] =

∫ 2π

0

∫ b

0

(
∂ΦII

qp

∂ρ

∂ΦI
nm

ρ∂φ
−
∂ΦII

qp

ρ∂φ

∂ΦI
nm

∂ρ

)
ρdρdφ =

=
√
Nnm

√
Nqp·

·
{∫ b

0

uqp
b
J ′q

(uqp
b
ρ
) n
ρ
Jn

(
u′nm
a
ρ

)
ρdρ

∫ 2π

0
cos(nφ) cos(qφ)dφ+

−
∫ b

0

q

ρ
Jq

(uqp
b
ρ
) unm

a
J ′n

(
u′nm
a
ρ

)
ρdρ

∫ 2π

0
sin(nφ)[− sin(qφ)]dφ

}
=

=
√
NnmNnpπδnq

u′nmunp
ab

∫ b

0

[
na

ρu′nm
J ′n

(unp
b
ρ
)
Jn

(
u′nm
a
ρ

)
+

+
nb

ρu′np
Jn

(unp
b
ρ
) unm

a
J ′n

(
u′nm
a
ρ

)]
ρdρ =

=
√
NnmNnpπδnq

u′nmunp
2ab

∫ b

0

[
Jn−1

(
u′nm
a
ρ

)
Jn−1

(unp
b
ρ
)

+

− Jn+1

(
u′nm
a
ρ

)
Jn+1

(unp
b
ρ
)]
ρdρ =

=
√
NnmNnpπδnq

u′nmunp
2ab

·

·
[
Ln−1

(
u′nm
a
,
unp
b
, b

)
− Ln+1

(
u′nm
a
,
unp
b
, b

)]
while X̂(0p)[0m] = 0 because ∇q2Φ0` is null for both TE and TM modes. For
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TM-TE interaction:

X̂[j](i) =X̂[qp](nm) = −
∫ 2π

0

∫ b

0

(
∂ΦII

qp

∂ρ

∂ΦI
nm

ρ∂φ
−
∂ΦII

qp

ρ∂φ

∂ΦI
nm

∂ρ

)
ρdρdφ =

=−
√
Nnm

√
Nqp·

·
{∫ b

0

u′qp
b
J ′q

(
u′qp
b
ρ

)
n

ρ
Jn

(unm
a
ρ
)
ρdρ

∫ 2π

0
[− sin(nφ)] sin(qφ)dφ+

−
∫ b

0

q

ρ
Jq

(
u′qp
b
ρ

)
u′nm
a
J ′n

(unm
a
ρ
)
ρdρ

∫ 2π

0
cos(nφ) cos(qφ)dφ

}
=

=
√
NnmNnpπδnq

unmu
′
np

ab

∫ b

0

[
na

ρunm
J ′n

(
u′np
b
ρ

)
Jn

(unm
a
ρ
)

+

+
nb

ρunp
Jn

(
u′np
b
ρ

)
u′nm
a
J ′n

(unm
a
ρ
)]
ρdρ =

=
√
NnmNnpπδnq

unmu
′
np

2ab
·

·
[
Ln−1

(
unm
a
,
u′np
b
, b

)
− Ln+1

(
unm
a
,
u′np
b
, b

)]
and X̂[0p](0m) = 0.

The closed-form solutions of previous integrals can be rewritten in a
more compact form by demonstrating that the expressions of X̂qp,nm also
work for the cases with n = q = 0, apart from a factor 2. We consider the
Lommel’s integrals with subscript ±1 for the interaction with a TE0p mode
in region II:

L−1

(
α1,

u′0p
b
, b

)
=

b

α2
1 −

(
u′0p
b

)2

[
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b
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]

L1

(
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)
=
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(
u′0p
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)2

[
α1J2(α1b)J1(u′0p)−

u′0p
b
J1(α1b)J2(u′0p)

]

According to the (3.15), J−1(u′0p) = −J1(u′0p) = −J ′0(u′0p) = 0, we have

L−1

(
α1,

u′0p
b
, b

)
=
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α2
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2
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)
=

u′0p
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2
J1(α1b)

[
−J2(u′0p)

]
where, using the (3.12), J0(u′qp) + J2(u′qp) = 2J1(u′qp)/u

′
qp = 0; hence

L−1

(
α1,

u′0p
b
, b

)
= −

u′0p
α2

1 − (u′0p/b)
2
J1(α1b)J2(u′qp) = L1

(
α1,

u′0p
b
, b

)
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and the expression X̂[qp],nm, multiplied by ε0n, can be used for all n. The
factor 2 when n = q = 0 serves for the interaction between modes of the same
type, while for the other interactions, the cross integrals correctly vanish. If
a TM0p mode is considered in region II, the relevant Lommel’s integrals can
be simplified as follows

L−1

(
α1,

u0p

b
, b
)

=
b

α2
1 −

(u0p

b

)2 [−α1J0(α1b)J1(u0p)]

L1

(
α1,

u0p

b
, b
)

=
b

α2
1 −

(u0p

b

)2 [α1J2(α1b)J1(u0p)−
u0p

b
J1(α1b)J2(u0p)

]
In the second expression, the last term on the rhs can be developed using
the (3.12) as

u0p

b

[
α1b

2
J0(α1b) +

α1b

2
J2(α1b)

] [
2

u0p
J1(u0p)−����J0(u0p)

]
=

=α1J0(α1b)J1(u0p) + α1J2(α1b)J1(u0p)

so that

L−1

(
α1,

u0p

b
, b
)

= − b

α2
1 −

(u0p

b

)2α1J0(α1b)J1(u0p) = L1

(
α1,

u0p

b
, b
)

and the same remarks of the TE case hold true.
The analytical expressions of the normalized inner cross products for

circular waveguide can be finally summarized as follows

X̂II−I
qp−nm = ε0nδnq

π
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(3.16)

3.2.2 Benchmark with other full-wave methods

The mode-matching method has been implemented in Matlab and com-
pared with other full-wave tools, using the test geometry given in Fig. 3.5.
The latter consists in a circular oversized waveguide provided with 4 cor-
rugations; the geometrical dimensions are a = 38 mm, dc = wc = hc = 10
mm, while the input/output straight sections with constant radius are 0.1 m
long. The structure is studied in the range [4.9÷ 5.1] GHz, where there are
5 modes above the cutoff frequency: TE11, TM01, TE21, TE01 and TM11.
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Figure 3.5: Side/top (a) and front (b) views of the test geometry.

Reflection [dB] Transmission [dB] 

Figure 3.6: Reflection and transmission self-terms of propagating modes at
5 GHz computed with different tools for the test geometry.

TE01 reflection [dB] TE01 transmission [dB] 

Figure 3.7: Reflection and transmission self-terms of the TE01 versus fre-
quency computed with different tools for the test geometry.
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Tool # cores user time [s] Notes

CST FD 4 1130

CST TD (standard) 4 500

CST TD (adaptive) 4 4756 no convergence
after 3 passes

HFSS v.12 1 3751 no convergence

Mode-matching 1 509

Table 3.1: Solver times [s]

The full-wave methods used for the comparison are the solvers of two
commercial softwares: the 12th release of HFSS [76] and both the frequency-
domain (FD) and time-domain (TD) solvers of CST MWS. With reference
to the latter, two computations were performed: the one was run with the
standard mesh settings, while for the other the mesh adaptation was acti-
vated. In the mode-matching code, all modes with cutoff frequency lower
than 25 GHz were included in the computation; this choice was found to
give an accuracy of 0.01 on the magnitude of the scattering parameters as
explained in section 3.2.3.

The predictions of the different tools for the scattering matrix of the test
geometry are compared in Figs. 3.6 and 3.7: the former provides benchmark
at a single frequency, whereas the latter gives a plot versus frequency. In
both figures, the results from HFSS often detach from the outcomes of the
other tools, while the calculations with the frequency solver of CST MWS
agrees very well with those of the mode-matching (MM) method. As far
as the time-domain solver is concerned, good agreement is achieved in the
plots versus frequency for the TE01, whereas, for the reflection and trans-
mission self-terms of the other propagating modes at 5 GHz, the match
improves only when mesh adaptation is activated. The latter fact suggests
that the standard mesh adopted by the time-domain solver of CST MWS is
inadequate for this structure and needs to be denser similarly to the Bragg
resonator studied in section 2.3.3.

All simulations have been performed on a desktop Windows PC with
an INTEL R© CoreTM i7-950 at 3.07 GHz, quad-core, and 12 GB of RAM.
The wall-clock times taken by each tool to simulate the test geometry in the
frequency range [4.9÷ 5.1] GHz are reported in Table 3.1. The efficiency of
the mode-matching method in addressing this kind of structures stands out
clearly and becomes even more valuable when considering that the results
of both HFSS and the transient solver of CST MWS with standard mesh
settings were unreliable in some cases.
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3.2.3 Convergence studies

According to the relative convergence issue, the truncation indices of the
modal expansions in the two regions at a step discontinuity must be related
to the aspect ratio of their cross-sections. This rule allows the derivation
of the truncation index in a region when the one in the other region is
fixed. In order to choose the first truncation order, a convergence study has
to be done, after setting an accuracy criterion, by increasing step-by-step
the number of modes included in the computation. In place of increasing
N and M , a different approach is preferred here: we increase a frequency
value named fcmax and consider modal expansions comprising all modes with
cutoff frequency lower than fcmax. This approach automatically satisfies the
convergence relative criterion.

The convergence analysis has been carried out for two test geometries of
Fig. 3.5 with a = 38 mm, but different electrical size. The one, having dc =
10 mm, wc = 5 mm and hc = 10 mm, works at 5 GHz, while the other, having
dc = 3 mm, wc = 3 mm and hc = 2 mm, works at 20 GHz. The ratios a/λ0

in the two cases are around 0.63 and 2.53, respectively. The value of fcmax is
increased step-by-step starting from the working frequency. At each step the
maximum deviation of the magnitude and phase of the scattering parameters
from the previous step is calculated and plotted. When the variation of the
S-parameters between two consecutive steps is constantly below an accuracy
criterion, the convergence has been reached. Good accuracy criteria for
the amplitude and phase of the scattering parameters are 0.01 and 1 deg,
respectively.

The convergence plots for the two structures are given in Figs. 3.8 and
3.9. In the latter, a dB scale has been used to improve the visualization
of the deviation for the S-parameter magnitude. Usually the fcmax must
be taken around a factor 5 higher than the operational frequency to satisfy
the accuracy criterion, depicted with red lines in the plots. This rule of
thumb implies many evanescent modes to be included in the computation,

Figure 3.8: Convergence analysis for the test geometry working at 5 GHz.
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Figure 3.9: Convergence analysis for the test geometry working at 20 GHz.

a/λ0 ~ 0.63 a/λ0 ~ 2.53 

Figure 3.10: Computation times at each step for the convergence analyses
of Figs. 3.8 and 3.9.

e.g. around 2200 modes for the 20 GHz structure; their number is as high
as the ratio a/λ0 increases with negative consequences on the duration of
the calculation. The computation time taken by the mode-matching code
at each convergence step of previous analyses is plotted in Fig. 3.10 as a
function of fcmax, showing an exponential growth.

According to previous remarks, the mode-matching method is not suit-
able to study the CARM cavity of section 2.4 with a/λ0 of about 8.33,
because, apart from the excessive duration of the simulation, the matrices
are too big to be handled with standard techniques. Nevertheless the modes
to be considered in the calculation can be significantly reduced if only a par-
ticular excitation mode has to be studied. The expressions of the normalized
inner cross products (3.16) indeed exhibit a δnq, indicating that only modes
with the same azimuthal index interact. Therefore, if the behaviour of a
structure with cylindrical symmetry is to be studied under the excitation
of the TE82, all modes with n 6= 8 can be excluded from the computation
without loosing any accuracy. Fig. 3.11 reports an application of this trick
to the cavity of Fig. 2.21, designed for the TE11 with Bragg reflectors hav-
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Figure 3.11: Transmission of the TE11 mode across the structure of Fig.
2.21, computed using full modal expansions (MM1) and excluding modes
with n 6= 1 (MM2).

ing rectangular corrugations. The computations with the complete modal
expansions and the ones using only the modes with n = 1 provide identical
transmission coefficients for the TE11 mode.

3.2.4 Expression of integrals on the conductive wall

The integrals of the matrix elements L̂ji, giving the contribution of ohmic
losses at the discontinuity, have been defined in (3.10). Their expressions
are the same as the normalized inner cross products of (3.6) with I in place
of II. When j 6= i,

L̂ji = L̂I−I
qp−nm = −ε0nδnq
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(3.17)

whereas new expressions have to be derived for j = i because this condition
causes L to diverge. To this aim, some integrals of Bessel functions must be
recalled from [37]; the one is

∫ R

0
x
[
J2
n−1(x)− J2

n+1(x)
]
dx = 2nJ2

n(R) (3.18)
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another one is defined with the following function

Rn(α, b) =

∫ b

0
xJn(αx)Jn(αx)dx =

=
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2
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The interaction between the same TE modes thus gives
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for n 6= 0, otherwise
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The last equality is justified by the fact that R−1 = R1, as can be easily
verified from 3.19. Furthermore the symbol ε0m has been introduced in
order to derive a single expression for any n. The same expressions can
be adopted for the interaction between identical TM modes after replacing
the eigenvalue u′nm with unm. For the integrals between modes of different
types but same indices, the expressions (3.17) have to be used. The function
L would diverge for the interaction between TE0m and TM1m which are
degenerate, but such case has L̂ = 0 because n 6= q.

Here follows a summary of the expressions for the L̂ terms for i = j:

L̂ii = L̂I−I
nm−nm = 1− ε0n
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(3.20)
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3.3 Resonator Technique

3.3.1 Right-angle junctions in rectangular waveguide

We initially refer to a waveguide provided with two symmetrical junctions
in the middle of the top and bottom wall as shown in Fig. 3.12. This
structure can be divided according to Fig. 3.13 into a central cavity (region
V) and four homogeneous semi-infinite rectangular waveguides; opposite
waveguides have equal cross-sections. Assuming a time dependence eιωt, the
electromagnetic field in regions I and II can be expanded as a series of TE

aw
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III 
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V 

Figure 3.12: Geometry of a waveguide with two rectangular junctions.
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Figure 3.13: Division in five regions with forward and reflected waves.
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and TM modes, truncated at an order to be defined, as follows [33]:

EI,II =

N1∑
i=1

f I,II

i (z) eI
ti(x, y) + gI,II

i (z) eI
zi(x, y)

HI,II =
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i (z) hI
ti(x, y) + f I,II

i (z) hI
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(3.21)

with
f I
i(z) = A+

i e−γ
I
iz +A−i eγ

I
iz

f II
i (z) = B+

i eγ
I
i(z−ac) +B−i e−γ

I
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(3.22)

and

gI,II

i (z) = − 1

γI
i

d f I,II

i

dz
(3.23)

The propagation constants γ and the transversal and longitudinal field com-
ponents et and ez are equal in the two regions, whereas the wave amplitudes
A and B are taken at different reference planes, respectively corresponding
to the surfaces S1 and S2 according to Fig. 3.13. The field components are
defined as follows [77]

TE modes TM modes
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(3.24)

with kI
ti = transversal wavenumber in region I and II, so that

γI
i =

√
(kI
ti

)2 − ω2µIεI

The i-th mode is identified by a couple of indices, which will be indi-
cated as (m,n) or (p, q), and defined through the normalized solution of
the Helmholtz equation with Neumann and Dirichlet boundary conditions
for TE and TM modes respectively:
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The normalization factors Nmn are chosen so that the integration of eI
ti
×hI∗

ti
over the cross-section of the waveguide yields 1, ι and −ι [W] for respec-
tively propagating, evanescent TE and evanescent TM modes. The field
expansions in region III and IV can be similarly written for modes propa-
gating along y and with (x, z) as transversal coordinates. The longitudinal
dependence is

f III
j (y) = C+

j eγ
III
j (y−bw) + C−j e−γ

III
j (y−bw)

f IV
j (y) = D+

j e−γ
IV
j y +D−j eγ

IV
j y

with j = 1, 2, . . . , N3, being the number of modes considered in region III
and IV. The functions gIII

i (y) and gIV
i (y) are related to f III

i and f IV
i through

derivative operations similarly to (3.23).
With reference to region V, the resonator technique [78] is applied to

the multi-port network, requiring to express the electromagnetic field as a
superposition of four sets of standing waves:

EV = EV(1) + EV(2) + EV(3) + EV(4)

HV = HV(1) + HV(2) + HV(3) + HV(4)
(3.25)

The first set (EV(1), HV(1)) is a modal expansion in volume V, derived after
replacing all surfaces but S1 in Fig. 3.13 with perfect electric conductors;
S1 is left open. The second solution (EV(2), HV(2)) is similarly built leaving
S2 open and inserting short circuits at the interfaces with regions I, III and
IV, and so on for the last two sets. According to such boundary conditions,
the following longitudinal dependences can be derived for each set:

fV(1)

i (z) = ξAi sinh[γI
i(z − ac)]

fV(2)

i (z) = ξBi sinh(γI
iz)

fV(3)

` (y) = ξC` sinh(γV(3)

` y)

fV(4)

` (y) = ξD` sinh[γV(3)

` (y − bw)]

(3.26)

with ξA,B,C,D = wave amplitudes, i = 1, 2, . . . , N1 and ` = 1, 2, . . . , NX . The
corresponding g functions are readily obtained from (3.26), multiplying by
−1 and replacing sinh with hyperbolic cosine. It is worth restating that N1

is the highest i-th mode considered in region I and II as well as in the first
two sets of region V; j-th modes in region III and IV are instead taken up to
the order N3, whereas NX is the truncation order of the modal expansions
(index `) in the last two solutions of region V.

At the boundary interfaces Si, with i = 1, 2, 3, 4, the tangential com-
ponents of the electric and magnetic fields of the first four regions must
be matched with the ones of the resonant volume. In the case of S1, for
example, the condition on the electric field reduces to

EI|z=0 = EV(1)|z=0 (3.27)
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because the other sets of region V have vanishing tangential components on
such surface. Mode orthogonality is then applied through the magnetic field
transversal component for the i-th mode of the first set in region V:

∑
k

f I
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Both integrals equal 1 for k = i and 0 otherwise, so the (3.28) gives N1

equations relating f I
i to fV(1)

i . The interface S2 leads to a similar outcome,
whereas, on S3 and S4, involved modal expansions differ and the following
projection integrals must be defined
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The conditions on the E-field components are therefore
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(3.30)

As far as the conditions on the H-field transversal components are concerned,
mode orthogonality is applied using the transverse E-field of the modes in
the relevant semi-infinite region, e.g. on S1

∑
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All sets of HV contribute and, in the case of V(3) and V(4), the longitudi-
nal components also play a role in allowing for the power transfer between
waveguide and corrugation modes. The projection integrals of the latter sets
have the same magnitude, but they can differ in phase according to the even
or odd symmetry of the modes. The following definitions are introduced to
account for this effect
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and the conditions on H-field components are
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`

W`j gV(3)

` (bw)+

+
∑
`

W`j gV(4)

` (bw)

gIV
j (0) =

∑
i

V(00)

ji ξAi +
∑
i

V(10)

ji ξBi +
∑
`

W`j gV(3)

` (0)+

+
∑
`

W`j gV(4)

` (0)

(3.33)

The integrals defined in (3.29), (3.31) and (3.32) can be solved analytically
for the geometry under consideration; the solutions are reported in section
3.3.2.

The boundary conditions can be recast in matrix form introducing the
diagonal matrices Ls, Lc, Ms and Mc with the following nonzero elements:

Lsii = − sinh(γI
iac) Ms`` = − sinh(γV(3)

` bw)

Lcii = − cosh(γI
iac) Mc`` = − cosh(γV(3)

` bw)
(3.34)

By replacing (3.30) into (3.33), the wave amplitudes in the resonant volume
can be eliminated and the following linear system is obtained


A+

B+

C+

D+

−


A−

B−

C−

D−


 = Q ·




A+

B+

C+

D+

+


A−

B−

C−

D−


 (3.35)

with

Q =


Lc ·L−1

s L−1
s −U(10) ·M−1

s ·W U(00) ·M−1
s ·W

L−1
s Lc ·L−1

s U(11) ·M−1
s ·W −U(01) ·M−1

s ·W
−V(01) ·L−1

s V(11) ·L−1
s WT ·Mc ·M−1

s ·W WT ·M−1
s ·W

−V(00) ·L−1
s V(10) ·L−1

s WT ·M−1
s ·W WT ·Mc ·M−1

s ·W


From the latter, the following scattering matrix of a waveguide with two
junctions is derived

Sjunctions
2(N1+N3)×2(N1+N3) = 2

(
I + Q

)−1 − I (3.36)

being I the identity matrix and Q the matrix of coefficients in (3.35).
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3.3.2 Closed-form solutions of projection integrals

Closed-form solutions of the integrals in (3.29), (3.31) and (3.32) can be
given for the structure of Fig. 3.12. In this sense the following definitions
are useful:

R(k, a,m) =
sinh(ka)

k2 + (mπ/a)2

L(a, b,m, n) =
2ab (−1)floor(n

2
)

π(n2b2 −m2a2)
·

·
{

sin
[
π
2

(
nb
a −mod(m, 2)

)]
, for m+ n even

0, otherwise

where mod(x, y) is the modulus of the ratio x over y, floor(x) rounds x to
the nearest integers less than or equal to x, δxy is the Kronecker delta and
the function εxy, equal to 2 if x = y, and 1 if x 6= y.

The integral in (3.29) has the following solution

W`j = W(pq)(mn) =

∫∫
S3

eIII
tmn × hV(3)

tpq
· ŷdS =

= π2
√
ZIII
mnY

V(3)
pq

√
N III
mnN

V(3)
pq ·

·
(ac

2
δmpε0m

)
L(aw, bc, n, q)·

·



(
mpqbc
acac

+
nqnaw
bcaw

)
, TE-TE(

mpnaw
acac

+
nqqbc
bcaw

)
, TM-TM(

npqbc
acbc

− mqnaw
acaw

)
, TE-TM(

mqqbc
acaw

− npnaw
bcac

)
, TM-TE

(3.37)

except for n = q = 0, when the following expression applies

W(p0)(m0) =

√
bcZIII

m0

awZ
V(3)

p0

δmp (3.38)
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The integral in (3.31) can be expressed as follows

U(00)

i` = U(mn)(pq) =
1

ξDpq

∫∫
S1

eI
tmn ×HV(4)

pq · ẑdS =

= π2
√
ZI
mnY

V(4)
pq

√
N I
mnN

V(4)
pq ·

· γV(4)
pq

(aw
2
δmqε0m

)
R(γV(4)

pq , bw, n)·

·



−mq
a2
w

−
(
nkV(4)

tpq

bwγ
V(4)
pq

)2
 , TE-TE

(
np

bwac

)
, TM-TM(

mp

awac

)
, TE-TM− nq

bwaw
+

mn

awbw

(
kV(4)

tpq

γV(4)
pq

)2
 , TM-TE

(3.39)

Finally the integral in (3.32) can be computed as

V(00)

ji = V(mn)(pq) =
1

ξApq

∫∫
S4

eIII
tmn ×HV(1)

pq · ŷdS =

= π2
√
ZIII
mnY

I
pq

√
N III
mnN

I
pq·

· γI
pqL(aw, bc, n, p)R(γI

pq, ac,m)·

·



[
−npn

bc
− pbc

(
mkI

tpq

acγI
pq

)2
]
, TE-TE(

mqnaw
bwac

)
, TM-TM(

−nqnaw
bcbw

)
, TE-TM[

mpnaw
awac

− nmp

ac

(
kI
tpq

γI
pq

)2
]
, TM-TE

(3.40)

except for n = p = 0, when the following expression applies

V(m0)(0q) = −π2
√
ZIII
m0Y

I
0q

√
N III
m0N

I
0q · R(γI

0q, ac,m)

(
bc
γI

0q

)(
mkI

t0q

ac

)2
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3.3.3 Loaded corrugations

The corrugations of the geometry in Fig. 3.12 can be connected to other
microwave networks; we consider single-access structures because such con-
figuration can be used to filter some modes of the main waveguide. In
details, we consider that the structure connected to the waveguide slots is
a multi-port, single-access, microwave network with N3 modes. As depicted
in Fig. 3.13, it can be characterized with a scattering matrix Γ, so that

C+ = Γ ·C− and D+ = Γ ·D− (3.41)

Several configurations can be conceived and studied; in the present work we
restrict the analysis to corrugations with a constant cross-section equal to
the waveguide slot.

Three examples are shown in Fig. 3.14; in these configurations Γ is di-
agonal. For the lossless structure of Fig. 3.14a

Γjj = −e−2γIII
j hcv

leading to a unitary scattering matrix. To make the corrugations absorb the
power extracted from the main waveguide, a lossy dielectric with complex
permittivity εA

c can be used. Inside this material the modal expansions are
similar to regions III and IV and, if the top corrugation is taken as example,
the longitudinal dependence is

YA
ej = Q+

j eγ
A
j (y−bw−hcv) +Q−j e−γ

A
j (y−bw−hcv)

YA
hj

= −Q+
j eγ

A
j (y−bw−hcv) +Q−j e−γ

A
j (y−bw−hcv)

where Q and γA
i are the wave amplitudes and the propagation constant in

the absorber (see Fig. 3.15). The boundary conditions to be enforced in the

hcv 

hca 
bc ac 

ŷ

Γ Γ Γ 

(a) (b) (c) 

Figure 3.14: Three corrugations with the same cross-section. Grey parts
indicate the absorber, black surfaces are perfect electric conductor (PEC)
and the chessboard pattern stands for a perfect magnetic conductor (PMC).
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hcv hca 

bc 

ac 

Cmn
!

Cmn
+

Qmn
!

Qmn
+ Rmn

Figure 3.15: Layout of a corrugation with forward and backward waves.

structure of Fig. 3.14b are√
ZIII
j YIII

ej (bw + hcv) =
√
ZA
j YA

ej (bw + hcv)√
ZIII
j YIII

hj
(bw + hcv) =

√
ZA
j YA

hj
(bw + hcv)

YA
ej (bw + hcv + hca) = 0

whereas the last equation has to be replaced with

YA
hj

(bw + hcv + hca) = 0

when the corrugation ends with a PMC as in Fig. 3.14c.
By solving the linear system with respect to the ratio between C+

j and

C−j , the following expression is derived for the S-parameters at the slot:

Γjj = e−2γIII
j hcv

S(γA
j hca)− ZIII

j Y
A
j

S(γA
j hca) + ZIII

j Y
A
j

(3.42)

with

S(t) =

{
tanh(t) for PEC (Fig. 3.14b)

coth(t) for PMC (Fig. 3.14c)

Slot size and location determine how corrugations are excited, whereas power
absorption is determined by Γ; with a proper excitation, the lower Γ, the
better filter performance.

The relations (3.41) must be introduced in the formulation of section
3.3.1; they can be directly applied to the boundary conditions in order to
express the modal amplitudes C±j and D±j in terms of ξ. In such expressions,
there are some recurring matrix operations, which are summarized through
the following positions

P = W · (I + Γ) · (I− Γ)−1

F = P ·WT · (P ·WT ·Mc + Ms)
−1

G = [(P ·WT ·Mc + Ms)− F ·P ·WT ]−1

(3.43)
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Using (3.43), the wave amplitudes in region V can be related to each other
as follows [

ξC
ξD

]
=

[
Xca Xcb

Xda Xdb

]
·
[
ξA
ξB

]
(3.44)

where
Xca = G · (P ·V(01) + F ·P ·V(00))

Xcb = G · (P ·V(11) + F ·P ·V(10))

Xda = G · (P ·V(00) + F ·P ·V(01))

Xdb = G · (P ·V(10) + F ·P ·V(11))

(3.45)

A linear system similar to (3.35) for the sole amplitudes A±i and B±i is
finally obtained by combining (3.44) with the first two conditions of (3.30)
and (3.33). If T is the matrix of coefficients of this system, the generalized
scattering matrix of the mode filter is computed as

Sfilter
2N1×2N1

= 2

(
I +

[
T11 T12

T21 T22

])−1

− I (3.46)

with
T11 = (Lc −U(10) ·Xca −U(00) ·Xda) · L−1

s

T12 = (I + U(10) ·Xcb + U(00) ·Xdb) · L−1
s

T21 = (I + U(11) ·Xca + U(01) ·Xda) · L−1
s

T22 = (Lc −U(11) ·Xcb −U(01) ·Xdb) · L−1
s

(3.47)

Despite (3.46) has been derived for geometries with longitudinal slots on
the top and bottom wall, it holds validity when aw < bw and ac < bc, i.e.
for a mode filter with transversal side corrugations. In this case several
consecutive slots are hosted in the device, whose final performance can be
calculated by standard cascading techniques of generalized scattering ma-
trices [77]. Once the device is characterized and a combination of injected
waves is assigned, the unknown amplitudes of each region can be calculated
and inserted in the relevant modal expansions to reconstruct and plot the
field distribution in the filter.

The theoretical model has been developed under the assumption of ideal
conductors, but losses due to real metals can be introduced according to the
perturbation method. To a first approximation, a general complex propaga-
tion constant, including the canonical attenuation coefficients in rectangular
waveguide, can be used for each mode. This approach requires no modifica-
tion to the model, which already handles complex γ, e.g. in the absorbing
material, and is very accurate for all modes apart from those of the subsets
V(3) and V(4). Concerning the latter, the discontinuity on the top and bot-
tom walls introduces additional losses, which can be dealt through a surface
impedance boundary condition [79], i.e. the Leontovich condition. Its appli-
cation to the last two equations of (3.30) represents an improvement of the
present model.
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Figure 3.16: Unit cell (a) and phase of the reflected wave (b). The cell
consists in a substrate of Rogers RT6010 on a metallic ground plane and a
geometric metallization on the top.

Under a practical viewpoint, attenuation by conductors is a minor con-
cern in the considered class of mode filters and will be neglected in the
following. Oversized waveguides are meant to reduce ohmic losses that de-
crease by increasing the ratio between operational and cutoff frequency. The
fundamental mode undergoes low dissipation of power on the walls of mode
filters (<0.009 dB/m for a copper WR430 at 5 GHz), whereas spurious
modes exhibit higher attenuation constants with beneficial effects on the
performance of the device.

3.3.4 Practical realization of PMC load

Perfect magnetic conductors were primarily introduced to give an idea about
the possibilities of the model. Nevertheless if their practical realization
has to be addressed, there are no particular problems apart from a careful
assessment of their power handling capability.

In practice, only a few TE modes above cutoff have non-negligible ampli-
tude in the corrugations because, as will be explained later, a dimension of
corrugations is always lower than half a vacuum wavelength. This condition
is required to avoid the absorption of the fundamental mode in the waveguide
and entails that there are no propagating TM modes inside corrugations. In
most cases corrugations are even monomodal, so perfect magnetic conduc-
tors (PMC) have to be designed for a single mode. Sometimes corrugations
could be overmoded, but they rarely support more than two propagating
modes.

The particular case of a corrugation with both the TE10 and the TE20
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(a) (b) 

Figure 3.17: Waveguide with PMC load (a) and phase of the reflection
coefficients of the TE10 and TE20 (b).

above cutoff has been studied to clarify the feasibility of a PMC working with
different modes at the same frequency. A unit cell achieving PMC behaviour
has been initially designed in CST MWS, using one of the manifold patterns
proposed in archived literature [80]. The unit cell is depicted in Fig. 3.16
together with the reflection coefficient of a plane wave for normal incidence.
The phase of the reflection coefficient, which is 0 deg at 5 GHz, is taken at
the surface of the unit cell through de-embedding operations.

Then a lattice of cells was put at the end of a waveguide to assess the
effect on two different modes. The waveguide has height of 15.7 mm and
width of 71 mm to allow the propagation of both TE10 and TE20. Since
the behaviour of the lattice in a waveguide with modes slightly differ from
the infinite case with a plane wave, the parameters of the unit cell has been
reoptimized. The structure and the phase of the reflection coefficients for
the two modes are shown in Fig. 3.17. At 5 GHz, the phases of the reflection
coefficients, taken at the load plane, are 13 and −26 deg for the TE10 and
TE20, respectively.

Usually a surface is considered a good perfect magnetic conductor when
the phase of the reflected wave is between −90 and 90 deg [81]. Therefore
the PMC load of Fig. 3.17 works very well for the TE10 and TE20 modes at
the same time. A dedicated study can lead to enhanced performance and,
possibly, to PMC working with more than two propagating modes. However
it is worth pointing out that, in overmoded corrugations, the coupled power
is not equally distributed between propagating modes. A single mode is
always excited to a larger extent, usually > 80%, so the artificial magnetic
conductor has to be designed paying particular attention to such mode.
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3.4 Mode Filters for Rectangular Waveguide

3.4.1 State of the art

Oversized waveguides and relevant components are of capital importance
when very high-power microwave transmissions have to be realized [82, 83].
Several important applications can be considered in this sense such as heat-
ing and current drive of plasmas in tokamaks [84], acceleration in high en-
ergy linear colliders [85], space propulsion and power beaming [86], directed
energy weapons [87] and wireless high-power transmission systems [88].

In plants devoted to this aim, a crucial role is played by mode filters
[89], but very few studies are available in literature on this topic. Mode
filters based on corrugations are passive microwave components meant to
absorb the unwanted propagating modes which are unavoidably excited in
oversized transmission lines at discontinuities such as flanges or bends. They
are mainly conceived for long-distance high-power transmissions, e.g. for mi-
crowave systems in nuclear fusion [90], where oversized rectangular waveg-
uides are preferred to the standard ones due to their higher power-handling
capability and lower ohmic losses of the fundamental mode [91]. Since any
structure in the waveguide interior (e.g. resistive sheets) increases the risk
of RF breakdown, mode filters based on corrugations, partially filled with
an absorbing material, are preferred for high-power applications.

The first papers addressing the problem trace back to the 1960s [92, 89]
and divided the unwanted modes in rectangular waveguides into two classes.
The class A comprises the TEmn and TMmn modes with n 6= 0; the class
B includes the TEm0 modes with m 6= 1, which can be further divided
depending on whether m is even or odd. The first type of modes can be
attenuated with the structure of Fig. 3.18a, whereas the filter of Fig. 3.18b
absorbs the second class with m even as well as the TE0n. The study of these
components has been abandoned for half a century after optical fibres were
preferred to waveguides for long-distance communications. Recently it has

(a) (b) 

Figure 3.18: Filters with transversal corrugations on the sidewalls (a) and
with longitudinal corrugations on the top and bottom walls (b). Light and
dark grey parts represent vacuum and absorber, respectively.
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received renewed interest, e.g. in nuclear fusion, in connection with systems
called to transmit high power rather than a large amount of information.

As pointed out by Neilson [93], discontinuities in overmoded waveguides
cannot be accurately modelled with lumped elements and equivalent circuits
[94] owing to the excitation of propagating modes other than the fundamen-
tal one; hence full-wave techniques must be adopted. Qin and Yang [95]
proposed mode filters with deformed cross-sectional shape, but the calcu-
lation of the performance is not elucidated. Meschino et al. adopted a fi-
nite element method (FEM) [96]; as a drawback volumetric approaches like
the latter or like the finite-difference time-domain (FDTD) have large CPU
and memory requirements. Moreover they prevent designers from having a
clear insight on the underlying physical mechanisms of these components.
Recently [97], a simple, approximate formula was used to relate the per-
formance of a single corrugation with its geometrical and electromagnetic
parameters.

Here the accurate approach of section 3.3.3, proposed to derive the scat-
tering matrix of mode filters, is assessed. It is a full-wave semi-analytical
method relying on the mode matching [98] and the resonator technique [78].
The classical mode-matching method has been successfully used for a large
variety of in-line waveguide discontinuities and cavities to design filters, con-
verters, transformers, etc. ([99, 100, 101, 102]) and recently combined with
other advanced methods [103, 104]. The resonator technique provides a pow-
erful tool to analyse right-angle waveguide corners as in T-junctions [105],
directional couplers [106], diplexers [107], ortho-mode transducers [108], etc.

Mode filters present some differences from the latter devices. The main
waveguide always allows multimodal propagation and it is provided with
two symmetrical junctions; slots must have very limited impact on the fun-
damental mode of the waveguide. Corrugations can be considered as finite
guiding structures, whose behaviour is expressed through their scattering
matrix placing the reference plane at the waveguide wall. This matrix term,
which is a fundamental parameter for the analysis and design of mode filters,
can be highlighted in the modal approach. Together with some approximate
formulas derived under the perturbation method, it provides some insight
on the physical behaviour of a corrugation.

The advantage of the proposed method does not rely on physical ap-
proximations, but on the effective employment of modal expansions; like
any full-wave technique, its application is only constrained by the availabil-
ity of computational resources. Other full-wave methods, like FDTD or
FEM, are still useful to refine a design due to a larger flexibility in drawing
geometries, e.g. to model rounded edges, whereas the modal approach has to
be preferred during the preliminary optimization phase. This is especially
true in the case of multi-dimensional parametric spaces like in mode filters,
where a fast evaluation of device performance allows the employment of soft
computing techniques.
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3.4.2 Convergence and validation

Based on the theoretical model described in section 3.3.3, a computer pro-
gram has been written in Matlab [34] to calculate the scattering matrix
of mode filters. A critical parameter in the semi-analytical formulation is
the number of modes N1, N3, NX to be included in the computation. The
approach we adopted is to set a maximum frequency fmax

c and to derive
the highest indices of the TEm0 and TE0n modes having cutoff frequency
lower than fmax

c . All modes with indices lower than the maximum ones are
considered in the calculation as shown in Fig. 3.19.

This choice guarantees that the relative truncations of the series are
proportional to the aspect ratios between the different regions [75, 109]. An
exception is represented by the resonant region for the case of longitudi-
nal corrugations, where the spatial resolution along x has been doubled.
Despite this increase does not follow the canonical rules provided by the rel-
ative convergence, it was empirically found to improve the convergence rate.
Independently from the series truncation order, the mode-matching formu-
lation always satisfies the power conservation law provided that modes are
properly normalized [110]. This property holds true in the present case,
where the resonator technique is also used; the convergence is thus studied
in terms of S-parameter variation versus fmax

c .

As a rule of thumb for usual, realistic configurations, a factor 4 between
fmax
c and the operational frequency of the filter is generally enough to achieve

a convergence threshold of 0.01 on the magnitude of the scattering param-
eters. This behaviour is clarified by considering mode filters based on five
standard waveguides with increasing size from the WR284 to the WR650.
The geometrical parameters of their corrugations are defined in Fig. 3.20;
all configurations employ silicon carbide (εr = 13.5, tan δ = 0.44) as lossy
dielectric. For each case, fmax

c is increased from the working frequency of
5 GHz with steps of 1 GHz, and the maximum variation between the S-
parameter amplitudes of two consecutive steps is calculated. The outcomes

 
m!
a

n!
b

only TE 

TE and TM 

2!fc
max / c

2!fc
max / c

Figure 3.19: Spectrum of modes: a and b represent the dimensions of a spe-
cific region. The modes in the shaded area are included in the computation.
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(a) (b) 

Figure 3.20: Geometrical parameters of mode filters attenuating modes of
class A (a) and class B (b).
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Figure 3.21: Maximum variation of |S| between two consecutive passes ver-
sus fmax

c for mode filters working at 5 GHz and based on different standard
waveguides with either eight corrugations on the sidewalls (a) or single cor-
rugations on the top and bottom walls (b). The former have ac = 0.9bw,
bc = 6 mm, dc = 4 mm, hcv = 10 mm, hca = 4 mm; the latter have ac = 75
mm, bc = 0.16aw, hcv = 10 mm, hca = 4 mm.

are plotted in Fig. 3.21. With reference to the case based on the WR430,
the convergence curves with standard and double resolution are compared
in Fig. 3.22: the one employs fmax

c for the sets of modes V(3) and V(4),
while the other employs 2fmax

c along x for such sets and achieves a faster
convergence.

The behaviour of ∆|S| in the previous convergence plots may confuse
people used to similar figures in mode-matching application to monomodal
waveguides. If Fig. 3.22 is considered for example, the peak at fmax

c = 35
GHz may be ascribed to the increasing condition numbers of some matri-
ces, which are inverted in the numerical code like the expression in rounded
brackets of (3.46) or the matrix Ls in (3.47). Further investigations in this
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Figure 3.22: Maximum variation of |S| between two consecutive passes ver-
sus fmax

c for the filter of Fig. 3.21b. Computations with standard (single)
and increased (double) spatial resolution along x in the resonant region.

sense do not confirm such hypothesis. On one hand, Ls is a diagonal ma-
trix with terms sinh(x), which is not inverted because the code directly
implements a diagonal matrix with terms 1/ sinh(x). As for the term with
submatrices T, the computations do not provide evidence of either increas-
ing condition numbers or an ill-conditioned matrices. For the example in
Fig. 3.22 , the condition numbers of the matrix to be inverted in (3.46), are
below 100 and the one at 35 GHz is around 62. On the other hand, the
matrix inversion in the last two formulas of (3.43) presents some issues. As
fmax
c increases, the condition numbers of such matrices increases too, exceed-

ing 1020 for fmax
c > 30 GHz and providing a warning message in Matlab.

Nevertheless this phenomenon is not responsible for the “strange” behaviour
of ∆|S|, which also occurs at lower values of fmax

c as in the range [15 ÷ 20]
GHz, where all matrices to be inverted are relatively well-conditioned. The
variation of scattering parameters is rightly expected to decrease when more
and more modes are considered in the computation, but this is true for the
single scattering parameter with respect to the higher order modes that
give nonzero coupling with it. In Fig. 3.22 the maximum variation in the
elements of a scattering matrix, which relates 20 propagating modes, is pre-
sented. Some scattering parameters exhibit faster convergence, while the
ones related to the modes like the TE31 and TM31 have to wait that some
high-order evanescent modes with nonzero projection integrals are included.
Moreover the x-axis of Fig. 3.22 is fmax

c rather than the number of modes
and, for instance, at fmax

c = 33 and 34 GHz the number of considered modes
is equal (∆|S| = 0), while it increases at fmax

c = 35 GHz. A plot versus fmax
c
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Figure 3.23: Comparison between reflection and transmission self-terms of
the scattering matrix calculated by the frequency solver of CST MWS (CST)
and the proposed formulation (MM) at 5 GHz for the components of Fig.
3.21a (a) and 3.21a (b), based on the WR430. On the abscissa, the TE (H)
and TM (E) modes above cutoff are listed.
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Figure 3.24: Comparison versus frequency between the transmission self-
terms of the TE21 calculated by the commercial and proposed tools for the
components of Fig. 3.21a (CST-1, MM-1) and 3.21b (CST-2, MM-2).

has this drawback, but it has to be preferred to a plot versus the number
of modes because the latter depends on the size of the device and is not
suitable to derive general rules of thumb for any oversized waveguide.

To validate the mode-matching formulation, two benchmarks were per-
formed using mode filters based on the WR430. This standard waveguide is
an intermediate test case among the previous ones; moreover it was proposed
for the 5 GHz system of the international tokamak experimental reactor
(ITER) [111]. Mode-matching results are compared to those obtained with
the frequency solver of CST MWS. Owing to the high number of propagat-
ing modes in WR430 at 5 GHz, i.e. 10, only the reflection and transmission
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Figure 3.25: Magnitude of a surface current component (Jx) in arbitrary
unit on the top wall of the filter of Fig. 3.21b when the TE10 is injected.

coefficients between the same modes are reported for demonstration in Figs.
3.23a and 3.23b, which respectively refer to the geometries aimed at ab-
sorbing modes of class A (Fig. 3.20a) and B (Fig. 3.20b). The lengths of
the input and output smooth-wall waveguides are 60 mm and fmax

c is 20
GHz. Very good agreement is achieved with a deviation between the results
of the two solvers smaller than the convergence threshold. A deviation of
0.004 is obtained for the structure of Fig. 3.21b based on the WR430, while,
without using enhanced spatial resolution, the maximum difference with the
S-parameters computed by the commercial software would be 0.023. Fur-
ther confidence on the proposed method is provided by Fig. 3.24, where a
benchmark between the two methods versus frequency is shown. The trans-
mission coefficient of the TE21 mode is compared in magnitude and phase
since it allows a meaningful visualization of both test cases in the same plot.

Higher fmax
c can be used when computing field distributions to improve

image resolution. An example of field overlay, computed with fmax
c = 40

GHz, is given in Fig. 3.25 for the filter with longitudinal corrugations, when
the fundamental mode is injected. The plot refers to the x-component of the
surface currents on the top wall, which are the main responsible for exciting
corrugation modes above cutoff in such device. As can be appreciated, they
almost vanish in correspondence of the waveguide slot, thus explaining the
minimal absorption of the TE10 mode (< 1%) across the device.

The advantage of the mode-matching formulation over a volumetric
solver can be clearly appreciated from the figures of execution time reported
in Table 3.2. They represent the wall-clock times taken by the two solvers to
compute the scattering matrix of the geometries of Fig. 3.21 for 21 frequency
samples in the range 4.9÷5.1 GHz. Calculations were run on a desktop com-
puter with a 64-bit INTEL R© CoreTM i7-950 (3.07 GHz) and 12 GB of RAM.
Standards settings were used for the commercial software, which performed
a parallel computation up to 4 threads, whereas the Matlab code was run
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class A class B

solver (# threads): CST (4) MM (1) CST (4) MM (1)

WG (# modes)

WR284 (5) 275 5 234 13

WR340 (7) 358 10 300 20

WR430 (10) 735 35 686 46

WR510 (14) 2059 76 1329 74

WR650 (23) 6714 318 3372 207

Table 3.2: Solver times [s].

N3 NX

N1 class A class B class A class B

WR284 115 16 52 115 430

WR340 162 19 52 162 514

WR430 263 22 73 232 640

WR510 351 25 73 314 745

WR650 587 31 94 493 955

Table 3.3: Number of modes.

on a single core. A parallel implementation of the mode-matching formula-
tion can be easily conceived, leading to further improvement of the execution
time perceived by the user. From the WR340 on, the wall-clock time of the
two approaches exhibits a similar scaling with the electrical length. In Table
3.3 the number of modes considered in the different regions are reported for
each waveguide.

3.4.3 Physical mechanisms and design guidelines

The modal approach, in the full-wave form given in section 3.3.3, does not
provide much insight into the physical mechanisms ruling the behaviour of
mode filters, thus making difficult the derivation of design guidelines. To
this aim, approximate formulas are derived here, under the perturbation
method, by considering a waveguide with a single corrugation and divid-
ing the problem in two separate sub-tasks: the excitation of the modes in
the corrugation and their absorption. The former is a coupling problem of
waveguide junctions and depends on slot location, dimensions and exciting
modes; the latter reduces to a problem of wave reflection and transmission
in a multi-layered geometry.
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Excitation

A current source J, located in the volume V of an infinitely long waveguide
with cross-section S on xz, excites a set of TE and TM modes. By applying
the Lorentz reciprocity formula and according to the adopted normalization,
the amplitude of a given forward wave is [33]:

C+
j =

1

2

∫
V

E−j · Jdxdydz (3.48)

being E−j (x, y, z) the E-field of a backward propagating mode. The (3.48)
can be applied to a corrugation on the top wall of a waveguide, assuming
a small coupling regime: J symbolizes the surface electric current, given by
the magnetic field distribution on the wall of the un-slotted waveguide. The
Schelkunoff’s field equivalence principle is then applied filling the half-space
below the slot with a PMC as shown in Fig. 3.26. The amplitude of the
modes excited at the input of the corrugation becomes

Cj =

∫
slot

e
(corr)
tj

·H(wg) × n̂dS (3.49)

where, in the present case, Cj = C−mn, n̂ = ŷ, e
(corr)
tj

= eIII
tmn and H(wg) = HI.

The (3.49) indicates that the surface currents on slotted walls excite the
corrugation modes that match the current pattern to the larger extent. The
magnitude of the coupling coefficient from the pq-th waveguide mode to the
mn-th corrugation mode and is thus

κTOP
pq,mn =

1− (−1)me−γ
I
pqac

sinh(γI
pqac)

V(01)
mn,pq (3.50)

which can be expressed analytically using the (3.40). Compared to the
(3.40), the (3.49) only differs in the longitudinal dependence of HI with re-
spect to HV(1): the former is the unperturbed magnetic field in the un-slotted

TE20 

(a) (b) 

ŷ

Figure 3.26: (a) E-field of the TE20 mode at the input port of the filter of
Fig. 3.20b with a single corrugation on the top wall; (b) equivalent surface
currents Js = −2n̂×HI

20 on the slotted wall.
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Figure 3.27: Coupling at 5 GHz for a WR430-based filter with ac = 45 mm.

waveguide where no reflected wave is present. This difference results in the
correction factor that multiplies V(01)

mn,pq in the (3.50). For a corrugation on
the bottom wall, the amplitude of the coupling coefficients is equal to (3.50).

The fundamental mode in the waveguide is the operational mode and it
is expected to pass through the filter with minimal insertion losses. Since the
function L in the (3.40) vanishes when p+ n is odd, the lowest-order mode

excited by the TE
(wg)
10 in the longitudinal corrugations is the TE

(corr)
01 . For

bc < λ0/2, the latter is under its cutoff frequency and the TE
(wg)
10 only couples

to evanescent modes, which exponentially decay in the vacuum section of
the corrugation.

A fraction of power from the evanescent modes can reach the lossy di-
electric. This fraction is

1− e−γ
III
0nhcv (3.51)

and can be minimized increasing hcv or γIII
0n. The former term is constrained

by the acceptable size of the device: in the RF systems for nuclear fusion,
several waveguides are often closely arranged along the transmission path.
The latter term is increased by reducing bc, which also affects the coupling

coefficients of spurious modes. We are interested in the TE
(wg)
p0 with p even

and in the TE
(corr)
m0 , being the only modes above cutoff when bc < λ0/2. If

the height of the slot is small (pbc � aw), then L(aw, bc, p, 0) ≈ 1 and

κTOP
p0,m0 ∝

√
bc (3.52)

This behaviour is plotted in Fig. 3.27 together with a fitting curve and the
prediction of a full-wave commercial software; such comparison confirms that
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Figure 3.28: (a) Power density, normalized to input power, coupled to the

TE
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m0 at 5 GHz for a filter based on the WR430 with bc = 5 mm. (b)

Unperturbed surface currents of the TE
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Figure 3.29: Comparison of the power coupling at 5 GHz due to the TE
(wg)
20

between a long corrugation and three monomodal corrugations for a filter
based on the WR430 with bc = 5 mm.

equation (3.50) provides a good approximation in the case of small coupling,
detaching from the full-wave result as bc increases.

The dependence on ac is instead given in Fig. 3.28 in terms of power

coupling coefficients normalized to the slot area for the TE
(wg)
20 ; other TE

(wg)
p0

modes with p even produce similar curves. The coupling maxima occur in
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Figure 3.30: Coupling at 5 GHz for a sidewall corrugation with bc = 3.1 mm
in a filter based on the WR430.

correspondence of the largest similarity between the patterns of the surface
currents and the E-field eigenfunctions of the corrugation. For example Fig.
3.28b shows the sketch of an aperture with ac = 60 mm, where the current

lines draw a configuration resembling the TE
(corr)
20 . The distance between

coupling peaks is indeed close to 36 mm, which is half a wavelength of the

TE
(wg)
20 in the example, entailing that an additional half a period of the

current pattern enters the wall aperture.
In general, each mode in the corrugation exhibits a range of slot widths

where it mainly contributes to the total absorption; far from this region the
coupling becomes negligible. In a long corrugation, the dominant mode,
i.e. the one with the highest amplitude, extracts from the main waveguide
a lower power than several monomodal corrugations with the same total
length; an example of this behaviour is reported in Fig. 3.29. The choice
between overmoded and monomodal solutions depends on the absorption
properties of the corrugation with respect to excited modes; the matter is
addressed later on. Anyhow a single TE mode is always excited to a larger
extent; this fact simplifies the design of realistic PMC loads.

Similar considerations hold true for corrugations on the sidewalls since,
with reference to the dimensions of Fig. 3.20a, the following relation applies:

κSIDE
pq,mn(aw, bw, ac, bc) = κTOP

qp,nm(bw, aw, bc, ac) (3.53)

The choice of bc is a trade-off between minimizing the insertion losses and
maximizing the coupling from unwanted modes; usual values are in the range
0.1λ0 ÷ 0.5λ0. As regards ac, corrugations are often monomodal, e.g. in the
Lower Hybrid systems for nuclear fusion, the height of the waveguide is
generally shorter than λ0 and the usual values of ac are around 0.9bw. An
example of sidewall coupling is given in Fig. 3.30: being the corrugation
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Figure 3.31: Unperturbed electric surface currents on the top and right walls
when either the TE10 (a) or the TE01 (b) mode is injected.
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Figure 3.32: TE
(wg)
30 surface currents on the top (a) and right (b) walls.

monomodal, the coupling to the TE
(corr)
10 is depicted considering different

waveguide modes.

The reasons of slot positioning in the waveguide can be grasped intu-
itively by looking at Fig. 3.31. The condition bc < λ0/2 implies that only
surface currents perpendicular to the slots excite corrugation modes above
cutoff; hence apertures on waveguide walls must be parallel to the surface

currents of the TE
(wg)
10 mode (Fig. 3.31a), while crossing the current lines of

spurious modes. For example the TE
(wg)
01 excites the slots on both the top

and right walls of Fig. 3.31b. This mechanism leads to the main drawback of
corrugation-based mode filters: they cannot damp class B modes with odd
p, whose surface currents are always parallel to considered slots, as shown

for example in Fig. 3.32 for the TE
(wg)
30 mode.
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Absorption

Each corrugation can be considered like a waveguide resonator, fed by the
main waveguide, according to the scheme of Fig. 3.15. On one side, the
waves are totally reflected by a perfect conductor, while, on the other side,
they find a discontinuity with reflection coefficient R corresponding to the
slotted wall of the waveguide. To a first approximation, R can be considered
diagonal; such assumption is very close to the real situation in practical
cases. At each round trip the j-th mode is attenuated by the factor |Γjj |2,
so we can introduce the following figure-of-merit for the corrugation:

FoM =

∣∣∣∣ |Γjj | −RjjΓjj1−RjjΓjj

∣∣∣∣2 (3.54)

which is the fraction of power that flows back to the main waveguide. The
(3.54) is a kind of fitness function, whose minimization corresponds to max-
imize the absorption of power. Rjj is usually fixed because it depends on
the slot size and location, therefore the (3.54) is optimized acting on Γjj ,
i.e. on hcv and hca.

A plot of FoM is depicted in Fig. 3.33 for the same structures of Fig.
3.29 and considering optimal values of hcv. The dominant mode in the
long corrugation exhibits a higher fitness function in comparison with the
fundamental mode in the monomodal corrugation. The other propagating
modes achieve higher absorption, but they also have lower amplitude as was
seen in Fig. 3.28. The net effect has to be assessed case by case since there
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Figure 3.33: FoM at 5 GHz in three corrugations with ac = 35 mm and in
a corrugation with ac = 105 mm; the filters are based on the WR430 and
have bc = 5 mm, optimal hcv and silicon carbide (SiC) as absorber.
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(a) (b) 

0 

max 

Figure 3.34: E-field amplitude at 5 GHz at the output of WR430-based
filters with two corrugations on the top and bottom walls; ac = 105 mm,
bc = 20 mm, hcv = 15 mm, hca =3.5 mm (a) and 8.5 mm (b) of SiC.

is no clear indication supporting the use of monomodal corrugations rather
than overmoded ones to damp spurious modes of class B.

The connection of Figs. 3.28 and 3.33 with the final behaviour of a com-
ponent can be better understood by considering a filter with two longitudinal
corrugations on the top and bottom walls with the same parameters as in
Fig. 3.33 and hcv = 15 mm. A mixture of the TE10 (70%) and the TE20

(30%) is considered at the filter input: the former mode does not excite any
propagating mode in the corrugation, whereas the latter one predominantly

couples to the TE
(corr)
30 according to Fig. 3.28. From Fig. 3.33 (red curve),

we expect that the best and worst performances of the filter occur close
to hca = 4 and 8 mm, respectively, and that their difference is noticeable.
Full-wave calculations show that the maximum and minimum absorption of

the TE
(wg)
20 is at hca = 3.5 and 8.5 mm, corresponding to a purity of the

fundamental mode at the filter output of 75.2% and 72%, respectively. This
difference can be graphically appreciated by increasing the coupling accord-
ing to (3.52). Fig. 3.34 shows the E-field maps at the output of the previous
filters with bc increased from 5 to 20 mm. The devices with hca = 3.5 and
8.5 mm now achieve a mode purity of 85.5% and 75.3% at the output; the E-
field distribution in the former case has a maximum closer to the waveguide

centre, thus resembling the pattern of the TE
(wg)
10 to a larger extent.

Some attention must be paid to the value of hcv, which was supposed in
Fig. 3.33 to satisfy the resonance condition of the corrugation. The phase
variation due to a round trip in the corrugation has to be an integer multiple
of 2π to set up a standing wave with enhanced amplitude and improve the
absorption. By referring to Fig. 3.15 and denoting the arguments of Rjj
and Γjj(hcv = 0) with Φw and Φa, respectively, the condition of constructive
interference gives

−2γIII
j hcv + Φw + Φa = 2kπ with k = 0, 1, 2, . . .

The noncompliance with the previous rule determines a small deterioration
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Figure 3.35: FoM versus hcv in the cases of Fig. 3.33 with hca = 4 mm.
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Figure 3.36: Power [%] coupled by the TE
(wg)
20 for the same structures of

Fig. 3.33, present at the slot (a) and after hcv = 15 mm (b).

of the FoM, which turns out to be a periodic function of hcv with period equal
to half a wavelength of the corrugation mode in the vacuum section. This
behaviour can be appreciated in Fig. 3.35: different modes have different
optimal values of hcv, so overmoded corrugations can be just optimized for
a single propagating mode.

The modal content excited at the corrugation input and the one that
reaches the absorber after 15 mm of vacuum are shown in Fig. 3.36: the
former reveals a richer spectrum. It follows that the same filters with hcv = 0
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damp the TE
(wg)
20 to a greater extent; as a drawback, the evanescent modes

excited by the TE
(wg)
10 would be absorbed too. This phenomenon provides the

last design guideline, which concerns the choice of hcv, i.e. of the harmonic k
in the resonator-like corrugation. In its vacuum sections, the decay lengths
of the evanescent modes that are mostly excited by the fundamental and
the unwanted modes of the waveguide are respectively equal to bc/(nπ) and
ac/(mπ). Since ac > bc, a value of hcv can be generally found so that the

power level of the modes excited by the TE
(wg)
10 is negligible, while other

evanescent modes still carry some power. This value is much lower for

the corrugations on the sidewalls because the coupling from the TE
(wg)
10 to

modes under cutoff is some order of magnitude lower than the coupling from
unwanted modes.

The use of absorbing materials different from silicon carbide does not
change previous considerations. Parametric analyses of the FoM show that
higher dielectric constants move the minimum of the fitness function towards
smaller absorber depth and make the peak steeper. With reference to the
variation of the loss tangent, lower and higher values than 0.44 respectively
increase and reduce the ripple amplitude of Fig. 3.33.

3.4.4 Numerical examples of optimization

Approximate models provide some insight on the behaviour of mode filters,
but they can lead to significant errors, e.g. in long devices, where an accurate
prediction of insertion losses is required; a full-wave method is mandatory
in such cases. In the following, some examples of design using the Particle
Swarm Optimization (PSO) algorithm [112] are presented. The goal to be
maximized is the absorption of a given mode, while keeping the insertion
loss below 4.4× 10−3 dB (i.e. about 99.9% of transmitted power in the fun-
damental mode); soft boundaries have been adopted to delimit the feasible
domain. Calculations have been performed as batch jobs in the Computa-
tional Research Centre for Complex Systems (CRESCO), a multi-platform
high performance computing cluster [113].

The first example of optimization is the design of a filter of class A to
damp the TM11 by means of lateral corrugations terminated with PECs.
The optimization was run with respect to the five geometrical dimensions
given in Fig. 3.20a, constraining slot widths and spacings to be greater than 3
mm to ease manufacturability. The number of corrugations is automatically
derived, after setting their width and spacing and choosing an approximate
total length L, by rounding the ratio (L + bc)/(bc + dc). With L = 1 cm,
the optimization algorithm returns a structure with 2 corrugations, the per-
formance of which is given in Fig. 3.37a. The absorption of the TM11 is
correctly peaked at 5 GHz and, at the same frequency, the TE11 is opti-
mally filtered too. The latter unwanted mode undergoes higher attenuation
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Figure 3.37: Absorption (a) and insertion loss (b) of a filter optimized to
absorb the TM11 mode at 5 GHz in WR430 with L = 10 mm, ac = 48.5 mm,
bc = 3.1 mm, dc = 8.1 mm, hcv = 12.8 mm, hca = 2.1 mm; corrugations end
with a PEC. The absorption of the TE11 mode is also shown.

than the TM11 because the pattern of its surface currents on the sidewalls
of the waveguide excites the corrugations to a larger extent. With reference
to the fundamental mode, Fig. 3.37b shows that the insertion loss is lower
than 2.5× 10−5 dB within the whole plotted bandwidth.

The values the optimizer returned are consistent with the suggestions of
the approximate model. In particular, ac = 54 mm, which is close to the
waveguide height, is a compromise between the coupling maximization of
Fig. 3.30 and the amplitude minimization of evanescent corrugation modes

and their decay lengths. With reference to hcv, the wavelength of the TE
(corr)
10

mode in vacuum is λ
(corr)
10 = 76.3 mm, the (3.42) gives Φa = 151 deg, while

Φw is −25 deg in this particular case. For k = 0, we obtain

hcv =
1

2

λ
(corr)
10

2π
(Φa + Φw) = 13.4 mm

which is very close to 12.8 mm given by the PSO.

Mode absorption can be enhanced increasing the number of corrugations:
Fig. 3.38a shows the optimization outcome for a mode filter with a length of
approximately half a meter. Compared to the previous device, the absorp-
tion presents a smaller variation within the considered bandwidth because,
in the present optimization, the cost function is predominantly affected by
the constraint on the insertion loss of the fundamental mode as suggested
by Fig. 3.38b. This fact causes the corrugations to have both ac and bc
shorter than λ0/2, i.e. to host no propagating modes at 5 GHz. The power
that is not delivered to the output port in the form of the TE10 mode is
reflected back or undergoes co- and contra-directional conversion into the
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Figure 3.38: Absorption (a) and insertion loss (b) of a filter optimized to
absorb the TM11 mode at 5 GHz in WR430 with L = 0.5 m, ac = 27.5 mm,
bc = 13.6 mm, dc = 3.0 mm, hcv = 12.0 mm, hca = 4.8 mm; corrugations
end with a PEC. The absorption of the TE11 mode is also shown.
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Figure 3.39: Self-reflection and main conversion coefficients of the funda-
mental mode versus frequency for the mode filter of Fig. 3.38.

TE30 mode. This behaviour is described in Fig. 3.39: consistently with the
insertion loss of the device, plotted curves take low values. Spurious modes
different from the TE30 mode do not couple with the fundamental mode and
their excitation levels are negligible.

Mode filters are meant to hinder resonances by trapped spurious modes
that increase the electric field, within specific sections of the transmission
line, and may cause electrical breakdown or, in the case of long-pulse or CW
systems, overheating and mechanical deformation of the components. The
requirements, a mode filter has to meet, depend on several factors such as
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Figure 3.40: Absorption [%] of two filters optimized to absorb the TE01

mode at 5 GHz in WR430 with L = 0.5 m; the absorption of the TE20 mode
is also shown. (a) PEC-ended corrugations with ac = 41.7 mm, bc = 8.2 mm,
dc = 11.8 mm, hcv = 19.2 mm, hca = 7.8 mm; (b) PMC-ended corrugations
with ac = 40.6 mm, bc = 15.7 mm, dc = 12.6 mm, hcv = 19.7 mm,
hca = 7.4 mm.
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Figure 3.41: Insertion loss of the fundamental mode versus frequency for
the mode filters of Fig. 3.40a (PEC) and 3.40b (PMC).

system topology, component performance, conditioning procedure, waveg-
uide pressurization, etc. However, even absorptions that are apparently low,
as for the TM11 in Fig. 3.38, can reduce the electric field of a trapped mode
resonance below the safety limit.

As far as modes of class B are concerned, the optimization has been
performed again in a five-dimensional space given by the dimensions of Fig.
3.20b; the number of corrugations is now determined by rounding the ratio
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Figure 3.42: Performance of a filter optimized to absorb the TE20 mode at 5
GHz in WR430 with L = 0.5 m, ac = 67.0 mm, bc = 10.7 mm, dc = 23.1 mm,
hcv = 20.0 mm, hca = 3.6 mm; corrugations end with a PEC. The absorption
of the TE01 mode is also shown.

(L+ac)/(ac+dc). Fig. 3.40a presents the performance of a device attaining
an almost unitary absorption of the TE01 mode using corrugations termi-
nated with a PEC. If PMC are used, the PSO returns a structure with larger
slots and the same behaviour at 5 GHz, but the absorption curve has a larger
bandwidth, as can be appreciated by Fig. 3.40b. It is worth pointing out
that ideal PMC loads have been considered in the model, whereas realis-
tic terminations emulating high impedance surfaces are resonant structures
with their own frequency response that further constrains device bandwidth.
The latter is not a major concern in current applications, which are usually
narrowband, e.g. in systems powered by klystrons. A drawback of the PMC-
based solution is represented by higher insertion losses, which are compared
to the case with PEC-ended corrugations in Fig. 3.41. They are caused by
an increase of conversion losses into the TE30 mode, whose excitation level
at the 5 GHz changes from −62 to −37 dB at the input and from −42 to −34
dB at the output; self-reflection coefficients are instead similar and below
−45 dB.

Finally a mode filter conceived for the TE20 mode is presented in Fig.
3.42. It is interesting to notice that overmoded corrugations are more suit-
able to damp this mode (ac = 67 mm), whereas monomodal corrugations
were preferred in the previous case (ac = 41.7 mm). In WR430 the TE01 and
TE20 modes have the same propagation constant, so the different outcome
of the optimizer is due to the slightly different pattern of surface currents
on the top and bottom walls close to the longitudinal axis.



Chapter 4

Examples of Application
Fields in Fusion Reactors

Some areas of fusion engineering, where overmoded components find applica-
tion, are described paying particular attention to reactor-relevant tokamaks
such as DEMO. Sources at mm-waves are initially considered, presenting the
design of a cavity for a 250 GHz, 1 MW cyclotron auto-resonance maser.
Then lower hybrid frequencies are addressed, discussing the technological
maturity of a 5 GHz system to be used in DEMO.
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4.1 Design of a 250 GHz CARM Cavity

4.1.1 Sources at mm-waves for fusion reactors

The successful application of mm-waves in fusion devices such as tokamaks
and stellarators has experimentally highlighted, during the last decades,
the numerous advantages of this frequency range over the others in several
areas for heating, current generation and diagnostics purposes [114, 115]. In
particular electron cyclotron resonance heating (ECRH) and current drive
(ECCD) play a pivotal role in present machines, e.g. for profile control, MHD
stabilization, assisted start-up or wall conditioning, by the injection of high-
power waves through modest-sized launching structures located far from the
plasma. The straightforward coupling together with the high CD and wall-
plug efficiencies makes mm-waves greatly effective in current experimental
activities as well as particularly suitable and attractive for future magnetic
confinement machines.

Next-generation fusion devices are expected to sustain and control burn-
ing plasmas, where reactor-grade temperatures, in conjunction with the high
toroidal field, require the use of electron cyclotron systems with higher fre-
quency than in present-day and under construction tokamaks. In ITER
the ECRH/ECCD system was designed at a frequency of 170 GHz, which
represents a downward compromise dictated by the state of the art in gy-
rotron and window developments [116]. In DEMO [117] there are two models
which are currently under assessment: a steady-state design and a pulsed
version with main parameters given in Table 4.1. Depending on the den-
sity profile configurations (peaked or flat), the central electron temperatures
range from 53 keV to 64 keV. The most suitable scheme for both heating
and current drive is the low-field side injection of the ordinary mode with
absorption primarily at the fundamental resonance. Parasitic absorption at
the second harmonic can be reduced by increasing the operational frequency
and launching waves from the top. The relativistic wave-particle resonance
condition is

γ − nΩ

ω
− n||u|| = 0 (4.1)

where n is the harmonic number, Ω = eB/me is the electron cyclotron
frequency, γ =

√
1 + u2 is the relativistic Lorentz factor, u is the normalized

steady-state pulsed

Toroidal field B0 [T] 5.84 7.45

Major radius R0 [m] 8.5 9.6

Minor radius a [m] 2.83 2.4

Table 4.1: Main parameters of DEMO models
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Figure 4.1: Contour plots of major radii [m] at which the first-harmonic
absorption becomes possible in the steady-state (a) and pulsed (b) DEMO.

momentum and n|| is the parallel refractive index. This condition can be
satisfied only for parallel momenta that lie between two roots with collapsing
point at the radial position

R =
Ω0R0

ω
√

1− n2
||

(4.2)

where a dependence Ω = Ω0R0/R has been assumed. Such point is the
largest radial position at which first harmonic absorption becomes possible.
Contour plots versus frequency and n|| are provided in Fig. 4.1, showing
that the higher the wave frequency, the further the wave travels undamped.
Obviously a proper choice of EC system parameters requires careful calcu-
lations using beam-tracing codes with fully relativistic absorption models.
Hence, previous figures are only intended to give a rough picture of fre-
quency ranges involved in reactor-grade plasmas. Since the optimum CD
efficiency is usually found at higher n||, the steady-state and pulsed DEMO
models are expected to require frequencies around 230 and 280 GHz, respec-
tively, allowing EC waves with higher n|| to reach the geometrical axis of
the tokamak.

The microwave tubes of current ECRH systems are the gyrotrons, which
require substantial R&D to meet EC system requirements in reactor condi-
tions. Moreover, despite the progress on windows and the considerable tech-
nological advancement, such type of generator is intrinsically constrained by
its operating principles in the attainment of a continuous wave (CW) high-
power (> 1 MW), high-frequency (> 200 GHz) source. When increasing
frequency and power, the cavity cross-section becomes larger and the order
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of the operating mode higher. On one side the increase of its radial index
entails serious demands on the electron beam. Since the gyrotron is driven
by a high-current low-energy beam, any reduction of the beam radius to
couple high-order modes decreases the space charge limited current and de-
teriorates the beam quality. On the other side, if the azimuthal index is
very high, the mode competition becomes critical. Furthermore the higher
frequency of operation requires higher static magnetic fields produced by
superconducting magnets whose cost can grow out of control. As far as the
European 170 GHz coaxial gyrotron for ITER is concerned, the original tar-
get of 2 MW is under discussion, in view of essential delays and damages,
while the development of 1 MW conventional tubes was started as a fall
back [118]. We envisage that CW, 2 MW, 230 GHz sources must be the
minimum target in DEMO.

The previous reasons raise well-grounded doubts about the suitability
of gyrotrons in fulfilling the future demands of EC systems in the most ef-
fective way. Therefore a longer-perspective activity aimed at the parallel
development of a different typology of device is suggested. The cyclotron
auto-resonance maser (CARM) stands out as the most promising candidate
from the theoretical viewpoint [67]. It employs a relativistic electron beam
and a different beam-wave interaction than in gyrotrons; the Doppler shift
formula allows the working mode to be far from its cutoff frequency and the
requirements on the static magnetic field to be significantly relaxed. Nev-
ertheless, from the practical viewpoint, early experiments in the 1990s did
not confirm expectations due to several problems. Nowadays some of previ-
ous issues have been overcome thanks to the technological advancements in
realizing high-quality electron beams, the improvement of both analytical
and numerical modelling capability and the availability of unprecedented
computational resources. These reasons motivate the development of a new
CARM experiment.

The study of a 250 GHz CARM with output power ≥ 0.5 MW was un-
dertaken at ENEA-Frascati within the enabling research of the EUROfusion
workprogramme 2014 [119, 120, 121, 122, 123, 124, 125]. The frequency of
the CARM project has been set in between the ones required for DEMO at
around 250 GHz. Such choice allows a possible employment of the electro-
magnetic source on FTU [126] to perform second-harmonic EC experiments
with toroidal magnetic field of 4÷ 5 T. In medium size tokamaks, a reliable
estimation of the suitable frequency for EC system can be indeed calculated
with the practical formula

f [GHz] = 28nB0 (4.3)

that, for n = 2 and B0 ≈ 4.46 T, returns 250 GHz.

This section reports the preliminary design of the Bragg resonator for the
250 GHz CARM experiment at ENEA. In this project, the cutoff frequency
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Figure 4.2: Reflectivity curves in a cylindrical, TE82-excited, Bragg reflector
with a0 = 10 mm, Λ = 622.6 µm, L = 350 mm and b0 = 30 µm if 1 (a), 2
(b) and 4 (c) modes are included in the computation.

of the working mode has to be in the range 80÷100 GHz to take full advan-
tage of the relativistic wave-particle resonance condition. Moreover modes
with radial index m = 2 must be preferred because of the radial position
of their maximum amplitude. The latter is a compromise between coun-
teracting needs: annular electron beams with higher radius can fulfil more
easily the required quality, whereas ohmic losses decrease using m = 3 or
4. Taking also into account the high-power requirements and electron beam
properties, the use of whispering-gallery TEn2 modes, like for example the
TE82, and a waveguide diameter in the range 15÷20 mm are suggested. In
the following of section 4.1 mode indices will be separated with a comma,
e.g. TE8,2, to avoid confusion in presence of double-digit indices.

4.1.2 Preliminary calculations

A critical issue is given by the number of modes to be included in the
calculation. Fig. 4.2 shows the impact of this value on the reflectivity curves
for a waveguide with a0 = 10 mm. Most of modifications occur far from
the resonant frequency, i.e. the one that satisfies the Bragg condition for
the working mode, but there are also some changes in proximity of such
frequency. Despite rather small, these variations represent a major concern
and must be assessed.

A study has been carried out for waveguide diameters of 15 mm and 20
mm, which respectively have 397 and 703 modes above cutoff. According to
the expressions of the coupling coefficients, each mode only interacts with
modes having the same azimuthal index n; the properties of propagating
modes with n = 8 have been summarized in Table 4.2. We have analysed
the convergence rate of the reflectivity of the working mode at 250 GHz
including step-by-step a higher number of modes (N) taken from Table 4.2.
Outcomes are given in Figs. 4.3 and 4.4 for the waveguides with diameters
of 15 mm and 20 mm, respectively. As far as computations including up
to 6 modes are concerned, an enlargement of the reflection coefficient ver-
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a0 = 10 mm a0 = 7.5 mm

fc λg α fc λg α

## Mode [GHz] [mm] [dB/m] [GHz] [mm] [dB/m]

25 TE8,1 46.0 1.22 0.68 61.4 1.24 0.94

41 TM8,1 58.3 1.23 0.31 77.8 1.26 0.42

54 TE8,2 67.4 1.25 0.17 89.8 1.28 0.26

69 TM8,2 76.5 1.26 0.32 102.0 1.31 0.44

83 TE8,3 84.8 1.27 0.12 113.1 1.34 0.21

101 TM8,3 93.3 1.29 0.32 124.4 1.38 0.46

122 TE8,4 101.3 1.31 0.11 135.1 1.43 0.22

139 TM8,4 109.5 1.33 0.33 146.0 1.48 0.49

161 TE8,5 117.3 1.36 0.12 156.4 1.54 0.26

181 TM8,5 125.3 1.39 0.35 167.1 1.61 0.54

204 TE8,6 133.1 1.42 0.13 177.4 1.70 0.34

227 TM8,6 141.0 1.45 0.36 188.0 1.82 0.61

254 TE8,7 148.7 1.49 0.16 198.2 1.97 0.46

278 TM8,7 156.5 1.54 0.39 208.6 2.18 0.73

306 TE8,8 164.1 1.59 0.19 218.8 2.48 0.68

335 TM8,8 171.9 1.65 0.41 229.2 3.00 1.00

364 TE8,9 179.5 1.72 0.24 239.3 4.15 1.34

396 TM8,9 187.2 1.81 0.45 249.6 22.42 7.50

430 TE8,10 194.8 1.91 0.31

463 TM8,10 202.5 2.05 0.51

497 TE8,11 210.1 2.21 0.41

536 TM8,11 217.8 2.44 0.61

571 TE8,12 225.3 2.77 0.58

610 TM8,12 233.0 3.31 0.83

649 TE8,13 240.5 4.39 1.05

690 TM8,13 248.1 9.87 2.48

Table 4.2: Propagating modes with azimuthal index n = 8 for two waveg-
uides with different radius. fc, λg and α respectively stand for cutoff fre-
quency, mode wavelength and attenuation due to copper.

sus frequency close to the Bragg condition has been reported too. Despite
variations decrease as N become higher, the performance of the reflectors
does not approach a constant value. Furthermore the numerical solver of
the differential equations leads to accuracy issues when including higher-
order modes. The violation of the tolerance constraint on the mesh occurs
in correspondence of the red dashed vertical line of Figs. 4.3a and 4.4b.

The dependence of the reflectivity on the working mode has been anal-
ysed to assess the possibility of moving towards lower-order modes. Para-
metric analyses with respect to the corrugation depth b0 and the reflector
length L have been carried out for the TE6,2, TE1,1 and TE15,2. The former
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Figure 4.3: Reflectivity computed including a different number of modes (N)
for a cylindrical, TE8,2-excited, Bragg reflector with a0 =7.5 mm, Λ = 642.5
µm, L = 500 mm and b0 = 25 µm. Enlargement around the resonant
frequency (a) and reflectivity at 250 GHz versus N (b); vertical red line
indicate the occurrence of accuracy issues in the numerical solver.
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Figure 4.4: Similar plots to Fig. 4.3 but with a0 = 10 mm, Λ = 622.6 µm,
L = 350 mm and b0 = 30 µm.

was chosen because some work on the converters for the cold test was done
using the TE6,2. The TE1,1 is the fundamental mode and allows the study
of the lowest order. To analyse higher-order modes, the TE15,2 was instead
used because some converters to this mode are already available at 140 GHz
and could be used for an experimental test bench after a proper scaling.

The outcomes of the parametric analyses are shown in Figs. 4.5 and 4.6:
modes with cutoff frequency closer to the working frequency give better re-
sults. Given a total length of the reflector, its performance can be enhanced
by reducing the waveguide radius or using higher-order modes; if the former
is fixed too, higher reflectivity can be achieved only using modes with higher
azimuthal and radial indices. As a term of reference, a length of 0.5 m can
reflect the 97% of the TE8,2.

The Bragg reflector with a radius of 7.5 mm, excited by the TE8,2, has
been studied considering the ripple profiles of Fig. 2.3. Results are given
in Fig. 4.7, omitting the sinusoidal ripple that gives the same reflectivity
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TE1,1 TE15,2 

Figure 4.5: Parametric analyses of the reflectivity at 250 GHz of Bragg
reflectors with a0 = 10 mm for different excitation modes. Λ has been fixed
according to the Bragg condition, while L and b0 are respectively swept in
the ranges 200 to 800 mm (step = 15 mm) and 6 to 45 µm (step = 3 µm).

of the cosine profile (the two cases only differ in the initial phase). The
performance is rather similar if the mirror length is fixed, but square and
triangle profiles respectively achieve it with shallower and deeper corruga-
tions than the sinusoidal profile. A plot versus frequency of a configuration
in the centre of the parametric analysis is reported in Fig. 4.8.

The same configuration in the case of the sinusoidal profile has been stud-
ied as regards ohmic losses as shown in Fig. 4.9. There are absorption peaks
in correspondence of the steepest changes in the reflectivity curves. They
are probably due to numerical errors in the solver of differential equations
since the power loss is calculated by subtracting the total power leaving the
structure from the one entering the device. The power attenuation at 250
GHz is 1.15% and 1.49% of the input power for the walls made of oxygen-free
electronic (OFE) copper and aluminium, respectively. The finite conductiv-
ity of the wall implies a degradation of the reflectivity that, at 250 GHz,
changes from 97% in absence of losses to 95.6% for aluminium walls. The
real amount of ohmic losses is higher at 250 GHz because the roughness of
the metallic surface cannot be neglected for such small wavelengths.
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Figure 4.6: Parametric analyses similar to Fig. 4.5, but for Bragg reflectors
with a0 = 7.5 mm.

square triangle 

Figure 4.7: Parametric analyses of the reflectivity at 250 GHz of TE8,2-
excited, Bragg reflectors with a0 = 7.5 mm for corrugations in the shape of
squares and triangles.
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Figure 4.8: Reflectivity in a TE8,2-excited, Bragg mirror with a0 = 7.5 mm,
Λ = 642.5 µm, L = 500 mm and b0 = 23 µm for different ripple profiles.
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Figure 4.9: Power loss due to the finite conductivity of the walls in the same
geometry of Fig. 4.8 using OFE copper (σ = 5.91× 107 S/m) or aluminium
(σ = 3.5× 107 S/m).

4.1.3 Minimization of the upstream mirror length

Reflectivities above 97% can be achieved only with reflector lengths of the
order of half a meter, which is a very high value at 250 GHz. Previous results
indicated that the decrease of the unperturbed radius and the increase of
the mode order have a beneficial impact on the performance of the reflector.
Nevertheless the lowest acceptable radius is 7.5 mm and the mode order has
to be close to the TE8,2 owing to the properties of the electron beam. Further
studies have been carried out considering the modes TE9,2 and TE10,2, the
parameters of which are summarized in Table 4.3.

The convergence with the number of modes was studied considering a
reflector of 0.5 m with sinusoidal ripple. The outcomes are given in Fig. 4.10:
next parametric analyses were performed including 8, 6 and 6 modes when



Examples of Application Fields in Fusion Reactors 193

Mode fc [GHz] β [m−1] λg [mm] α [dB/m]

TE8,2 89.8 4890 1.29 0.33

TE9,2 97.3 4827 1.30 0.38

TE10,2 106.4 4759 1.32 0.43

Table 4.3: Cutoff frequency (fc), propagation constant (β), mode wavelength
(λg) and attenuation due to aluminium (α) for the most suitable operational
modes in the CARM under design.

TE8,2 TE9,2 TE10,2 

N N N 

Figure 4.10: Reflectivity computed at 250 GHz increasing the number of
modes (N) for Bragg reflectors with a0 = 7.5 mm, Λ = λg/2, L = 500 mm
b0 = 25 µm and different excitations; vertical red line indicate the occurrence
of accuracy issues in the numerical solver.
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Figure 4.11: Parametric analyses of the reflectivity at 250 GHz of sinusoidal
Bragg reflectors with a0 = 7.5 mm for different excitation modes (Λ = λg/2).

the reflector is excited by the TE8,2, TE9,2 and TE10,2, respectively. The
reflectivities plotted in Fig. 4.11: there is an improvement when increasing
the azimuthal index, however reflection coefficients higher than 97% always
require long reflectors, i.e. around 0.5 m. A design of such a reflector has
been carried out using the TE9,2 mode. The frequency behaviour for a length
of 0.45 m is shown in Fig. 4.12, giving a full width half power of 0.77 GHz
and a reflectivity of 97% at 250 GHz.



194 S. Ceccuzzi: Doctoral Dissertation

244 246 248 250 252 254 256
0

0.2

0.4

0.6

0.8

1

Frequency [GHz]

R
ef

le
ct

iv
ity

TE92 TM92 TE91 TM91 TE93 

Figure 4.12: Reflectivity versus frequency of a TE9,2-excited, sinusoidal
Bragg reflector: a0 = 7.5 mm, Λ = 651 µm, L = 450 mm, b0 = 25 µm.
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Figure 4.13: Parametric analyses of the reflectivity at 250 GHz in TE8,2-
excited, sinusoidal Bragg reflectors with a0 = 7.5 mm and Λ = 642.5 µm.

According to the expressions of the coupling constants, the interaction
between modes increases with the ripple depth. This proportionality is ben-
eficial for the reflectivity of the excitation mode provided that the coupling
with different modes is negligible. When increasing b0, the inter-coupling
becomes higher and impairs the performance. This behaviour can be ap-
preciated in Fig. 4.13, where the parametric analysis is extended to deeper
corrugations. If the computation took into account just one mode, the re-
flectivity would improve as b0 increases, giving a wrong result. Calculations
with the two closest modes already generate quite reliable outputs because
the performance is mostly deteriorated by the inter-coupling with the TM
mode that has the same indices of the excitation mode.

The condition for small mode overlap is given in [69] and requires that
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Figure 4.14: Reflectivities at 250 GHz versus the ratio between the mismatch
parameter and the coupling constant considering only the TE8,2 mode in
Bragg reflectors with a0 = 7.5 mm, Λ = 642.5 and L = 200 mm (blue), 300
mm (red) or 500 mm (black).

the resonances of the TE and TM modes with the same indices are separated
by at least the sum of their half widths, namely

β(p)|∆[i](p)=0 − β[i]|∆[i][i]=0 ≥
1

2

(
FWHM[i](p) + FWHM[i][i]

)
(4.4)

The full width half maximum (FWHM) can be derived from the single mode
approach as shown in Fig. 4.14, where the reflectivity calculated consider-
ing only the TE8,2 mode is plotted for different Bragg reflectors. The half
widths occur for ∆[i][i] = BW∆ · |G[i][i]|; in the present case, BW∆ ≈ 2 ÷ 3
and very similar values are obtained for the interaction with the TM8,2 as
well as for modes with azimuthal index equal to 9 and 10. We can approxi-
mate the propagation constants with the vacuum wavenumber, because the
working modes are far from their cutoff frequency; by writing the FWHM
as a function of the coupling constants, the (4.4) becomes

∆ωres = ω[i](p) − ω[i][i] ≥ cBW∆

(
|G[i](p)|+ |G[i][i]|

)
where ωip indicate the resonant frequency satisfying the Bragg condition
between the p-th and the i-th mode. Far from the cutoff frequency, the
coupling constants for the TE8,2 can be approximated as

|G[`m][`m]| ≈ 0.47
b0
a0

ω

c
and |G[`m](`m)| ≈ 0.69

b0
a0

ω

c

which give the following approximate condition on the ripple depth for small
mode overlap:

b0 ≤ 1.16a0
∆ωres
ωBW∆

In the present case, the latter equation returns a maximum b0 of 27 and 41
µm for BW∆ = 2 and 3, respectively.
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4.1.4 Bragg resonator for the ENEA project

The previous sections have shown that Bragg reflectors in circular waveg-
uides are defined by five geometrical parameters: unperturbed radius a0,
ripple period Λ, ripple depth b0, number of ripples (i.e. the total length) and
ripple type. Frequency, working mode, peak and average power are instead
operational parameters, which are externally dictated in most cases.

The mean radius of the rippled-wall waveguide is set according to the
maximum allowable peak power in the cavity; in the present case it is 7.5
mm, a value that is expected to bear 1 MW of power, leading to a power
density of around 566 kW/cm2. Once defined the working mode, the ripple
period is set according to the Bragg condition Λ = λg/2, being λg/2 the
wavelength of such mode at the working frequency. Finally the last three
parameters can be chosen to meet the required reflectivity, while complying
with issues such as manufacture feasibility, acceptable ohmic losses, system
integration, etc. In this sense parametric analyses and theoretical studies
have taught that:

• The deeper the corrugations, the higher the coupling between modes.
When increasing the ripple depth, the reflectivity initially enhances
and then deteriorates because the inter-coupling with the closest mode
becomes so strong to cause mode overlap. In the present application,
suitable ripple depths are in the range 10÷ 50µm.

• The further the cutoff frequency of the working mode is from the
operational frequency, the worse the reflectivity for a given mirror
length. In other words, given the frequency and the number of ripples,
higher order modes work better than lower order modes.

• The longer the device, the smaller the bandwidth.

• The use of different ripple types produces negligible differences.

• The attenuation constants of the TEn,m modes increase with the az-
imuthal index n, while, assuming n 6= 0, they exhibit a minimum with
reference to the radial index m at around 3.

In this frame and taking into account the constraints on the electron
beam, the TE8,2, with cutoff frequency of 89.8 GHz, maximum amplitude
at a radius of 4.85 mm and attenuation constant of 0.26 dB/m, appears the
most suitable choice for the CARM experiment. A cavity has been thus
designed with a quality factor around 4000 at the resonant frequency of
258.1 GHz; the latter values have been chosen according to the expected
parameters of the electron beam to maximize the efficiency, while keeping
acceptable power dissipation at the cavity walls. Copper with standard
conductivity (σ = 5.8 × 107) is assumed as material, nevertheless, at the
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Figure 4.15: Mirror reflectivity versus frequency.
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Figure 4.16: Q-factor (a) and E-field squared amplitude at 258.1 GHz (b).

working frequency, the effective electrical resistivity is usually twice higher
than the nominal one, so actual losses are expected to be somewhat higher
than computed ones.

The reflectors have sinusoidal ripples with period of 619.5 µm and depth
of 20 µm. Reflectivity of 93.6% and 15% is respectively achieved with 700
and 120 corrugations for the up- and down-stream mirror, resulting in a
total length of 434 and 74 mm; the plots versus frequency are shown in Fig.
4.15. The length of the smooth-wall section has been set to 180.59 mm, a
value that provides the desired quality factor and finely tunes the resonance
at 258.1 GHz. The behaviour of the resonator is given in Fig. 4.16 for an
input signal injected from the downstream mirror. The predicted Q-factor
for diffractive losses is 3986 and ohmic losses are 1.4% of the input power.

Different approaches can be followed to calculate the Q-factor. The pre-
vious one is based on the exact definition: it provides the most reliable and
accurate result, but its measurement is troublesome. The latter is usually
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Mode fr [GHz] Q∆f QW Q[67] Q[72] P ohm [%]

TE8,2 258.1 1 623 3 986 1 672 3 773 1.4

TE8,2 96.97

n.a.

1 854 972 1 274 13

TE0,3 68.256 1 551 813 962 9

TE1,4 74.95 4 791 2 524 2 577 27

TE2,3 68.256 1 333 699 879 8

TE3,3 72.37 6 540 4 000 4 037 39

TE5,2 68.256 2 508 1 315 1 404 19

TE6,2 75.17 4 687 2 439 2 495 33

TE8,1 68.256 1 126 590 1 925 20

TE9,1 68.256 9 032 4 615 4 640 83

TE10,1 75.44 4 514 2 357 2 419 65

TM0,4 75.59

n.a.

4 467

n.a. n.a.

25

TM1,3 68.256 1 550 10

TM2,3 74.32 5 229 29

TM3,2 68.256 1 187 8

TM4,2 70.44 2 632 33

TM5,2 79.88 3 108 18

TM6,1 68.256 1 306 8

TM7,1 70.59 6 954 53

TM8,1 78.96 3 300 19

Table 4.4: Q-factors of TE and TM modes intersecting the beam line.

performed with a pickup inserted in the smooth section, i.e. a RF probe re-
turning a signal proportional to the squared amplitude of the electric field.
A frequency sweep provides a bell-shaped form, whose peak position (fr)
and full width half maximum (∆f) give the Q-factor. A calculation ac-
cording to this approach is done in [69]; in the present case it would give
Q = 1613. A similar value is obtained by deriving fr and ∆f from Fig. 4.16.
Often the use of approximate formulas is preferred for a quick evaluation of
the quality factor. In the present case, the one proposed by Bratman et al.
[67] would give Q = 1672, because it neglects the energy stored inside the
reflectors by evanescent fields. The formula by McCowan et al. [72] instead
takes into account such contribution and its employment gives Q = 3773.
Besides the risk of inaccuracy, approaches based on approximate formulas
suffer from missing the exact determination of the resonant frequency.

Once designed the cavity, the quality factors of all modes, the dispersion
curve of which intersects the beam line in the Brillouin (ω versus β) diagram,
have been computed following previous approaches. When the frequency at
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Figure 4.17: E-field squared amplitude at 258.1 GHz in the same resonator
of Fig. 4.16, excited from the upstream mirror (a) and from both ends (b).

the intersection is negative, the cyclotron resonance frequency has been used.
Results are summarized in Table 4.4, where Q∆f = fr/∆f , QW = ωW/Pleak

is the rigorous calculation and ohmic losses are calculated with the power
balance technique. The propagating modes that intersect the beam line very
close to their cutoff, exhibit even higher Q-factor than the operational mode,
but they are mostly dissipated owing to ohmic attenuation.

Finally it is worth pointing out that the rigorous calculation method has
the drawback of being very sensitive to the side the resonator is fed from.
The model of section 2.4 does not easily allow the direct excitation of the
internal smooth section, but the input signal accesses the resonator from an
external side and experiences a different attenuation according to the mirror
it has to cross. The excitation side thus affects the field distribution along
the structure, stored energy and Q-factor. This mechanism is graphically
represented in Fig. 4.17, where two excitations are considered: the one from
the down-stream mirror and the one from both reflectors; the corresponding
Q-factors are 588 and 4565, respectively. On the contrary the computations
according to the other approaches provide almost identical values whichever
side of the cavity is fed. A promising solution to this problem could be the
development of a mode-matching method, which, compared to the coupled-
mode theory, presents the following advantages:

• it is a full-wave method (no physical approximations);

• it easily allows the internal excitation of the cavity;

• it is suitable to study advanced Bragg reflectors.
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4.2 A Lower Hybrid and Current Drive System
for DEMO

4.2.1 History and outlook of lower hybrid waves

Recent experiments on lower hybrid (LH) penetration at reactor-relevant
densities, together with the recent demonstration of the technological viabil-
ity of the passive active multijunction launcher on long pulses, have removed
major concerns about the employment of LH waves on next generation toka-
maks, where LH could profitably drive far off-axis plasma current, allowing
current profile control and helping in sustaining burning performance. In
this frame and with the aim of being prepared for the design phase of next
experimental reactors, preliminary investigations on the possibility of using
LH on DEMO have been started [127, 128, 129].

Among the three well-proven radio-frequency (RF) heating and cur-
rent drive (H&CD) systems using electromagnetic waves, namely ion cy-
clotron resonance frequency (ICRF), electron cyclotron resonance frequency
(ECRF) and lower hybrid current drive (LHCD), the latter indeed exhibits
the highest experimental current drive efficiency [130, 131]. The latter is
comparable only with the high-energy neutral beam H&CD system, which
has not been proven to a large extent yet [132].

Primarily conceived as a tool for ion heating, LH waves found a ma-
jor application in a regime dominated by electron interaction [133]. Here,
according to the current drive theory [134], they can transfer parallel mo-
mentum to fast tail electrons via Landau damping, as demonstrated at low
and high densities with L-mode plasmas on several machines [135, 136, 137].
With high performance plasmas in large-size tokamaks like ITER, where LH
deposition takes place in the outer half of the plasma (r/a = 0.7) [138], a
means of driving off-axis current is essential to achieve advanced regimes
[130]. As for the exploitation of LHCD in this sense, most of the open issues
were solved in the last decade, indicating LHCD as an effective tool for con-
trolling plasma current profile [139] and saving volt-seconds in the ramp-up
phase of the plasma current [138]. Lately, even the serious concerns about
LH penetration at reactor-relevant regimes appear well on the way to be
solved [140], by using the edge electron temperature like a knob to control
the spectral broadening due to parametric instabilities [141].

As far as launcher technology is concerned, remarkable improvements
have been performed going from the conventional grill proposed by Lallia
[142], through the ELM-resilient full active multijunction (FAM) [143], as
far as passive active multijunction (PAM) [144]. The latter concept, whose
effectiveness was demonstrated for the first time on FTU at 8 GHz [145], has
been recently validated on long pulses on Tore Supra at 3.7 GHz [146], thus
dissipating the latest doubts (thermo-mechanical characteristics, heat re-
moval efficiency, etc.) about its employment during steady-state operations
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in reactor-relevant machines.
Taking also into account that all present-day superconducting tokamaks

have or plan LHCD capability and that LHCD exclusion from ITER’s early
phase relies more on financial reasons than on scientific issues or technolog-
ical problems, it follows that such a H&CD system cannot be a priori ruled
out of conceivable tools for fusion reactors, but its strengths and weaknesses
are worth evaluating. In this scenario, the assessment of H&CD systems for
DEMO has been undertaken and a first exploration carried out in the frame
of the EFDA workprogramme 2011 and 2012, with the primary aim of defin-
ing physics requirements and identifying technological gaps to be filled. Such
a step represents the fundamental starting point towards DEMO definition
and optimization.

In the following the main outcomes concerning the assessment of the
LHCD system for DEMO are reported, focusing on the so-called options 1
and 2 [117]. Namely they are respectively the DEMO pulsed model, where
a transformer drives the main current, and the “optimistic” DEMO design
pointing at steady-state operations which are at the upper limit of achievable
ITER performance. The latter, compared to its “conservative” counterpart
(option 1) entails the most demanding challenges which fusion community
may expect in LHCD systems during next years.

In order to indicate the better choice for the frequency, power and the
launching characteristics of LHCD system, in the option 1 the plasma con-
figuration envisaged today, i.e. the so called L-mode plasma model with
peaked density profiles, is assumed. For the option 2 the improved H-mode
configuration is considered where the central electron temperature is larger.

LHCD physics has been assessed with the help of two different suites
of tools, which allow calculating the sensitivity of LH power deposition and
current driven profiles on several parameters. The first code suite relies on
the automated system for transport analysis [147], which includes the fast
ray-tracing code [148]. The second suite is based on the LHstar code [149]:
it is a set of mutually coupled codes (a Grad-Shafranov solver, a ray tracing
tool and the quasi-linear Fokker-Planck code), which also models parametric
instabilities (PI).

A common starting point for the initial exploration of the H&CD sys-
tems in the two DEMO options was agreed at European level in terms of
geometry and main plasma zero-dimensional parameters [117]. Some rele-
vant figures are reported in Table 4.5. In compliance with such values and
according to different density assumptions and scaling laws, some density
and temperature profiles were derived. In details two profiles with peaked
and flat density have been conceived for each DEMO option. Fig. 4.18 re-
ports profiles with peaked density, being the most suitable for LH operations.
Moreover the presence of a scrape-off layer (SOL) of the order of 20 cm has
been also considered. A guess on the density and temperature profiles in
the SOL plasma of DEMO has been assumed on the basis of an extrapola-
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Figure 4.18: Commonly agreed electron density (ne) and electron tem-
perature (Te) profiles (“peaked” case) versus normalized radius for DEMO
options 1, i.e. pulsed design (a), and 2, i.e. steady-state design (b).

Parameter option 1 option 2

Toroidal field 6.8 T 5.74 T

Major radius 9 m 8.5 m

Minor radius 2.25 m 2.83 m

Elongation (95) 1.55 1.66

Triangularity (95) 0.33 0.33

βN 1.93 2.95

< ne > [×1019] 8.5 m−3 9.1 m−3

Table 4.5: Main parameters of DEMO.

tion of the ITER SOL, whose density and temperature profiles have been
numerically simulated.

On this basis, trade-off studies have been carried out to investigate the
impact of different power spectra, launcher positions and scrape-off layer
profiles on LH performances, assuming to inject 5 GHz waves. The reasons
for the frequency choice, being the same solution adopted in the LHCD
system proposed for ITER, are discussed later on. In order to have LHCD
in the plasma region with normalized radius ρ in the range 0.5 ÷ 1, i.e. in
between the outer half radius and the separatrix, the antenna has to launch
a spectrum that is as fast as possible and compatible with

• LH accessibility condition (depending on the local plasma density),

• LH peripheral absorption (depending on the local electron tempera-
ture),

• antenna design constraints.

Several launched power spectra have been considered with the peak parallel
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refractive index n|| assuming values between 1.5 and 2.0 and the half-power
width ∆n|| ≈ 0.1. Reliable spectra have been obtained by running the
GRILL3D-U code [150]. Simulation results showed that [151]:

• The sensitivity of LH effects to the launcher poloidal position is very
weak: it has been studied with and without SOL, for two different
power spectra, considering a power injection at −2, 0 and 2 meters
with respect to the equatorial plane.

• A peak n|| of 1.8 is a good choice, leading to a deposition always local-
ized inside the separatrix layer ρ ≤ 1. Lower peak n|| move the depo-
sition more internally but give inaccessible waves too. In the peaked
density profiles of steady-state and pulsed DEMO designs, LH power
deposition is centred at ρ ≈ 0.85 and 0.6, respectively. More external
depositions (ρ ≥ 0.9) are obtained with the flat density profiles.

• The scrape-off profiles do not influence the absorption of LH waves.
Scenarios with and without SOL have been studied, the latter by mod-
eling PI-induced spectral broadenings due to different electron tem-
perature profiles. No variation of current driven density profiles with
SOL parameters have been obtained, unless unrealistically low tem-
peratures are assumed in the SOL.

According to previous outcomes, the lower hybrid current drive stands
out as a powerful, beneficial tool even for reactor-relevant tokamak machines.
Thanks to its high current drive efficiency, at moderate electron tempera-
ture, it results remarkably effective in accomplishing two major goals: (i)
to drive far off-axis current and (ii) to save the volt-second during the cur-
rent ramp-up phase. It can actually play a fundamental (even crucial) role
in improving confinement time as well as discharge times by acting on the
plasma current density profile and by saving magnetic flux. The first issue,
i.e. the control of plasma current profile, is essential to sustain steady-state
plasmas, representing one of the most important problems for the research
on nuclear fusion energy based on the tokamak concept.

Considering the kinetic profiles expected so far in regimes aimed at ap-
proaching steady-state operations in DEMO, the most significant contri-
butions to the non-inductive plasma current given by the bootstrap effect
would be localised in the outer half of the plasma minor radius, namely near
the edge at r/a = 0.95 and r/a = 0.7. In order to have the necessary flexi-
bility in the current density profile control, tools for actively driving current
should be necessarily utilized. In general the deposition of lower hybrid
waves was found to be very peripheral except for the peaked density profile
of the pulsed design, where the deposition peak is approximately located at
a normalized radius of 0.6.
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4.2.2 High-power RF generation and transmission

Radio-frequency sources

The choice of LHCD frequency results from a delicate trade-off between
manifold counteracting elements: several physics issues demand to increase
the frequency, while technological limitations put some upper bounds.

One of the major players in driving the frequency choice is the nonlin-
ear interaction at high harmonic ion cyclotron resonances, causing parasitic
damping of LH waves by fusion-born α-particles [152]. This mechanism
mostly entails two deleterious effects: the reduction of current drive effi-
ciency and the generation of non-thermal tails on the α-particle distribution
function, thus increasing their losses and the risk of damages to plasma fac-
ing components. Even if the main wave absorption is close to the plasma
edge and α-particles are created in the bulk plasma, their profile may extend
up to the periphery, due to their large banana orbits and diffusive effects.
Referring to the simulations performed for different ITER scenarios, this
absorption was demonstrated to be quite low at 3.7 GHz and negligible at
5 GHz, which would thus provide some margin if the α-particle distribution
function was broader than foreseen [153]. Accordingly, albeit no calculations
have been carried out for DEMO yet, a LHCD system for this machine can
be hardly conceived with a frequency lower than 5 GHz.

Given a certain power to be launched through a port, multipactor also
constrains the operational frequency. Although the minimum electric field
triggering breakdown can be increased by lowering the secondary electron
emission rate γ with several techniques (e.g. high-temperature baking, car-
bonization, glow discharges, vacuum and plasma conditioning) [154], the
threshold scales as ω2 for the first multipactor order. In other terms, ac-
cording to the scaling law based on experimental results [145], the higher
the frequency, the higher the power-handling capability (33 MW/m2 at 5
GHz), allowing to couple more power given the same radiating area.

On the other hand, a frequency enhancement also means an increase in
the cutoff density, but it does not represent a primary issue even in pres-
ence of high-performance plasmas. Remote coupling can be successfully
performed using a gas pipe to inject deuterium and control edge density,
as demonstrated in JET for an antenna-plasma distance of 15 cm with the
3.7 GHz system [155]. Parametric instabilities, observed since early exper-
iments aimed at heating plasma ions by coupling LH power [156], demand
instead higher working frequencies in order to reduce strong PI-produced
LH spectral broadening effects on propagation and damping of LH waves.

Coming to technological issues, 5 GHz currently represents the high-
est frequency that suitable, reliable, high-power, RF sources (i.e. klystrons)
are expected to achieve in a reasonable time, unless substantial financial
funding was destined to the development of higher frequency sources (i.e.
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gyroklystrons) in the next future. Presently the most promising candidate is
the 5 GHz, 500 kW klystron (model No. E3762RD0), developed by Toshiba
for the LHCD system of the South Korean KSTAR tokamak [157]; some
R&D is still needed on it to get a fully CW prototype: during recent labora-
tory tests, through calorimetric measurements on dummy loads, RF output
powers of 500 kW for 2 s and 350 kW for 800 s have been achieved.

Alternatively the 4.6 GHz, 250 kW, klystrons, developed by CPI, rep-
resent a backup solution: a pulsed version is presently operating on the
LHCD system for Alcator C-Mod, while the CW tubes, namely the proto-
type VKC-7849A [158], have been installed in EAST. As a drawback, their
limited output power, requiring a larger amount of modules, would increase
system cost, complexity, integration issues, etc.

Power supply and low RF power unit

A high voltage power supply (HVPS) is required to operate and condition
klystrons with proper functional and electrical requirements. Although 5
GHz sources are not fully developed and the location of DEMO, together
with its alternating current distribution grid, are not known, a solution
close to the one proposed for ITER [159] can be reasonably envisaged. So a
single HPVS module is expected to feed four klystrons by means of a multi-
secondary transformer which forms the input of a second block based on
the pulse step modulation technology, namely a stack of series connected,
independent, modular voltage supplies. In such a way, klystron protection
from arcs can be performed by fast, solid-state, opening switches like series
arrays of insulated-gate bipolar transistors instead of cumbersome crowbars
based on mercury-containing ignitrons. All other auxiliary power supplies
needed for klystron operation, as well as low power RF units fixing the
operational frequency of four LHCD modules and the required phase shift
between them, would be of the conventional type.

Such a solution presents several attractive features in terms of perfor-
mance, modularity, maintainability, flexibility, etc. and it does not need
R&D, since most of the components required for its development are al-
ready available from industries. After a demanding work of data research
from reliability databases, the cumulative failure rates of basic units, con-
stituting the LHCD system, have been calculated in the frame of a prelimi-
nary reliability availability maintainability inspectability analysis [160]. As
regards HVPS and low power RF unit, final failure rates are 554 × 10−6

and 2.4× 10−6 hours−1 respectively, assuming worst case conditions, an ad-
ditional 10% increase due to passive components and 70 basic modules for
each HVPS. The first value exceeds the maximum failure rate required for
the whole LHCD system, that is 10−5, but a large decrease can be achieved
if redundant modules are introduced, a prompt substitution in case of fault
is foreseen or an accurate maintenance is scheduled.
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Main transmission line

The main transmission lines (MTLs) are meant for carrying a large RF
power from the generators to the launcher. Despite their design and the
components needed to efficiently accomplish this task depend on the par-
ticular topology of the system and its I/O requirements, a common layout
usually remains true. This includes the following elements:

• Low-loss transmission lines, generally implemented with oversized cir-
cular waveguides. They are in charge of the actual energy transport
over most of the distance between the generators and the launcher.
Oversized waveguides have high power-handling capability and lower
ohmic losses in comparison with monomodal guiding structures; as a
drawback they allow energy transfer from the mode of interest into
spurious (i.e. unwanted propagating) modes.

• Bends. According to the system layout, the path from the genera-
tors to the launcher may include a large number of bends, which can
backward reflect part of the power and excite potentially detrimen-
tal spurious modes. With respect to the latter mechanism, waveguide
bends are the most critical component and unconventional solutions
must be sought to improve the unsatisfactory performance of standard,
smooth-wall, circular curves.

• Mode filters. Even with the most careful design, some unwanted modes
are unavoidably excited at waveguide discontinuities such as flanges or
bends and, propagating to and fro along the transmission line, may
give rise to dangerous trapped mode resonances. Mode filters are
conceived to damp the spurious modes, while being ideally transparent
to the operational one.

• Adapting devices like splitters, combiners, tapers and mode converters.
They are intended to be compliant with I/O requirements, i.e. the
outputs of the microwave generators and the input waveguides of the
launcher.

Everything has to be monitored, controlled and protected: bi-directional
couplers and optical detectors are effective and commonly used tools that
can fulfil several task like protecting klystrons from reflected power, detect-
ing arcs or serving for RF phase measurements. Circulators are probably
useless since the launcher is based on the PAM concept, but this cannot be
confidently said, yet. The possibility of using optical fibres, working in the
infrared range, close to the launcher has to be checked according to com-
pliance with ionizing radiation. As for arc detection innovative solutions
allowing arc localization (e.g. based on sound detectors or radar techniques)
can be possibly investigated together with the most recent suggestions (i.e.
bolometry) for the launcher mouth.
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The design of high-power RF components for oversized waveguides re-
quires particular attention to avoid parasitic modes and excessive electric
field values. Matching conditions between different sections and components
of the transmission line must be achieved avoiding metallic posts, irises and
H-plane septa that can accidentally generate electrical breakdowns. Fur-
thermore, due to the large amount of transmitted RF power, some devices
may undergo overheating and require an active cooling.

Depending on the areas of applicability other than fusion engineering,
the aforementioned components have seen a different level of development.
For example oversized waveguides and some types of bends are standard
devices, while some kinds of power splitters, converters and mode filters
have to be designed and built on purpose. The conclusive choice between
off-the-shelf and non-standard components requires detailed input data that
are not available at this stage. However reasonable assumptions can lead to
meaningful remarks which are addressed in section 4.3.

Launcher

The launcher design is relatively clear from the conceptual viewpoint; the
direst issue is the choice of materials, which is addressed later on.

4.2.3 Radio-frequency windows

The MTL is usually pressurized with a high electrical strength gas to reduce
the risk of breakdown. At the end of the MTLs, in the back-plate of the
launcher, RF windows must be hosted to separate the pressurized region
of each transmission line from the launcher exposed to the vacuum vessel.
Their failure is a catastrophic event in an operating fusion reactor. The
function and operational environment of RF windows are very demanding:
low reflection and insertion loss, high power-handling capability, excellent
mechanical strength, high thermal shock resistance, vacuum tightness and
compatibility with irradiation conditions are needed. Vacuum windows must
be transparent to RF waves, withstand the static torus overpressure, dis-
sipate the internal microwave heating using a reactor-compatible coolant
and not be degraded by exposure to high and medium energy neutrons and
gamma rays. These features are required during steady-state operations.

The scientific literature regarding microwave windows is vast, but very
few papers focus on the issues in CW lower hybrid systems for fusion re-
actors. Much work is related to klystron windows, but it mostly concerns
short-pulse applications like linear colliders, which do not share the peculiar
irradiation matters of high-Q tokamaks. The latter have been addressed
at different frequencies within the R&D of the 1 MW, CW window for the
ECRF system of ITER. An intense R&D activity is thus mandatory for the
RF windows of the LHCD system for DEMO.
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Assembly considerations

For high-power applications, cylindrical windows, operating with the TE11

mode in circular waveguide are preferred to disks in rectangular waveguide,
due to the reduction of the electric field at the critical dielectric-metal seal
region [161]. A pillbox window implements this concept: it is made by
a dielectric disk inserted in a circular waveguide and two junctions for in-
put/output rectangular waveguides. The metallic frame of the window could
be copper, nickel-copper or titanium; the pillbox configuration also facili-
tates the brazing dielectric-metal. For some ceramics like alumina, having a
high yield of secondary electron emission, Ti, Cr203 or particularly TiN coat-
ings can be used to effectively suppress multipactor breakdown phenomena.
Attention has to be paid to the film thickness that is a compromise between
two counteracting needs: reducing the number of secondary electrons and
limiting ohmic losses on electrically conductive films [162].

As far as cooling is concerned, four general classes of high-power, CW
windows have been considered for mm-wave applications [163]: distributed,
liquid-edge-cooled, gas-surface-cooled single-disk, and liquid-surface-cooled
double-disk as reported in Fig. 4.19. For the present application the second
solution must be preferred. The distributed window cannot be employed
because of its complicated and expensive mechanical structure, high losses
and danger of arcing. The gas-surface-cooled single disk is not compatible
with the use of SF6-filled waveguides and liquid-surface-cooled double-disk
windows require two disks per barrier and the use of dielectric coolants,
which generally do not fulfil safety requirements.

Liquid-edge-cooled single disks can be cryogenically cooled. This op-
tion is useful for materials like sapphire, whose loss tangent and thermal
coefficient undergo, respectively, large reduction and great enhancement at
cryogenic temperatures. Nevertheless this solution is unlikely to be adopted
because it entails cumbersome windows requiring dewars (canisters) and in-
sulations, scarcely compatible with the severe space constraints in the rear of

cooling 

vacuum 

air 

dielectric 

metal 

(a) (b) (c) (d) 

Figure 4.19: General classes of high-power, CW windows: a) distributed
window, b) liquid-edge-cooled disk, c) gas-surface-cooled single-disk and d)
liquid-surface-cooled double-disk.
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the launcher. Water is the favourite candidate among the possible coolants
for torus windows: it allows a more compact and reliable design of the
component, while being cheap, effective and compatible with the nuclear
environment.

Dielectric materials

The low loss tangent dielectric materials either currently used or under active
development are the following: alumina, beryllium oxide (BeO), boron ni-
tride (BN), silicon nitride, gold-doped silicon, sapphire and chemical vapour
deposition (CVD) diamond. In order to identify the possible candidates for
the RF vacuum windows of the DEMO LHCD system, the main parameters
of aforementioned materials have been collected through a broad biblio-
graphic investigation and summarized in Tables 4.6 and 4.7 for edge-cooled
windows at room temperature.

Polycrystalline aluminium oxide (Al2O3) or alumina is a ceramic that
can be procured in a variety of different grades, achieving very attractive
properties for high-power, shortly pulsed, microwave windows to be installed
in klystrons. It was chosen as torus vacuum barrier in some LHCD systems
such as FTU (8 GHz), Alcator C-mod (4.6 GHz) and EAST (2.45 GHz).
Beryllium oxide, a poly-crystalline, toxic material combining high thermal
conductivity with low expansion coefficient, has been often adopted in the

alumina beryllia BN silicon

99.5% (CVD) nitride

p.c. p.c. p.c. comp.

Density [g/cm3] 3.89 2.85 2.3 3.4

Ultimate bending strength [MPa] 379 140 80 800

Poissons number 0.22 0.3 0.25 0.28

Youngs modulus [GPa] 375 345 70 318

Specific heat capacity [J/(gK)] 0.88 1.05 0.8 0.6

Thermal conductivity [W/(m·K)] 35 260 55 59

Thermal expansion coef. [10-6/K] 8.4 7.2 3 2.4

Dielectric strength [kV/cm] 169 138 374 185

Relative permittivity 9.4 6.7 4.2 7.5

Loss tangent [10-4] 1.1 30 10 19

Failure resistance [103W/m] 3.3 10.3 15.7 44.5

Max neutron fluence [n/m2] 1020 1020 n.a. <1021

[164, 165] [164] [166, 167]

Metallizing/brazing o.k. o.k. o.k. o.k.

Unit price (200pcs/order) [k$] < 2 2÷ 3 n.a. 3÷ 3.5

Table 4.6: Main parameters of window materials at room temperature for
an edge-cooled configuration (p.c. = polycrystalline, comp. = compound).
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Au-doped sapphire diamond

silicon (CVD)

s.c. s.c. p.c.

Density [g/cm3] 2.3 3.98 3.52

Ultimate bending strength [MPa] 1000 400 500

Poissons number 0.1 0.28 0.1

Youngs modulus [GPa] 190 420 1050

Specific heat capacity [J/(gK)] 0.7 0.76 0.52

Thermal conductivity [W/(m·K)] 150 31 1800

Thermal expansion coef. [10-6/K] 2.5 5.8 1.0

Dielectric strength [kV/cm] n.a. 480 1000

Relative permittivity n.a. 9.3 5.6

Loss tangent [10-4] 8.6 0.9 0.5

Failure resistance [103W/m] 284 3.6 858

Max neutron fluence [n/m2] 1020 1021 1020

[168] [169] [169]

Metallizing/brazing o.k. o.k. o.k.

Unit price (200pcs/order) [k$] n.a. 2÷ 3 > 4

Table 4.7: Main parameters of window materials at room temperature for
an edge-cooled configuration (s.c. = single crystal, n.a. = not available).

case of longer pulses, e.g. for the LH launchers in JET (3.7 GHz), Tore Supra
(3.7 GHz), KSTAR (5 GHz) and proposed for ITER (5 GHz). Apart from
these two materials, the remaining ones have undergone intense research
studies mostly in connection with other H&CD systems.

All materials have their own thresholds, beyond which radiation per-
manently modifies their parameters due to the accumulation of defects and
the evolution of microstructures. For ceramics, tolerable irradiation max-
ima are generally dictated by modifications induced in thermal conductivity
and loss tangent, being the most sensitive properties, while other charac-
teristics, like physical dimensions, flexural strength, permittivity and di-
electric breakdown strength mostly change at higher displacement damages
[170, 171, 169].

Besides irradiation damages, dynamic effects may also occur: the tran-
sient degradation in loss tangent can be higher than estimations based on
post-irradiation measurements. In this sense the most common mecha-
nisms are the radiation-induced conductivity and radiation-induced elec-
trical degradation. The former, caused by the excitation of valence elec-
trons into the conduction band due to energetic radiation, varies inversely
with frequency, hence it is negligible above ion cyclotron frequencies [172].
The same remark holds true for the latter [170], being a controversial topic
of difficult understanding and consisting in a severe permanent increase in
the electrical conductivity of ceramic insulators during extended irradiation,
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when an electric field is applied at the same time. Therefore, at LH frequen-
cies, the loss tangent of a wide range of ceramics is said to increase only
slightly during pulsed neutron irradiation at a damage rate of about 10−5

dpa/s [173].
Although ceramics behave in a qualitatively similar manner, there are

significant quantitative differences, which are strongly affected by factors like
material grade, types of impurities, measurement frequency and irradiation
conditions. For example a 20% reduction of the thermal conductivity was
measured for Al2O3 99.5% at fluences of 1021 n/m2 in [174] and 1024 n/m2

in [171], whereas [167] found the same decrease for Al2O3 99.8% at 2× 1022

n/m2. As a general rule in presence of contradictory results, the most re-
strictive conditions have been considered, giving preference to the latest,
fusion-relevant papers and applying interpolation and extrapolation to de-
rive 5 GHz estimates from available data. Then, tolerable neutron fluences
have been determined by the acceptable modifications of thermal conductiv-
ity and loss tangent, which generally depend on window design. Since BeO
windows can withstand ITER environment without undergoing any change
and are compliant with the severe requirements of the LH system, radiation-
induced degradation has been regarded admissible when material properties
were similar to or better than beryllium oxide. For materials, the unirra-
diated properties of which were worse than BeO, an allowable variation of
20% has been considered as done in [169].

Accordingly, for alumina 99.5% the tolerable neutron fluence given in
[164] for ICRF applications has been adopted after finding confirmation
that, at the same fluence, the 5 GHz loss tangent is lower than 10−3 [165].
In the case of beryllium oxide, its employment in ITER, together with data
reported in [164], guarantees unchanged properties up to 1020 n/m2, which
is the expected neutron fluence at the port plug. No data have been found
for boron nitride, while scarce information exists for silicon nitride, whose
modifications in thermal conductivity and loss tangent have been supposed
through rough interpolation and general remarks from [167] and [166], re-
spectively. With reference to gold-doped silicon, interpolated values at 5
GHz can be easily derived from [168], while concerning sapphire and CVD
diamond, tolerable fluences indicated for electron cyclotron frequencies have
been used in Table 4.7. Sapphire at cryogenic temperatures was the main
candidate for EC windows; this fact guarantees that thermal conductivity is
unchanged under the given threshold [169] also at room temperature since
this parameter generally degrades less at higher temperature [170, 167]. As
for loss tangent, it is not expected to be a concern by combining results at
different frequencies and temperatures [175, 176, 177] and considering that,
in general, neutron irradiation fluences up to about 1022 n/m2 produce only
small increases in the loss tangent of Al2O3 [170]. In the case of CVD di-
amond, the limit given in the studies for EC systems is dictated by the
degradation of thermal conductivity rather than power loss [178], so even
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considering a worse behaviour of the latter at 5 GHz, maximum fluence can
be reasonably expected to hold true. Actually there are post-irradiation
studies of loss tangent at microwaves but significant differences are reported
in [179] between nominally similar samples, however degradations are not
dramatic.

Tolerable neutron fluences given in previous tables can be only considered
as indicative due to the previous remarks and the following reasons. First of
all, some post-irradiation studies made use of fission neutrons, which present
significant spectral differences from fusion neutrons [173], and, as pointed
out in [172], the changes of some properties, like swelling and dielectric loss,
vary with the neutron energy spectrum as a result of the production of dif-
ferent transmutation products. Secondly, irradiation temperatures also play
a significant role, mostly with reference to thermal conductivity. Tolera-
ble neutron fluences should refer to the operational window temperature in
stationary conditions, which is unknown at the moment since it depends
on the window design, materials, cooling system, etc. With reference to
the BeO disk with radius of 50 mm for the LHCD of ITER, the calculated
temperatures at the centre and at the edge were about 22◦ C and 180◦ C,
respectively. Fortunately the amount of degradation in thermal conductivity
is generally larger for the lower irradiation temperatures [170], [167]. Finally
dynamic effects have been considered negligible for LH windows, but a fur-
ther assessment in this sense is required. Accordingly dedicated experiments
at 5 GHz with DEMO-relevant irradiations are beneficial, considering that
no window can fail due to the criticality of its role and the difficulty of its
replacement.

On the basis of the information summarized in Tables 4.6 and 4.7, we
can draw the following conclusions with reference to the material choice.
Alumina, boron nitride and silicon nitride must be excluded among DEMO
candidates because the low thermal conductivity makes these insulators not
suitable for CW operations. The same remark applies to Sapphire at room
temperature; this dielectric is acceptable when cryogenically cooled, but
this option is not viable in terms of mechanical complexity and space re-
quirements [180]. Among the remaining candidates, Au-doped silicon is too
brittle and prone to mechanical cracking according to [163], hence only BeO
and CVD diamond are usable. The former is already under intense R&D
activity in connection with ITER [181] and can be regarded as a safer, short-
term solution. The latter, apart from its cost, exhibits definitely superior
characteristics and seems a more appealing, long-term candidate.

Concerning cost estimations, they are rough order of magnitude prices
per unit, considering an order of 200 pieces. The unit consists of the ceramic
window brazed with metal sleeves, so that welding is up to customers; the
pricing for the rest of the structure, i.e. copper, waveguide, flanges, etc., has
been estimated in around 200$. Cost estimations are courtesy of KYOCERA
Corporation [182] and Altair Technologies, Inc. [183].
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Full-wave microwave simulations

Preliminary full-wave RF analyses have been carried out using the typical
CVD diamond permittivity and a loss tangent degraded by neutron irradi-
ation. A thin pillbox window, water-cooled at the edge, with a dielectric
thickness of 3 mm and a symmetric iris as matching element, is the most
promising solution for the vacuum barrier of the LHCD system in DEMO.
It can withstand a power of 0.5 MW in CW operation, even with a reflected
power of 10%, and sustain a maximum pressure of 0.9 MPa. The thickness,
much shorter than the conventional window (0.5λTE11/

√
εr long in circular

waveguide), significantly reduces the losses and the cost of the disk. Between
the two input/output waveguides taken into exam, the WR284 is preferable
due to its lower maximum intensity of the E-field, while the WR229 allows
exploiting the R&D already performed for the RF windows of ITER.

4.2.4 Passive active multijunction antenna

Passive active multijunction (PAM) antennas have been proven as the most
effective and promising launchers for reactor-relevant LHCD systems. Com-
pared to conventional grills, consisting of independently fed (phased) waveg-
uides having RF windows placed near the plasma, the multijunction concept
allows a remarkable reduction of reflected power at the expenses of a lower
n|| flexibility. Among multijunction antennas, i.e. the PAM and the FAM
(full active multijunction), the former has some advantages on the latter,
albeit its lower directivity and smaller actively radiating surface.

In details, particularly when referring to DEMO, PAM launchers present
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Figure 4.20: Simulations performed with the TOPLHA code for a single
row of different FTU launchers, using a standard parabolic density profile,
static magnetic field = 5.9 T, frequency = 8 GHz (cutoff density = 0.8×1018

m−3), waveguide phasing = −90 deg, giving a peak n|| ∼= 1.88.



214 S. Ceccuzzi: Doctoral Dissertation

A P A 

9.5mm 

58
 m

m
 

3mm 

… 

9.5mm 

Figure 4.21: Possible module of the LH antenna in DEMO: A and P denote
active and passive waveguides, respectively.

the following very attractive features:

• coupling properties are optimized close to the cutoff density. It is
clearly shown in Fig. 4.20, where the reflection coefficients predicted
by TOPLHA [184] for a conventional grill, a FAM and a PAM launcher
are compared. The plot actually refers to 8 GHz antennas designed
for FTU and simulated using a typical FTU plasma scenario, but the
meaning holds true at 5 GHz as some ITER studies demonstrated.

• efficient heat removal: a large number of vertical cooling ducts can
be accommodated just behind passive waveguides; contrariwise, in the
FAM concept, horizontal pipes have to be installed in between active
waveguides, thus decreasing the radiating surface.

• good neutron shielding due to the very dense structure.

• mechanical robustness

A possible antenna module has been thus conceived as depicted in Fig.
4.21. The waveguide height of 58 mm maximizes the transmitted power
density and limits the propagation to the fundamental TE10 mode. The
wall thickness of 3 mm guarantees enough stiffness and manufacturability.
The module represents the part of the launcher fed by a single source, i.e. by
500 kW, and it consists of an array of 6×4 active waveguides, resulting in a
maximum power density of 37.8 MW/m2. The latter value is a safety factor
0.6 lower than the maximum allowed power density (Pd), which is around
64 MW/m2 according to the scaling law

Ps [MW/m2] = 22.1f0.66

given in [145], where f is the operational frequency in GHz. An internal
phasing of −90 deg is considered for the arms of each bi-junction, leading
to a power spectrum peaked at n|| = 1.8, as required. The surface of the
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module at the launcher mouth is 0.1× 0.366 m2, implying that a total area
of around 1 × 3.7 m2 is needed to accommodate 200 modules and deliver
something less than 100 MW.

The use of the PAM launchers has been successfully demonstrated in
medium-size tokamaks, but their employment in DEMO requires a solution
to the most critical issue: the choice of suitable materials. In particular the
antenna mouth, facing the plasma, must cope with the harshest environmen-
tal conditions in terms of thermal load, maximum tritium retention, erosion
rates, bombardment by neutrons and ions. At this stage only a preliminary
discussion of the problem, describing the current status, can be given with-
out prescribing conclusive solutions owing to a double lack of information
on the side of both material knowledge and DEMO environment.

As for the former, some papers [185] stressed that, for future devices like
DEMO, new radiation resistant materials have to be developed and tested
under realistic conditions. For example, concerning neutron wall load, due
to the lack of an intense 14 MeV neutron source, high-flux fission reactors
have often represented the only tools to quantify the n induced material
damage. In some cases, monoenergetic ions were employed, but they differ
from fusion-born fast neutrons, e.g. in their narrower energy spectrum, and
produce different damage profiles. In the future an appropriate neutron
facility like IFMIF [186] will provide appropriate radiation environments
for material testing. ITER itself will represent an essential testbed, taking
into account that current estimations of wall lifetime and tritium retention
for ITER are based on extrapolations from present experiments or modeling
calculations and imply large uncertainties. For example, quantitative figures
concerning the erosion rate of LH launchers cannot be known reliably, since
the most advanced LH launcher is the one installed and operating on long
pulses in Tore Supra, which is a medium-size tokamak. In general, the
materials for the mouth of LH launchers must surely present the following
features: compatibility with the plasma, resistance against physical and
chemical sputtering, high melting point, good thermal shock resistance, low
activation by neutrons, availability and acceptable cost.

Regarding the available information on DEMO, they are only indicative
at this stage. Expected thermal fatigue in reactors is no more than twice
the one of ITER, namely a heat flux lower than 1 MW/m2 is expected dur-
ing normal operation [187]. On the contrary no predictions can be made
about thermal shocks, which induce crack formation, vaporization, surface
melting, melt layer ejection, and particle emission induced by brittle de-
struction processes. Plasma disruptions have to be totally avoided or, at
most, a maximum number of events much smaller than in ITER, with its
10% of disrupted discharges, can be considered. So the transient heat load in
DEMO is mainly associated with energy deposition by edge localized modes,
whose occurrence and energy deposition (maybe � 1 MJ/m2) are currently
unknown. As for neutrons, the outboard neutron wall loading (NWL) in
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ITER is 0.78 MW/m2 for an irradiation of 0.54 full power year (fpy), cor-
responding to a lifetime of about 4700 hours. Preliminary technical reports
about neutron analyses in DEMO foresee enhancement factors of 2 and 3
for NWL and fpy, respectively; moreover blanket exchange is considered
extending the lifetime irradiation to 5 fpy.

Coming to the materials for the LH launcher, ITER obviously represents
the best starting point. In that case, a water-cooled launcher was designed
with its mouth consisted of a short layer of beryllium and the bulk made
of stainless steel and CuCrZr. Beryllium is the material chosen for the
ITER main chamber because it is an excellent oxygen getter, a good thermal
conductor and the lightest metal these wall components can be made of
(heavier impurities in the plasma lead to higher cooling due to radiation).
Nevertheless its employment in ITER is questionable and must be avoided
in DEMO due to its melting point of only 1560 K and the low threshold
energies for physical sputtering, compared to elements with higher atomic
number. Alternatives to beryllium, already adopted in ITER or suggested
for fusion reactors, are carbon-fibre-composites (CFC) or tungsten coatings.

The formers have excellent thermal conductivity and strength; more-
over they do not melt, but undergo sublimation at a temperature of about
3825 K. Nevertheless their thermal conductivity experiences a rather strong
degradation even after relatively low neutron fluences and, above all, CFC
suffer from chemical erosion/sputtering by means of formation of volatile
hydrocarbons, whose redeposition generates tritium-containing layers. Tri-
tium retention is the largest problem of CFC because it significantly affects
their lifetime: when accumulation reaches the maximum allowable amount
(presently 350 gram), a forced shutdown for cleaning or conditioning or re-
placement is mandatory, limiting the availability of the machine. Due to
this reason, the use of CFC divertor plates in ITER is planned just at the
beginning of its operation in the non-active phase without tritium. For op-
eration in the active phase, the CFC plates are planned to be replaced with
tungsten ones to minimize tritium retention by co-deposition.

The other option is tungsten (W), having a melting point of 3695 K, very
attractive thermo-physical properties and small physical sputtering yield,
which can be further decreased through a boron coating. Its high thermal
conductivity exhibits a much smaller degradation after neutron irradiation
and, in contrast to CFC, bombardment by 3÷4 MeV He2+ ions did not
lead to consequences on the erosion features. The successful operation of
ASDEX Upgrade with fully tungsten wall supports the use of this material
in a fusion reactor from the viewpoint of erosion and control. With very
long pulses and a sufficient clearance between wall and plasma, wall ero-
sion should not be governed by plasma ions, but by the comparatively low
flux of energetic charge exchange atoms which would result in very low wall
erosion. Moreover the high neutron scattering and capture cross-section of
tungsten do not decrease significantly the tritium breeding ratio in a solid
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breeder blanket if the thickness of W coating is up to 3 mm. The drawbacks
of tungsten are its brittle nature and the fact that it is ductile and easily
machinable only above the ductile-brittle-transition-temperature of about
670 K. Then, it is said to be significantly activated during neutron irradia-
tion [185], but information about its behaviour under appropriate radiation
environment is scarce. Unlike CFC, it can melt and, due to its high atomic
number (74), the maximum allowable W-concentration in the plasma is 1
ppm against a 12% for CFC. Recently efforts have been directed towards
self-passivating tungsten alloys, where a small content of other elements al-
low the enhancement of passive safety in the case of a loss of coolant, while
keeping the favourable properties of tungsten. Either silicon or chromium
are especially promising as alloying elements because they improve the oxi-
dation resistance. At present, self-passivating W-based alloys are the main
candidate for the first wall armour of fusion reactors [188].

With reference to the bulk of the antenna, appealing candidates are the
stainless steels, in particular low activation grades with very low content of
nickel. More precisely the so called reduced-activation ferritic-martensitic
steels show reasonably good thermo-physical and mechanical properties, a
low sensitivity to radiation-induced swelling and helium embrittlement un-
der fission neutron irradiation and good compatibility with major cooling
and breeding materials [189]. An example is the EUROFER 97 [190], whose
electrical resistivity at room temperature is however 50× 10−8 Ωm, namely
about 30 times higher than for copper. The use of some coating, having both
high electrical conductivity and low sensitivity to neutrons and ionizing ra-
diation, can be possibly assessed for the waveguides. Nevertheless copper
must be absolutely avoided because it undergoes severe degradation under
neutron irradiation, mostly as regards its electrical conductivity. Precipita-
tion hardened or dispersion strengthened copper alloys like Cu-Al2O3 and
CuCrZr solve the problem of copper swelling and loss of electrical conduc-
tivity under irradiation: CuCrZr was indeed foreseen for the LH antenna
of ITER. Unfortunately these alloys are still too prone to activation and
they must be banned in DEMO: if an irradiation condition of 5 years in
the first wall is considered, after 100 years these alloys will be still above
the high level waste limit. Alternatives have to be investigated starting for
example from tungsten, aluminium and gold: they are also activated but
were found to loose activation more quickly than copper [191]. As for the
technological feasibility of a W coating on a first wall structure of low ac-
tivation stainless steel, plasma spray coating experiments were carried out
on EUROFER. Through the deposition of a mixed interlayer deposited by
simultaneous spraying of EUROFER and W powder, excellent adhesion of
the subsequently deposited W layer was achieved [187].

Concerning coolant, both water and helium can operate in DEMO envi-
ronment; the choice between them depends on the required cooling efficiency.

A few words can be finally spent about RF windows: the choice of
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material has been already addressed in a section 4.2.3, here the impact of
neutron issues on the launcher design is instead discussed. Even taking into
account the sole irradiation period till the first shutdown for blanket and
divertor exchange, the displacement per atom at the outboard first wall is
at least 6 times higher than in ITER. If a LH launcher identical to the one
of ITER were used in DEMO, neutrons would surely damage RF windows
because, in that design, owing to the severe space requirement, just 400 mm
were available for neutron shield, leading to a calculated neutron fluence
slightly lower than 1020 n/m2, i.e. barely enough to prevent window damage.
Surely space requirements for DEMO will be much less severe than in ITER,
but neutron fluxes will be higher too and shorter RF solutions must be
designed for the launcher to save room for the neutron shield. Furthermore,
unlike EC systems where there is more flexibility in designing the beam
path, at LH frequencies doglegs and bends, being beneficial for shielding
neutrons, significantly complicate the design.
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4.3 Transmission Line of a LH System for DEMO

4.3.1 Guiding structures

Rectangular and circular waveguides stand out against other guiding struc-
tures for their low attenuation and high power-handling capability. On one
hand they are available as off-the-shelf products in a number of standard di-
mensions, deterring from the use of unconventional solutions. On the other
hand, they must be employed outside the frequency range they are intended
to. It follows that waveguides are overmoded and one can benefit from
adopting off-the-shelf products just for the straight sections of the transmis-
sion line, where the mode conversion, even at flanges, is almost negligible.
As for the rest, the designer has to cope with several, usually uncommon,
problems, which wipe out the possibility of employing standard products
and ask for unconventional solutions and components, as respectively hap-
pens for bends and mode filters. As a general rule the number of spurious
modes, i.e. propagating modes other than the operational one, has to be
reduced as much as possible to limit accidental conversion losses.

Besides rectangular and circular waveguides, there is a third option rep-
resented by the so-called Tallguidesr [192]. They are precision rectangular
oversized waveguides, meant to work with the TE01 mode in an overmoded
regime and primarily employed in satellite earth station uplinks and radars.
Together with their low transmission loss and high power-handling capa-
bility, being respectively 10 times lower and 5 times higher than ordinary
WR-type waveguide, Tallguides are provided with all necessary transitions,
bends, twists and mode suppressors, whose quality control manufacturing
standards are certified under ISO 9001:2008.

Among the different options reported in relevant data sheets, the TG215
(inner dimensions = 54.6 mm × 111.8 mm) is the most suitable one for
the LHCD of DEMO; its features have been compared at 5 GHz to those
of standard circular and rectangular waveguides. Circular waveguides are
supposed to work with the TE01 mode that is not the fundamental one,
but it allows an efficient transmission of high RF power over long distance
because its attenuation drops rapidly as the diameter increases, making it
the lowest-loss mode. Similarly, rectangular waveguides are supposed to
work with the mode that achieves the lowest ohmic losses, namely the TE10

mode, which is also the fundamental one.

The comparison is shown in Fig. 4.22 in terms of transmission loss and
power-handling capability. The former is expressed through the length of
a straight waveguide section, at which the input power is attenuated to
95% by C10100 (also known as OFE) copper. The latter refers to the peak
power limit owing to air breakdown at room temperature and sea level.
The TG215 exhibits much better properties than the standard rectangular
waveguide working in the same frequency band, namely the WR137 with
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Figure 4.22: y-axis: power-carrying capacity calculated according to [193]
when breakdown E-field = 3×106 V/m, power safety factor = 2 and VSWR
= 1.2. x-axis: straight line length leading to a 5% of attenuation [33] due to
C10100 copper (i.e. about 101% IACS). Calculations at 5 GHz for different
waveguides identified by their code.

power capacity = 0.7 MW and line length at 5% attenuation = 2.5 m. Nev-
ertheless it does not suffice for the LHCD system in DEMO, when assuming
a maximum attenuation of 5% along the transmission lines as a require-
ment and considering that, in ITER, the LHCD launcher is further than 50
m from the klystrons. Less severe conditions in DEMO than in ITER are
unlikely.

Accordingly the use of the C16 results the best trade-off between the
needs of reducing the attenuation losses and lowering the number of modes
above cutoff at 5 GHz. With this standard waveguide an attenuation loss of
5% is achieved after about 100 m, which represents a good margin for bearing
addition losses from other components like flanges, bends and converters.
Some margin might be alternatively used to replace copper waveguides with
lighter and cheaper aluminium ones allowing line lengths of about 70 m. The
number of transmission lines cannot be supposed yet: a MTL consisting in
one waveguide per klystron wouldy simplify the design since there would be
no need for combining the outputs of two or more RF sources. Nevertheless
constraints dictated by space availability could prevent from adopting this
solution.

A few words must be spent about the simulation setup for microwave
ports with circular cross section, because the correct calculation of the cou-
pling between modes and the proper convergence of the results need all
propagating modes to be considered. Unlike rectangular waveguides, in the
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C18 C16 C14

Waveguide radius [mm] 57.3 67.1 78.5

Modes above cutoff 10 15 18

TE01 propagation constant [m−1] 80.6 87.8 92.7

TE01 guided wavelength [mm] 78 71.6 67.8

TE01 attenuation [dB/m] 0.0039 0.0023 0.0013

Table 4.8: Main parameters of some standard circular waveguides at 5 GHz.

circular ones, most of the modes have a corresponding degenerate counter-
part, taken with different polarization. It follows that the actual number
of orthogonal modes propagating in the C16 at 5 GHz is not 15, but 26,
which is almost at the upper limit of what can be currently analysed with
commercial simulation tools running on ordinary workstations. Worldwide
used softwares like CST MICROWAVE STUDIO (MWS) require plenty of
CPU time to solve such overmoded structures and another software like
HFSS is even internally limited to support a maximum of 25 modes for each
microwave port. The prediction of RF performance for C14-based compo-
nents may instead require either cutting-edge computational resources or
dedicated modelling activity. The main parameters of the C16 waveguide
at 5 GHz have been reported in Table 4.8 together with the ones of the C18
and C14 for comparison. For preliminary calculations, one can simulate few
modes and get approximate results, but this is not the aim of the present
study. Here tricks that allow bypassing the issue, taking advantage of the
particular component to be studied, are presented together with possible
ways of fully overcoming the problem.

Waveguide compliance with power-handling capability requirements in
terms of average and peak power has to be eventually taken into account.
Both issues are common matters of high-power, continuous wave transmis-
sion lines and conventional solutions exist. On one hand, the average power
causes heating by ohmic losses on the conductors, leading to a temperature
increase, which puts an upper bound to the power capacity of a waveg-
uide in steady-state conditions. This limit can be enhanced by employing
waveguides provided with forced cooling or cooling fins. On the other hand,
the peak power, being responsible for arcing phenomena, puts some con-
straint on waveguide cross-section. This constraint can be reduced, without
affecting the transmission properties of the structure, by pressurizing the
waveguide at 2÷3 bar with high electrical rigidity gases like dry air or SF6.
The latter is particularly suitable to quench arcs due to its ability to cap-
ture electrons and absorb their energy; in addition it can fully recover its
insulating properties after the arc extinction, healing by itself the chemical
decomposition caused by the discharge.
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4.3.2 Bends

A computational trick for bent waveguides consists in employing simula-
tion tools that allow exciting the waveguide port with a single mode, while
considering the other propagating modes that flow out of the structure. It
means that a single column of the scattering matrix is calculated without
encountering convergence issues or accuracy reduction, because the possible
conversions of the excited mode into the undesired ones are fully considered.
It is worth pointing out that some software only allows the computation of
the entire scattering matrix.

The proposed approach is justified by the fact that the main figure-of-
merit for bends is their efficiency, i.e., in the present case, the ratio between
the output power carried by the TE01 mode and the input power of the
same mode. In general waveguide curves are assumed to be fed by a pure
TE01 mode and their behaviour when excited by other modes is a minor
concern, which does not lead to design requirements. Just to give an idea
of the simulation times to deal with, a solver run of CST MWS for a 90
deg bend with smooth walls and constant curvature radius of 1 m, using
standard accuracy and computing a single column of the scattering matrix
at 5 GHz, takes about 30 minutes on a desktop computer with a 64-bit
quad-core processor at 3.07 GHz and 12 GB of RAM.

Overview of possible candidates

The study of the effect of curvature on the propagation of the TE01 mode in
waveguides of circular cross-section drew particular attention in the 1950s,
when this kind of transmission was a promising candidate for long-distance
communication. In that frame much work was produced; it was mainly theo-
retical since the computer diffusion and the computational electromagnetics
were still far from their breakthrough. Most of the alternatives to smooth-
wall bends were proposed from the 1950s till the mid of 1960s, when the
problem of bends was almost abandoned because optical fibres were proven
to be more efficient and cost-effective than oversized circular waveguides.
From 1990s on, overmoded waveguides have undergone renewed interest,
mostly in connection with linear colliders and large-size tokamaks. In this
context, researchers focused on different issues from the ones of 30 years be-
fore, since their major objective was (and still is) the efficient transmission
of a large amount of energy rather than information. Parameters like power-
handling capability of the component, rather than its bandwidth, drove the
proposal of other innovative bend concepts. In this situation, full advantage
was taken from the recent developments in computational capabilities and
numerical techniques.

A wide bibliographic investigation has been carried out and a summary
of the different approaches is given in the following.
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• Jouguet angle. A pioneering paper by Jouguet [194] demonstrated
the existence of a critical angle at which the TE01 mode totally con-
verts into the TM11, i.e.

θc =
π

2.32

λ0

a

being a the waveguide radius and λ0 the free-space wavelength. By
doubling this angle a perfect TE01 transmission should take place.
Such a solution is easy-to-implement, but scientific literature is some-
what contradictory about its effectiveness. On one side experimental
verification was given [195], but, on the other side, some studies showed
that Jouguet’s result only works in case of weak coupling (curvature
radius � waveguide diameter) [196] and that conductor losses [197],
as well as additional parasitic conversions (TE01 into TE11 and TM11

into both TE21 and TM21) [198], affect the expected performance.

• Degeneracy removal. This approach aims at removing the strong
coupling between the TE01 and TM11 modes due to the fact that they
are degenerate. Two techniques are especially effective in degeneracy
removal: corrugations and ellipticity [197]. As for the former, the TE01

mode propagates in a corrugated waveguide nearly as in the smooth-
wall pipe, whereas the TM11 mode experiences additional loading due
to the radial grooves. With this option, straight and curved waveguide
sections can be directly connected through flanges; besides the realiza-
tion of corrugated waveguides is a standard process. As for the second
technique, suitable transitions from circular to elliptical cross-section
are necessary and the use of slightly elliptical waveguides throughout
the path of the MTL is not suggested because an eccentricity of 0.3
results in a 25% to 35% higher heat loss than in the circular waveguide.
Both corrugations and ellipticity were proven to work well when the
curvature radius is much greater than the waveguide diameter, while
there is no evidence of their effectiveness when the two parameters
have comparable values.

• Normal mode. This technique [197] consists in transforming the
TE01 mode into a normal mode of the curved region, which can prop-
agate ideally uncoupled across bends of arbitrary length, e.g. the TM11

mode with polarization perpendicular to the bending plane. This con-
cept relies on standard, smooth-wall, round curves, but it asks for
mode transducers. For example half a cylinder of low-loss dielectric
material with εr close to one can accomplish the required conversion.
Alternatively two Jouguet-angle bends can perform it if placed out
of the plane of the main curve. Similar solutions in a single plane
need instead a rotation of the polarization, achievable with a section
of elliptical waveguide or longitudinal, diametrical, dielectric sheets.
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• Dissipation. If an infinite number of ideal TM11 mode absorbers were
inserted along a bend, the TE01 bend loss would approach zero. Dis-
sipative structures acting on the TM11 produce a similar effect [197].
Examples are longitudinal diametrical resistive sheets, longitudinal re-
sistive rods and closely spaced copper rings in a lossy housing.

• Constant wavefront. Efficient bends can be realized if the wavefront
of the TE01 remains radial with respect to the centre of curvature [199].
Two practical implementations of this concept were proposed: a suit-
able variation of the permittivity of the dielectric medium inside the
waveguide over its cross-section and a variation of the surface reac-
tance of the guide around its circumference, e.g. with circumferential
dielectric-loaded grooves hosting coaxial modes. The first option has
to be ruled out because of the aforementioned reason, while the second
one can be taken into account for a deeper assessment.

• Longitudinal slots. A curved waveguide structure with negligible
coupling between the TE01 mode and other propagating modes can be
achieved by means of longitudinal shallow corrugations [200]. They
lower the cutoff frequencies of TE modes, reducing the coupling to the
TM11 mode, whose propagation can be avoided by a proper choice of
the waveguide radius. As a drawback, the condition of large bending
radius compared to waveguide diameter has to be fulfilled to attain sat-
isfactory performance. Furthermore the reduction of waveguide cross-
section implies the use of tapers and the increase of power density.

• Mitre bend. Although mitre bends are mostly employed at mm-
waves, they have been adopted at lower frequencies too. In [201], a
profiled mirror working at 11.424 GHz with ultra-high power (about
600 MW) has been designed for a smooth-wall circular waveguide op-
erating with the TE01 mode. In that circumstance the use of mode
converters was proposed so that the 21% of the power impinging the
mirror is carried by the TE02: this condition allows to have both the
E-field and its derivative equal to zero at the wall. Even without us-
ing converters, tapers are probably required to reach a quasi-optical
operational regime (waveguide radius � wavelength, at least a factor
4), where mitre bends can exhibit satisfactory performance [202]. A
remarkable advantage of mitre bends is their compactness.

• Curvature profile. A variation of the curvature profile across the
bend can adjust mode conversion and recombination, giving high per-
formance. It was proven using different design techniques with 90 deg
bends for corrugated waveguides at 28 GHz, achieving efficiency of
98.7% [203], and for smooth-wall waveguides at 10 and 34.272 GHz,
with efficiencies of 99.98% [204] and 99.9% [205], respectively. In the
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latter case, the curve was manufactured and successfully tested. The
method does not need tapers since waveguide cross-section does not
change. So far it has been applied to higher frequencies, less propa-
gating modes and larger curvature radii than the ones of the LHCD
for DEMO, for which its viability has to be verified.

• Mode recombination. After calculating the eigenfunctions in a
modified cross-section, the bend can be designed so that the phasing
between modes at the end of the curve is the same as at the beginning.
This approach was applied to a 90 deg bend at 11.424 GHz [206] by
introducing two septa and choosing curvature radius and waveguide
cross-section (i.e. diameter, septa width and thickness) that give neg-
ligible mode conversion. A solution based on the same concept and
working at the same frequency was developed making use of a rectan-
gular cross-section [207], where only 4 modes can propagate and their
in-phase recombination at the end of the curve is used. Both curves
employed adiabatic tapers and worked with a single curvature radius.

• Rectangular cross-section. An appealing solution consists in ex-
ploiting an E-plane bend in rectangular waveguide [208]. A single
mode, exhibiting high transmission efficiency across E-plane bends,
is supposed to propagate across the curved path, giving high perfor-
mance components which do not depend on either angle or curvature
radius, but require complicated mode converters. The proposed option
foresaw the use of the TE20 mode in the bent rectangular waveguide
plus two tapers and two converters, based on a cross-shaped section.

Solutions combining more techniques have been also proposed, e.g. a
bend with elliptical cross-section and segmentation into several parts, whose
lengths and curvature radii were optimized [205]. Considering the huge
amount of specific options and general approaches, an exhaustive benchmark
is very demanding; to assess different concepts, a priority based on their
appeal has been thus fixed. For example, the presence of either dielectric-
filled or cumbersome converters should be avoided in the LHCD system for
DEMO. Dielectrics, resistive or conductive structures inside the waveguide
introduce additional losses and increase the risk of electric discharge, while
bulky transitions complicate the side-by-side integration of the transmission
lines. Hence the lowest priority has been assigned to solutions based on such
approaches or suspected of being ineffective or unsuitable for high-power op-
eration. The device bandwidth was not considered in this rating because
the LHCD system for DEMO is an extremely narrow-band application. Fur-
thermore, the actual operative frequency is expected to be almost identical
to the nominal one because the low RF power unit (i.e. the driver) sets it,
while the klystron simply acts like an amplifier.
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Assessment of the most appealing candidates

The effectiveness of the aforementioned approaches has been often demon-
strated both theoretically and experimentally only in the most suitable work-
ing conditions for each particular technique, so as to highlight its strength.
Generally these conditions correspond to curvature radii much larger than
waveguide diameters, while, in practical problems, a point of concern is the
need of bending oversized waveguides over curvature radii almost compara-
ble to the waveguide diameter.

At this stage no information is available about the MTL layout of the
LHCD system in DEMO; hence the present study deals with 90 deg curves,
being the most common and attended angle in the scientific literature. As
for curvature radii, five different values, ranging from 200 mm to 1000 mm
with steps of 200 mm, have been considered. Energy travels from the gen-
erators to the antenna through several waveguides, which must be arranged
in an array, so, by considering an external radius of 100 mm for the connect-
ing flanges, the minimum inter-axis distance between adjacent waveguides
is around 200 mm [209]. This is shown in Figure 4.23, where two possible
integration schemes are depicted: the one relies on straight waveguides with
identical length and bends with different curvature radius, while the other
is the contrary. The latter approach occupies more room, but it requires de-
signing and manufacturing a single, modular bend, usable for any waveguide
of the array.

Three curve concepts have been assessed in addition to the standard
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Figure 4.23: (a) Beam of waveguides arranged in a rectangular array; (b)
bends with constant length of the straight sections; (c) bends with constant
length of the curved sections.

(a) (b) (c) (d) 

Figure 4.24: Types of bends: standard (a), with shaped curvature (b), with
corrugations (c) and with elliptical cross-section (d).
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Figure 4.25: (a) Reference system of the curve. (b) Plots of several f(θ) for
a cosine series of 4 coefficients with random values.

bend with smooth wall and constant curvature radius; all configurations
are shown in Figure 4.24. As explained previously, they have been selected
among many candidates according to some criteria like manufacturability
and compliance with high-power requirements. For each approach the trans-
mission efficiency has been calculated with CST MWS through a two-steps
optimization. A first optimizer (usually the particle swarm optimization) or
an extensive parametric analysis is applied to the whole feasibility domain,
running the simulations with low accuracy to reduce the computation time.
Then a deterministic algorithm, i.e. the trust region framework, is launched
with standard accuracy inside a close neighbourhood of the optimum found
at the previous step.

The first type of bend is based on a C16 waveguide with a shaped cur-
vature profile: the curvature radius is left free to vary along the bend. Its
profile has been optimized, keeping fixed the input and output coordinates
and discarding unfeasible shapes under the simulation or manufacturability
viewpoint. With the notation of Fig. 4.25, the curve profile is expressed
mathematically as follows{

x = Rc(θ) cos(θ)

y = Rc(θ) sin(θ)
with Rc = R0[1 + f(θ)]

where the case with f(θ) = 0 corresponds to the standard rounded curve.
Several mathematical representations of the function f(θ) have been tried,
e.g. Chebyshev polynomials, Fourier series, splines and Lagrange interpola-
tion with different samplings (equidistant nodes, Chebyshev nodes, artificial
zeros). The most suitable one resulted the development as a bilateral Fourier
series with real coefficients according to the following equation:

f(θ)=
N∑

n=−N
cneι4nθ = c0 + 2c1 cos(4θ) + 2c2 cos(8θ) + . . .+ 2cN cos(4Nθ)
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which reduces to a cosine series after enforcing the condition c−n = cn, being
mandatory to achieve both symmetrical bends with respect to their bisector
and soft variation at the boundaries. Some plots of this function with N =
4 and random values of the coefficients are given in Fig. 4.25b; only 3 out
of 4 coefficients are free to vary because f(θ) must vanish at the boundaries:

f(0) = f(π/2) = 0

to assure continuity with input/output straight waveguides. This results in
the following condition relating the coefficients:

c0 = 2(c1 + c2 + c3)

The success of the Fourier representation over its competitors can be ex-
plained by referring to its nature, namely to the fact that its coefficients
are related to the variation speed of the function across the bend. In other
words, the more coefficients are used, the sharper variations are permitted;
the truncation order of the series together with a limitation on coefficient
amplitudes thus allow the attainment of a feasible design. In the present
case a truncation order of 2 has been adopted for curvature radii of 200 mm
and 400 mm, while an additional coefficient has been considered from 600
mm to 1 m; these numbers as well as upper and lower bounds to coefficient
values have been empirically derived.

The second bend option consists of a corrugated waveguide, implement-
ing the approach of degeneracy removal. For this kind of curves, the param-
eters that have been used for the optimization are the corrugation depth,
width and period.

The last bend concept under consideration is the waveguide having el-
liptical cross-section. It requires the design of transitions to pass from a
circular to an elliptical waveguide; these parts have been realized through
an adiabatic transformation of the cross-section. After some preliminary
full-wave analyses, the ellipse came out to be more effective when minor
and major radii respectively lay on and out of the bending plane. These
two parameters, together with the length of the two adiabatic tapers at the
input and output of the bend, have been used as optimization domain.

The outcomes of the optimization are shown in Figure 4.26 in terms of
bend efficiency, together with a side enlargement in dB scale of the values at
the highest curvature radius. Standard curves with smooth wall behave like
mode converters for the considered angle and waveguide radius. Among the
alternatives taken into consideration, corrugated waveguides stand out as
the most promising option with efficiencies ranging from 90% at a curvature
radius of 200 mm to 99% at 1 m. Such results suggest that a minimum cur-
vature radius of 1 or 0.8 m can be attained at most. The major drawbacks
of corrugated waveguide are their weight and cost, which are significantly
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Figure 4.26: Comparison of the TE01 transmission efficiency for smooth-wall
(a), shaped (b), corrugated (c) and elliptical (d) bent waveguides.
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Figure 4.27: Arrangements of the bends with optimized curvature profiles
for an inter-axis distance of 200 mm between waveguides.

raised by the presence of grooves. In comparison to a smooth-wall waveg-
uide, corrugations require higher conductor thickness, i.e. few millimeters
more than the corrugation depth or an even larger margin in the case of
pressurized waveguides to avoid deformations. Bends with elliptical cross-
section also exhibit good results, but they present the disadvantage of re-
quiring two transitions for each curve. Moreover the higher the eccentricity,
the higher the intensity of the electric field along the shorter axis.

In addition to the RF performance and issues like manufacturability,
weight, etc., an important factor to be considered is the possibility of as-
sembling the curves side-by-side in the waveguide beam going from the gen-
erators to the antenna. This is a major concern when using the approach
of Fig. 4.23b adopted in ITER. As example, bends with profiled curvature
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could not be arranged side-by-side with a pitch of 200 mm, but their mini-
mum spacing depends on their profile. For each 0-th order curvature radius,
the optimum values of the coefficients change, leading to different, quite con-
voluted shapes that overlap as depicted in Fig. 4.27. As for the other bends,
different curvature radii always lead to different optimal dimensions, but
without implying integration problems. For the considered geometries, op-
timized corrugations never exceeded 10 mm, thus laying behind the flanges,
while, as regards to elliptical waveguides, the situation is slightly more criti-
cal because, in some cases, the cross-sections of adjacent vertical waveguides
come almost to touch each other.

Bend based on corrugated waveguides

Two alternative configurations of bend with corrugated waveguide have been
also compared. As shown in Fig. 4.28a, they have either ring- or radial-type
corrugations, which have been optimized for different curvature radii, as-
suming that, along the waveguide axis, corrugation width and distance are
equal. The geometry with the lowest bending radius was optimized with
the two-steps approach previously described, whereas only a local optimizer
was run for next configurations, whose curvature radius progressively in-
creases with steps of 37 mm. The Trust Region Framework algorithm is
launched within a close neighbourhood of the optimal point found for the
last optimized geometry.

Results are plotted in Fig. 4.28b showing that efficiencies higher than
97% cannot be achieved for bending radii smaller than 800 mm. The two
configurations exhibit almost identical performance in terms of efficiency, so
that the choice between the two options is mainly dictated by their ease of
manufacturing.

radial-­‐type	
  ring-­‐type	
  
500 600 700 800 900

85

90

95

100

curvature radius [mm]

Ef
fic

ie
nc

y 
[%

]

ring type
radial type

(a)	
   (b)	
  

Figure 4.28: (a) Corrugation with constant width (ring-type) and with con-
stant angular width (radial-type); (b) transmission efficiency of bends with
different kinds of corrugations.
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4.3.3 Converters

Assuming the use of 5 GHz, 500 kW, CW klystrons with output in WR187
and of RF windows with input in WR229, two converters are required to
pass from the TE�10 mode in rectangular waveguide to the TE◦01 mode in
circular waveguide at the beginning of the MTL and to perform the inverse
transformation at its end. The combiners for the double output of the
klystron into a single WR187 have been already developed

Possible candidates to attain the required conversion are the King-type,

WR284	
  

taper in rectangular 
waveguide: 

transition from rectangular 
 to elliptical cross-section: 

straight section of 
elliptical waveguide: 

transition from eliptical 
to circular cross-section: 

Figure 4.29: Geometry of the TE�10 to TE◦01 mode converter.
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the Southworth-type, the coaxial wrap, the modified Southworth-type and
the Marie converters. With the intent of reducing component size, a combi-
nation of different approaches, consisting of a right-angle step and a gradual
transition from rectangular to circular waveguide passing through an ellip-
tical cross-section, has been analysed. The geometry is shown in Fig. 4.29.
After an intense optimization, acceptable performance was attained with a
relatively short device (total length ∼0.57 m), showing the feasibility of this
concept. Only the case with the WR229 was considered because, at the
klystron output, the transition from WR187 to WR229 can be realized with
an adiabatic taper. In such a way, a single bi-directional converter can be
employed at both the beginning and the end of the MTL.

The CEA-ENEA-IPR proposal

A joint activity between ENEA, CEA and IPR was proposed for the devel-
opment of two converters and a 90 deg corrugated bend to be tested at high
power [210]. The task is aimed at verifying the technological readiness of
such components of the MTL for reactor-relevant LH systems and provid-
ing a benchmark for the employed RF design tools. The prototypes, to be
designed (ENEA), manufactured (IPR) and tested (CEA) up to 600 kW for
1000 s, are scaled mock-ups at 3.7 GHz, a frequency that allows the use of
test facilities available at CEA-Cadarache. The main specifications are

• I/O interfaces: at one side, WR284 (72.136 x 34.036 mm2) operating
with the TE10 mode; at the other side, circular waveguide with a
diameter of 181.24 mm. The latter value is obtained by multiplying
the diameter of the C16 standard waveguide (134.112 mm) for the
scaling factor 5/3.7 and rounding the result (90.6162 mm) to the 2nd
decimal digit.

• RF generator: klystron TH2103C [211], frequency = 3700± 2.5 MHz.

• Curvature radius ≤ 1500 mm; a trench of 2200 mm in the experimental
layout sets an upper bound to the available space for the components
under test.

• Materials: bend in ETP copper (σ = 58 MS/m), converters in alu-
minium (σ = 35.6 MS/m).

Two commercial softwares have been adopted for the design: CST MWS
2014 and HFSS v.13, exploiting symmetry planes.

With reference to the converter design, the following objectives have
been considered:

• conversion efficiency ≥ 98% from TE�10 to TE◦01 (S21 > −0.09 dB);

• reflection coefficients ≥ −30 dB (VSWR < 1.07).
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Results from the different electromagnetic solvers are coherent. The four
corners of the rectangular waveguide at the input junction (Fig. 4.29) can
be rounded to reduce the risk of voltage breakdown without affecting RF
performance. The geometrical parameters have been optimized to achieve a
conversion efficiency of −0.087 dB; average losses for an input power of 600
kW are 967 W and the spurious mode with highest amplitude is the TE◦41

(−18.7 dB).

As regards the bend, a simulated transmission efficiency of at least 99%
(S21 > 0.0436 dB) was chosen as target. Such performance was found to
be achievable only with a bending radius of 1400 mm or larger, which also
assures very low reflection of the TE01 mode. Some spurious modes are
also reflected back, but, in the optimized configuration, the total power
coming back to the input port is always lower than −30 dB. A higher level
of spurious modes is instead delivered at the output port, mostly in the form
of the TE11, TM11 and TE41 modes; the latter in particular is around −24
dB according to CST MWS. HFSS predictions of transmission efficiency are
more pessimistic than CST MWS: 98.2% against 99.8%. Losses calculated
with CST MWS are lower than HFSS results, while predicted maximum
E-field is rather similar. Anyhow, predicted values are acceptable.

Ohmic losses cause heating by Joule effect, which, in turn, causes the
mechanical deformation of the curve. This phenomenon has been approxi-
mately investigated with CST MWS by using a conservative convective heat
transfer coefficient of 4 W/(m2K) for solid curves with a copper thickness
of 5 mm, assuming an ambient temperature of 293 K. Thermal conductiv-
ities of air and copper are 0.026 and 401 W/(m·K), respectively. Outward
boundary conditions for the heat flux were assigned to the domain box ex-
cept for the faces in correspondence of the input/output waveguides, where
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Figure 4.30: Magnitude of the mechanical displacement (a) and TE01 trans-
mission (b) with and without deformation due to heating by ohmic losses.
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Figure 4.31: Layout of a high-power test bench; values refer to the TE41.

adiabatic conditions were adopted. The mechanical deformation associated
with the temperature increase is calculated keeping fixed the positions of the
input/output ports. The displacement is essentially radial with the magni-
tude depicted in Fig. 4.30, where the transmission efficiency recalculated in
the deformed structure is also given.

The onset of trapped mode resonances instead represents a major con-
cern of the experimental test setup, the schematic layout of which is given
in Fig. 4.31. If a mixture of TE01 (−0.09 dB) and TE41 (−18.7 dB) is con-
sidered at the input of the bend, the variation of maximum electric field and
ohmic loss is actually negligible, even considering the worst phasing condi-
tions between the two modes. Nevertheless the TE41 passes almost intact
across the bend (S21 ≈ −0.058 dB) and undergoes high reflection at the
output converter (S11 ≈ −1.1 dB). The net effect is that the spurious mode
travels back and forth across the bend setting up a standing wave pattern.
The end-to-end microwave system (two converters + bend) behaves like a
resonator for the TE41 mode, the amplitude of which grows till a saturation
level set by the reflectivity of the converters. This phenomenon, known as
trapped mode resonance, may be dangerous since it entails an increase of
the maximum electric field as well as of ohmic losses.

If the end-to-end microwave system (two converters + bend) is modelled
like a simple resonator, the maximum electric field can be estimated as

Emax =
E0

1− r with r =
√
R ·R

where E0 is the initial E-field amplitude injected by the first converter and
R is reflectivity of the converter for the TE41 mode. By replacing previous
numbers, an amplification Emax/E0 of 4.47 is obtained. This value could be
reduced by employing a mode filter, e.g. inserted between the bend and a
converter. To a first approximation, if the mode filter attenuates the TE41

mode by A = 0.4, we have

r =
√
R ·A ·R ·A

and the field amplification reduces to 1.45, i.e. a factor 3 lower than without
filter. Hence mode filters can attain significant effects even without achiev-
ing total absorption and their employment along the transmission lines of
reactor-relevant LH systems is required.
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4.3.4 Mode filters

Waveguides based on corrugations, partially filled with absorbing material,
must be preferred to damp unwanted modes leaving untouched the inner
part of the waveguide. The geometry of such a filter for circular waveguide
is sketched in Fig. 4.32. Corrugations are defined by four parameters: width
wc, period pc, depth of their vacuum region hcv and absorber depth hca.
The first two parameters are essentially determined by a trade-off between
two counteracting needs, namely maximizing the absorption of unwanted
modes and leaving the TE01 mode as untouched as possible. The latter two
dimensions instead mostly affect the damping behaviour of the device.

The LH systems of present-day tokamaks are not equipped with mode
filters because they have shorter and essentially straight transmission lines:
the lengths of the MTL are about 20, 30 and something more than 30 meters
in Tore Supra, FTU and JET, respectively. Despite the increasing attention
recently paid to these components [212, 209], the scientific literature on the
topic is scarce and the lack of specific tools as well as simple design formulas
is still an issue.

An R&D activity is needed, aimed at (i) investigating the peak and
average power handling capability of these components and (ii) studying the
relation between RF performances and corrugation geometrical dimensions.
As for the former item, a multi-physics analysis with COMSOL Multiphysics
has been carried out, showing that, in stationary conditions and natural
convection, excessively high temperatures (> 1000 K) are reached for a
small amount of power (1%) carried by spurious modes. Heat exchangers
and forced cooling are thus mandatory to dissipate microwave heating.

Concerning the second task, a good figure-of-merit is the absorption of
a given mode when passing through the filter; the full scattering matrix has
to be computed to derive the absorption. A modelling activity has been
thus undertaken, following the modal approach of section 3.4, to overcome
intrinsic limitations of tools based on volumetric electromagnetic solvers.

pc wc 

hca 

hcv 

side/top view front view 

2a 

vacuum 

absorber 

Figure 4.32: Geometry of a mode filter for circular waveguide operating with
the TE01 mode.
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Materials

The choice of the absorbing materials that partially fills filter corrugations
can be reasonably addressed toward silicon carbide, as proposed for the
same component of the ITER LHCD system. silicon carbide (SiC) is a non-
oxide ceramic. The high thermal conductivity coupled with low thermal
expansion and high strength gives this material exceptional thermal shock
resistant qualities. Furthermore it experiences no phase transitions that
would cause discontinuities in thermal expansion: sublimation temperature
is approximately 2700 ◦C. It also has other exclusive properties such as high
hardness, chemical stability, oxidation resistance, high erosion resistance,
high electric field breakdown strength and high maximum current density.
All of these quantities make SiC a perfect candidate for high power, high
temperature electronic devices: it can be used up to 1600 ◦C [213, 214].

The employment of SiC as microwave absorber stands out to be a well-
documented application within the scientific literature [215, 216]. Pure sil-
icon carbide actually presents low dielectric properties that give barely the
capacity to dissipate microwave power: εr = 8.32 and tan δ = 0.12 at 10
GHz as reported in [217]. This limit can be overcome by using diverse tech-
niques such as surface modification by electroless nickel plating [218] and
doping procedures by combustion [219] or laser-induced gas-phase reaction
[220]. Synthesized nano-SiC power can indeed enhance real and imaginary
electric permittivity to a great extent. Here, SiC is assumed to have εr =
13.5 and tan δ = 0.44, being the same dielectric properties used in [160].
The remaining part of the filter can be made of copper.

Modelling

The starting point consists in expressing the fields in the four regions indi-
cated in Fig. 4.33 with Roman numerals. The first two are homogeneous
semi-infinite circular waveguides, where the electromagnetic field can be
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Figure 4.33: Geometry of a circular waveguide with a concentrical junction.
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written like a summation of TE and TM modes similarly to (3.21) but using
cylindrical coordinates:

EI,II =

N1∑
i=1

f I,II

i (z) eI
ti(ρ, φ) + gI,II

i (z) eI
zi(ρ, φ)

HI,II =

N1∑
i=1

gI,II

i (z) hI
ti(ρ, φ) + f I,II

i (z) hI
zi(ρ, φ)

(4.5)

The functions f(z) and g(z) are defined as in (3.22) and (3.23) with wc in
place of ac, while the field components and the eigenfunctions are given in
(3.24) and (2.42), respectively.

In region III, the electromagnetic field can be written as a summation of
TEz and TMz modes, corresponding to direct and reflected radial waves, i.e.
waves that travel in the ±ρ direction. The field variation in radial direction
is expressed with the j-th order Hankel functions of the 1st and 2nd kind,
while the propagation constants are

βρ = ±
√
ω2µε−

(
pπ

wc

)2

(4.6)

Modes are defined by the following potential functions

Fzqp =
[
C+
qpH

(1)
q (βρρ) + C−qpH

(2)
q (βρρ)

]
cos(qφ) sin

(
pπ

wc
z

)
(4.7)

for TE modes with q = 1, 2, 3, . . . and p = 1, 2, 3, . . ., and

Azqp =
[
C+
qpH

(1)
q (βρρ) + C−qpH

(2)
q (βρρ)

]
cos(qφ) cos

(
pπ

wc
z

)
(4.8)

for TM modes with q = 0, 1, 2, . . . and p = 0, 1, 2, . . .. By inserting the lat-
ter equations inside the general formulas relating fields to vector potentials
[221] and introducing proper normalization factors, the expression of the
electromagnetic field in region III is obtained. By characterizing the equa-
tions with the data of an absorbing material in place of vacuum, the fields
in the lossy dielectrics can be also written.

For region IV, according to the resonator method, the superposition of
three suitably chosen standing wave solutions is considered:

EV = EV(1) + EV(2) + EV(3)

HV = HV(1) + HV(2) + HV(3)
(4.9)

where the sets are defined similarly to (3.25).
Once the field expressions for all the four regions are available, the tan-

gential components of their electric and magnetic fields have to be matched
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Figure 4.34: Absorption versus hca for two modes at 5 GHz in a filter with
one corrugation, a = 25 mm, wc = 5 mm, hcv = 10 mm, input power = 1
W per mode, SiC as absorber.
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Figure 4.35: Comparison between the reflection and transmission self-terms
of the scattering matrix, computed by different tools at 5 GHz for the ge-
ometry of Fig. 3.5.

along the three boundary interfaces. The enforcement of mode orthogonal-
ity allows obtaining a linear system, from which the relationship between
the modal amplitude coefficients of the three semi-infinite waveguides can
be derived to result in the generalized scattering matrix of the structure. If
the corrugation ended with a conductor or it were partially filled with an
absorber, further equations would be added to the linear system.

The aforementioned model has been coded in Mathematica and vali-
dated against other tools for simple structures working at 5 GHz. A pre-
liminary benchmark with HFSS has been carried out in terms of absorbed
power, considering a circular waveguide with a = 25 mm and a single cor-
rugation with wc = 5 mm and hcv = 10 mm. The waveguide only supports
two propagating modes: the TE11 and the TM01. The absorber depth hca
has been varied; the comparison in Fig. 4.34 reveals a very good agreement.
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Figure 4.36: Comparison between the frequency behaviour of S11 and S21

for the TE01 mode, computed by different tools for the geometry of Fig. 3.5.

Tool # cores user time [s]

CST (frequency solver) 2 11344

HFSS v.11 1 4443

Standard mode-matching 1 230

Modified mode-matching 1 2850

Table 4.9: Solver times [s].

Then the cascade of scattering matrices has been coded and the test
geometry of Fig. 3.5 has been simulated. The comparison has been car-
ried out in terms of the scattering parameters S1:i,1:i and S2:i,1:i, namely
by feeding a port with the i-th mode and looking at both ports the wave
amplitude of the same mode. The outcome is shown in Fig. 4.35: apart
from a couple of transmission coefficients, the proposed method, indicated
as “MM modified”, presents a good agreement with the most reliable results,
i.e. the ones from the standard mode-matching technique and CST MWS.
The latter always agree, while HFSS simulations stopped without reaching
convergence after 15 adaptation passes. The cross-terms of the scattering
matrix, namely the coupling between modes in reflection and transmission,
were not compared because they are less significant.

A frequency sweep has been also performed with the same tools. Results
are overlapped in Fig. 4.36 for the reflection and transmission coefficients
of the TE01 mode. HFSS misses the resonance that the other tools find
at slightly different frequencies; indeed its calculations were stopped after
15 adaptive steps without reaching the convergence. A denser or adaptive
sampling of the frequency band would significantly improve the curve, but
the constant frequency step of 10 MHz was chosen to better compare the
computation times of the tools. Relevant data, obtained with an INTEL R©

CoreTM 2 Duo at 2.53 GHz and a RAM of 4 GB, are reported in Table
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Figure 4.37: Comparison between the scattering parameters
S(port):(mode),(port):(mode), computed by different tools at 5 GHz for a
filter with 4 corrugations and parameters as in Fig. 4.34.

4.9: modal approaches outrank volumetric solvers. Moreover they exhibit a
better scaling with the electrical dimensions of the structure, looking very
promising for larger geometries than the present example. The fastest tech-
nique is the standard mode-matching because the integrals in its formulation
were put in closed form; nevertheless this method cannot be directly applied
to dielectric-filled corrugations. The modified mode-matching can be used
instead for mode filters; the code we used here can be greatly improved
looking for a symbolic solution of the integrals to bypass their numerical
integration. In general, the development of a code allows possibilities of
enhancement which are not allowed in commercial tools, like for example
the parallelization or the seamless integration with advanced optimizers.

A last benchmark has been carried out using a geometry similar to the
fist test of Fig. 4.34, but with 4 corrugations. The coupling between modes
is negligible so only the self-terms of the scattering matrix have been com-
pared in terms of both magnitude and phase. As shown in Fig. 4.37, a very
good agreement has been obtained, mostly between CST MWS and our
method, whereas HFSS presents minor deviations, despite the convergence
was reached for this structure. The mean square errors relevant to the am-
plitude of the scattering parameters of the 4× 4 matrix are 5.6× 10−7 and
5.6× 10−3 for CST MWS and HFSS, respectively.

The validation was aimed at proving the viability of the modal approach
for mode filters based on corrugated circular waveguides. The purpose has
been accomplished, but it is worth pointing out that the modal analysis
is not intended to utterly replace commercial CADs. The latter are multi
purpose simulation tools preserving a larger flexibility in drawing geome-
tries as well as high accuracy and reliability; they are mostly useful after a
preliminary optimization for fine adjustments.



Conclusions

We have considered both radiating and guiding structures, where the elec-
tromagnetic field is expressed through the eigenmodes of the wave equation
in those specific geometrical systems. Although the structures that have
been considered present substantial differences and are conceived for dis-
tinct applications, they share the common feature of being studied taking
full advantage of their modal behaviour. The latter has been successfully ex-
ploited to build up effective tools for the analysis and design of these devices
and to acquire insight on their physical mechanisms.

More precisely, as far as the design of antennas working with lattice
modes is concerned, the eigenfunctions of the Bloch waves have been con-
sidered rather than their eigenvalues as usually done so far. The key concepts
of these antennas have been illustrated by referring to the square lattice of
dielectric rods that, in its two-dimensional approximation, can be effectively
addressed by means of a cylindrical wave approach. Antennas working with
modes in either the dielectric or the air band have been presented, demon-
strating that lattices with very low index contrast can be profitably em-
ployed if the electric field pattern of particular eigenmodes is exploited in a
proper fashion. Common materials of 3D printers such as ABS, can be thus
used to realize cheap, easy-to-fabricate periodic structures, able to shape
the emission of primary radiators with low directivity.

Despite such materials exhibit high loss tangent, antennas relying on
the eigenmodes of the air band achieve high radiation efficiency, being the
electric field mostly localized outside the dielectric cylinders. This property
has been highlighted by comparing this kind of structures with the resonator
antennas for both triangular and square arrangements of Alumina rods.
In this benchmark, two-dimensional and finite-height geometries have been
considered, showing that the method based on Bloch waves is more directive
for compact structures, whereas the other method is more suitable to low-
profile configurations.

In EBG antennas based on Bloch waves, the position of the source plays
a major role. The amplitude of the excited modes is proportional to the
eigenfunction of their electric field taken at the point where the radiator is
placed. A code implementing the PWE method has been enhanced to ad-
dress these mechanisms. When working at the lower edge of the air band in
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square lattices of dielectric cylinders in a vacuum, two degenerate modes can
propagate; their excitation can be controlled by playing with the position of
the source within the primitive cell of the lattice. Two configurations of a
dual-feed antenna based on this behaviour have been analysed in terms of ra-
diation and electrical properties. The EBG structure improves the radiation
performance of the primary radiators while keeping them rather uncoupled,
although they are less than a wavelength apart. Possible future develop-
ments of this type of antenna are the study of TE modes, triangular lattices
or complementary structures with air holes in a dielectric background.

With reference to metallic waveguides, we have addressed extreme op-
erational regimes, where the number of propagating modes is higher than
usual. The performance of these devices is hard to be predicted with the
common algorithms of computational electromagnetics that mesh the sim-
ulation domain. We have thus reported the solid mathematical framework
that is at the basis of two successful modal approaches, i.e. the coupled-mode
theory and the mode-matching method. To the best of our knowledge, both
techniques have been enhanced to perform calculations beyond the state of
the art.

The coupled-mode theory can effectively deal with variations in the
waveguide cross-section under the approximation of small perturbation com-
pared to waveguide size and wavelength. This approach is suitable to study
Bragg reflectors and cavities based on such mirrors in highly oversized guid-
ing structures. In particular, a rigorous calculation of diffractive and ohmic
quality factors is described; it provides more reliable and accurate results in
comparison to approximate formulas reported in literature.

The mode-matching method can perform full-wave calculations of the
Bragg resonator if single excitation modes are considered, but it is less
suitable than the coupled-mode theory when beat-wave converters must be
analysed. We have mostly proven its effectiveness, in combination with the
resonator technique, to address corrugation-based mode filters. The calcu-
lation of the scattering parameters reduces to the evaluation of the closed-
form expressions of the surface integrals and some matrix algebra operations.
Compared to a commercial solver, the semi-analytical modal approach al-
lows a shorter execution time, facilitating the use of global optimization
techniques such as the PSO as shown with several examples. Simple models
of a corrugation have been built up to acquire a better understanding of the
physical phenomena that take place and to provide guidelines for designers.
Slot position and cross-section determine the excitation of the corrugations,
while their behaviour as absorbers can be expressed through an analytical
matrix term. A careful investigation of this term, aimed at identifying new,
enhanced configurations, represents a possible continuation of this work.

Finally some fields of application where previous approaches are useful
have been presented. In details, the development of a 250 GHz cyclotron
auto-resonance maser has been considered by detailing the design of the
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resonant cavity based on Bragg reflectors. The dependences on geometri-
cal dimensions and mode order have been clarified before choosing for the
project a resonator with total length of 690 mm, diameter of 15 mm and
Q-factor of 4000 for the TE82 mode.

Then the technological needs and issues, associated with the develop-
ment of a lower hybrid (5 GHz) system for reactor-relevant tokamaks, have
been discussed. The materials of the launcher, facing the harshest nuclear
environment, represent the most critical engineering issues. Some compo-
nents of the main transmission lines also require substantial research and
development, despite significant steps in these direction have been already
performed and presented in this dissertation. In particular some prototypes
of converters and bends must be built and tested at high-power, while mode
filters still need the enhancement of their numerical modelling.



Symbols and Acronyms

2D two-dimensional

3D three-dimensional

ABS acrylonitrile butadiene styrene

CAD computer-aided design

CARM cyclotron auto-resonance maser

CD current drive

CEA commissariat à l’energie atomique et aux energies alternatives

CFC carbon-fibre-composites

CVD chemical vapour deposition

CW continuous wave

CWA cylindrical wave approach

DEMO demonstration power plant

E-field electric field

EBG electromagnetic bang-gap

EC electron cyclotron

ECCD electron cyclotron current drive

ECRF electron cyclotron resonance frequency

ECRH electron cyclotron resonance heating

EFBC electric field boundary condition

EFDA European fusion development agreement

ELM edge-localized mode

ENEA Italian national agency for new technologies, energy and sus-
tainable economic development

ENZ epsilon near zero

ETP electrolytic-tough-pitch

FAM full active multijunction

FDTD finite-difference time-domain

FEM finite element method

FIT finite integration technique

FTU Frascati tokamak upgrade
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FWHM full width half maximum

GSM generalized scattering matrix

H-field magnetic field

H&CD heating and current drive

HPBW half-power beam width

HVPS high voltage power supply

I/O input and output

IBZ irreducible Brillouin zone

ICRF ion cyclotron resonance frequency

IFMIF international fusion materials irradiation facility

IPR Indian institute for plasma research

ITER international tokamak experimental reactor

LH lower hybrid

LHCD lower hybrid current drive

MASER microwave amplification by stimulated emission of radiation

MFBC magnetic field boundary condition

MHD magnetohydrodynamics

MM mode-matching

MTL main transmission line

MWS MICROWAVE STUDIO

NWL neutron wall loading

OFE oxygen-free electronic

PAM passive active multijunction

PEC perfect electric conductor

PI parametric instability

PMC perfect magnetic conductor

PWE plane wave expansion

R&D research and development

RF radio-frequency

SLL side lobe level

SOL scrape-off layer
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