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Abstract in Italiano

In questa tesi viene descritta la mia attivitaidenca svolta durante il corso di dottorato in
Elaborazione Elettronica del Segnale Audio. Durantesti tre anni ho sviluppato il quadro di
riferimento teorico in questo ambito realizzando giverse applicazioni pratiche che vengono
riportate in dettaglio nei capitoli seguenti dopo’introduzione generale (Capitolo II). In
particolare sono stati sviluppati i concetti seduen

Nel terzo capitolo viene presentato un sistema drchatura digitale audio che
permette la valutazione della qualita di una trasione in sistemi di comunicazione di
terza generazione senza influire sul payload deitetwti inviati né tantomeno
peggiorare la qualita dei contenuti musicali trassnesviluppato durante il primo anno
di corso presso il dipartimento di Elettronica Apata dell’'Universita di RomaTre. |
risultati raggiunti confermano l'efficacia del €sta e ne permettono I'applicazione in
sistemi di comunicazione radio mobile di terza ganene (UMTS) e internet WIFI
(IEEE 802.11).

In particolare un watermark fragile viene insetit@mmite tecniche spread-spectrum nel
dominio DCT allinterno della regione delle freqzen medio-alte dei frame del
segnale musicale. Il principio base dell'idea cstesnell'ipotesi che, poiché marchio e
segnale audio marchiato sono entrambi sottopode alesse operazioni di
codifica/decodifica e viaggiano sullo stesso candietrasmissione, il livello di
degradazione del watermark dopo la ricezione & asippessere proporzionale al
livello di deteriorazione subita dal segnale audtesso. In ricezione e infatti a
disposizione la versione originale del marchio (ageun payload trascurabile): una
volta estratti i watermark ricevuti dai frame defjmale audio, questi vengono mediati
di modo da ottenere un'unica versione del mardbastruito che puo' essere utilizzato
come riferimento per il calcolo del QoS (QualitySdrvice) della trasmissione.

Infatti, mentre 'uso del PEAQ (Perceptual Evalatf Audio Quality, standard ITU
BS-1387) e stato utilizzato per provare l'effetta@mpleta trasparenza del marchio
all'udito umano, i risultati delle sperimentazioestimoniano la sensibilita del sistema
di marchiatura fragile proposto nell'ottenere uriana blind della bonta della
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comunicazione: I'errore quadratico medio del mar¢NSE), difatti, non solo si rivela

essere proporzionale al numero di errori introddtl canale, ma é strettamente
proporzionale all'errore quadratico medio del ségm@audio rivevuto in cui é stato

inserito.

Nel periodo da visiting student presso il Signabdessing Lab della University of
Cambridge (UK), ho implementato e verificato le gtezioni di un Phase Vocoder
Probabilistico applicato alla ricostruzione dei @aomi andati perduti all’interno di un
file musicale. Nel quarto capitolo viene illustrabome questa applicazione abbia
prestazioni incoraggianti per quel che riguardastima di informazioni musicali a
contenuto informativo residuo nullo tramite strunedi calcolo probabilistico

bayesiano.
Dopo aver utilizzato il Phase Vocoder come modgkmerativo del segnale audio,
viene definita la versione stocastica dello spadio stato. Il Phase Vocoder

Probabilistico permette I'applicazione di un figggo di Kalman e di uno smoothing
secondo le equazioni di Rauch-Tung-Striebel. Liwfigm di Expectation
Maximization permette la derivazione di una procaducorsiva che permette infine
di stimare iterativamente tramiteaximum likelihood parametri del suddetto spazio
di stato che meglio approssimano i campioni mamcant

Infine presso il Fraunhofer Institut di Magdeburg Germania ho sviluppato delle
ricerche sul tema “Interaction of Sound in Virtiality”. In questo contesto:

0 Ho sviluppato e testato la funzione audio dellatafarma grafica per realta
virtuale, elaborata dal Virtual Development and ifireg Centre in seno
all'lstituto stesso, che permette in maniera adgjlettenere suoni 3D all'interno
di scenari virtuali (capitolo V).

La core function & implementata utilizzando I'APpe&DAL in maniera da
rendere la realizzazione di contesti sonori viituahe si integrano con la
rispettiva rappresentazione visiva, intuitiva maeshpo stesso completa per la
creazione e diffusione tridimensionale del segnateistico. Per quanto
riguarda il punto di vista del fruitore degli scanartuali, la spazializzazione
del suono é implementata in maniera efficace dionade che I'elaborazione
sonora avviene in real-time, anche con hardwaredasalicato. L’Audio Core
Function permette usi innovativi del suono in ragentazioni 3D, testati
tramite diversi scenari virtuali qui di seguitooiati.

0 Ho ideato e implementato il workflow per un plugoche permetta di
visualizzare nello spazio virtuale (in particolaadi’interno della Digital
Factory) il campo acustico, simulato in manieraefedia efficienti strumenti di
CAE appositi, generato da macchinari industriapftolo VI).

Il livello di pressione sonora (SPL) viene calcolan maniera fedele tramite
accurate simulazioni ed elaborati strumenti di@alecicorrendo al Boundary e
Finite Element Methods. | valori di SPL ottenutitatmine dell'analisi acustica
possono venire importati facilmente dalla piattafardi Realta Virtuale, poiché
vengono salvati in formato altamente editabile.glresto modo € possibilie
verificare in 3 dimensioni la conformita di progett nuovi siti industriali alle

norme sulle soglie di rumore in ambienti lavoratevi apportare eventuali
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correzioni (applicando anche tecniche di Active ¢oControl, ANC), prima
che la fabbrica sia concretamente realizzata.

L’attivita di ricerca da me svolta durante il dotito e stata oggetto di presentazioni in
conferenze internazionali (quali la IEEE Europe&n8 Processing Conference 2006 a Firenze
o I'lEEE Workshop on Application of Signal Procession Audio and Acoustics 2007 a New
Paltz, New York) e ha mostrato I'efficacia dellerieche di DSP per quanto riguarda il segnale
audio.

Nella societa odierna in cui si sovraccaricanonissee quindi anche e soprattutto l'udito- di
contenuti informativi, una migliore gestione dehtenuto dell'informazione sonora puo dunque
essere una chiave per un progresso che aiutiieffietente a vivere meglio.

~11~
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Introduction

This thesis about Digital Signal Processing (DS#liad to the audio signal is the outcome
of three years of researches | carried out ancea keerest for music and audio in general.

Scientific investigations and passion for music enhavixed together in my PhD topic. This
implies the acquisition of the analog (as everygttreated by Mother Nature) audio content, its
digitalization and its subsequent modification gmdcessing by means of a computers in order
to achieve the most various aims. During the filstades of computer development (i.e. until
the end of the Seventies) this research fieldpmgared to the field of Digital Signal Processing
in general (for example applied to the images), maisseen a wide evolution and diffusion.
Although analog processing allowed yet coveringdamental needs (think about telephones
invented in the nineteenth century), audio digg@nal processing had not wide applications
(also because of the particular intrinsic complexit the audio signal which made inadequate
the computational resources available at that time)

In the early Eighties the Compact Disc inventiord atiffusion, introducing to the large
markets the digital music concept, and most notahb introduction of audio processing
dedicated chips (with a simple and limited instiarctset but tailored to the operation to be
performed on the sound signal, as in the promicase of the Motorola 56001), changed this
situation. Audio DSP stopped being an exclusivkl fier specialized laboratories and centers of
excellence and became instead a rather hot topie$earchers and developers across the world.
This scenario has lead to a technological boomndutihe Nineties, providing the consumers
with innovations as the MP3(©) format or the 5.In@oaudio, while new affordable commercial
sound cards have started allowing everyone owniogngumer computer to put to the test the
newly discovered software audio manipulation firgdin

Audio DSP is thus a relatively young but dynamiseach area in which applications and
new developments are continuously defined and wbrkat. These incremental research
dynamics are reflected in this thesis together vt other life aspects which technology
innovations (along with human progress) made easileich are relocating and co-working. In

~13~
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fact, the aforementioned interest for this sciemtiield has brought me to carry out the
researches | am about to disclose in three diffeasas of conceivable application of the DSP
technigues to audio, within three different laboregs, in three different countries in Europe.
Therefore, in the frame of a clear common poiet, the need of modifying some audio content,
in the form of a sound wave, my thesis is focusedour particular applications spanning the
three aforementioned fields in order to get soméquéarly useful aims.

During the first period of my PhD studies | reséaat in my hometown, Rome, working at
the Digital Signal Processing, Multimedia, and ©atiCommunications Lab at the University of
Roma3 under the direct supervision of ProfessotdbaeGiunta. Here, | focused on the field of
digital audio watermarking, and in particular thqessing of the audio signal in such a way,
that the quality of a transmission of this verynsigcould be assessed without the need of
investigating the physical limitations and influes®f the transmission channel.

| was then visiting student at the University oh@aidge (UK). Here | had the opportunity to
join the Signal Processing and Communications Liedcted by Professor William Fitzgerald. |
got there an amazing insight about the statisBeglesian approach for audio DSP. In particular
| worked to the implementation of a system for thestoration of corrupted samples within a
musical signal envelope.

Finally, | became Marie Curie Fellow and workedtla¢ Fraunhofer IFF, in Magdeburg,
Germany, directed by Professor Michael Schenk. &ueg also by the Otto-von-Guericke
University (supervisor Professor Ulrich Gabbert)nVestigated the various applications of the
audio signal processing within the Virtual Realistly | implemented the necessary functions
to modify the sound signal and its reproductionttsat, becoming three-dimensional it could
sound the most real possible. Later on, | focusgdesearch work on the numerical calculation
and visual representation of sound fields withintual factories, developing an application
devoted to the noise reduction and control, anaikerg topic in Audio DSP.
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All the above mentioned scientific and human ex@ees were made possible by the
helpfulness of several people.
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and academic support: without their open minds uldkmot be here writing this thesis.

Thanks to the grant delivered by the Internatidnalsons Office of Roma3, | was able to
spend a research period in Cambridge: to Profésbam Fitzgerald, for introducing me in his
Lab with full enthusiasm and Dr. Taylan Cemgil tbiving me with involvement and patience
through a scientific field as interesting as cortgdienew to me, my thankful thoughts.

Finally, 1 would like to show my appreciation andntmitment to all People | have worked
with in Germany. In particular to Doctor Eberharhliel, for giving me the possibility to join
the Fraunhofer Community: the trust he showed afigune to follow my research pursue while
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still providing me with useful insights and praetidints related to the world of the industry
were of the greatest importance. His determinagioth enthusiasm concerning new ideas arisen
during our talks, together with his solid sciemtifiackground will always be a reference point to
me. A special thank goes to Professor Ulrich Sctkauwho, as a manager and supervisor along
my fellowship at the Fraunhofer, introduced me ithe world and technology of Computer
Assisted Engineering, stimulating my researche$ piessing but wise and always coherent
guestioning about my developments and, even mboejtaheir weak points.

| would like to show all my gratefulness to Profas®Jlrich Gabbert, Professor Tamara
Nestorovic, and all People at the Machine Simutatiab of the Otto-von-Guericke University.
The support in every theoretical and computer edlamatter concerning mechanics and
machines | was continuously given has been justiqus.

Last but not least, the European Commission is gisatly acknowledged for the funding
within the Marie Curie Actions (Frame Program VI).
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Audio Digital Watermarking

The subject of this chapter consists of the themketfundamentals, the ideas and the
experimental implementation with subsequent resualising from the first application of Audio
DSP techniques depicted in this thesis. The fielerred to is that of the Digital Watermarking.

1.Motivations

Last decades have witnessed the wide spreadingeotite and distribution of multimedia
digital contents, mostly due to the diffusion ofdmet connections with increasing bandwidth.
In a world where the possibility to access inforioratresides in the reliability of access to the
World Wide Web, a need of finding an effective $n to the emerging need of defending the
intellectual property (i.e. the so called copyr)dindom the hackers’ attacks has arisen. All digital
contents are concerned by this issue, from digita@iuments, to pictures and videos, as well as
audio files (one of the first planetary case irsthatter was indeed in the music field, with
Napster and its service allowing users to downlo@dnatter what song in digital format for free
and regardless to possible copyrights) [1]. Frois blackground, the development of appropriate
DSP techniques, like Digital Watermarking, haswaéid the achievement (although not yet in a
definitively acceptable way and with variable rés@mong the different fields) of the purpose to
control the distribution and protection of the wais multimedia contents. Watermarking of
digital data in such a controversial context hasobee an active and variegated research field,
providing interesting results and solutions [2]-f@} safe data storage and transmission robust
against malicious attacks.

The idea reported here is nevertheless not origotéae improvement of data security but to an
innovative use of audio watermarking, that is pdowj an assessment of the quality of an audio
signal after an MP3 (MPEG-1 Layer lll, ©) codintarismission, and respective decoding.

Although, as already reported, copyright protectias been the first application of Digital
Watermarking, different uses of this technique haveen recently proposed; digital
fingerprinting and content dampers, enciphermerdadé (as a new stenography expression), or
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applications for data retrieval [8]-[12] are jugwf of the new watermarking utilizations. For
what concerns the techniques used to protect thmyright avoiding unauthorised data
duplications, the inserted watermark need to beecati@hle and not extractable without
deterioration of the data themselves (i.e. it néedgerobus). In an opposite way, faagile kind

of watermark has been recently proposed [10] byeBsors Campisi, Carli, Giunta e Neri of
Roma3 University of Rome to assess @hality of ServicdQo9 of a video communication in a
blind way (which means being the original version of thatermarked file unavailable for
extraction at the receiver side).

For what concerns the audio field, the main focuthe research on watermarking so far has
been posed on either the direct marking of theastieam or of its compressed version [13].
While designing a watermarking scheme, the varahasacteristics of the file to be marked have
to be kept into consideration as well as the paldrcapplication which the watermarking needs
to realize. Many of the requirements for audio watgking may be analogous to those of the
picture watermarking, as for examglansparency(i.e. the presence of the mark is supposed
being not noticeable) and the robustness of thek nt@mrmanipulations and processing like
compression, filtering, and A/D or D/A conversidrhis means that in theory the mark should
always be inserted in the data in a way which guass it is always not audible (a particularly
strict requirement for music contents, as nearlygoe audio quality is generally considered as a
fundamental point). In addition the mark embeddnacess should be chosen so to not blunt the
mark robustness for what concerns eventual mabkciattack expressly aimed to the mark
removal.

It is for those reasons that the audio watermarkauoipnique proposed in the following for
assessing the audio quality received after a cemlamgmission process, is supposed to be
applicable without the watermarking itself affectineither the overall characteristics of the
audio signal in which it is embedded nor the trassimn effectiveness. In particular a fragile
watermark has been inserted in an audio data stae@in of MP3-like type (MPEG-1 layer I,
[15]-[18]) using aspread spectrunapproach [57]. On the receiving side, the watermark
extracted and compared to the original version if@vie on the decoding side as well,
differently from the original version of the sentidio signal). The rationale supporting this
approach is that the alterations suffered by theem@ark as consequence of the coding and
transmission process are likely to be the saméa@setsuffered by the audio signal (or at least
proportional to them) since both have been traniethibn the same communication channel. The
QoS estimation is based on the calculation of Mean Square Errorf(MSE) between the
extracted watermark after the transmission anddalegaand the original one before embedding,
whereas the non audibility of the mark is tested assessed using the most recent perceptual
techniques, like the PEAQPérceptual Evaluation of Audio Qualjtythat is the ITU
(International Telecommunication Uniprstandard for measuring the objective quality of a
audio file [14]. In this case “perceptual qualitis obviously referred to the possibility of
noticing the mark during the use of the music conéand to the guarantee that the overall audio
quality of the MP3 file is not corrupted after tiveatermark embedding. The proposed
watermarking technique has been designed for aijgit in multimedia communication
systems. In fact, such a quality index can be useda number of scopes in the newest
telecommunications services ranging from the autemand continuous feedback of the
effective channel quality between user and radidileostation to the real-time constant
feedback to the server about the effective qualityervice offered to the user.

~18~
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2.ldea: fragile watermarking for QoS assessment

In this chapter the role of the watermark withie thatermarking technique will be described
before switching to the actual procedure of embagldnd extraction of the mark itself.

In particular, it is now shown in which way the noonventional use of digital watermarking
(similar to the one proposed in [10] for video sity) can trace the alterations suffered by data in
MP3 format through a communication channel. Tradai techniques, as aforementioned, make
use of aobustwatermarking which implies that the imbedded markupposed to be spottable,
noticeable and audible (for example, a watermatk wopyright protection should not in theory
be extractable or erasable while at the same tirmeepting the use or modification of the file
where it is embedded, unless it is correctly detteind removed -which means the availability
of a decryption key or the right extraction algomit or procedure is needed-). In the case in
point, on the other hand,feagile watermarking is employed (i.e. the mark should b®inoted
while normally using the marked file). The ratiomddehind the concept of the watermarking
procedure for an effective “blind” QoS assessmergad is the following: it is supposed that the
modifications suffered by the watermark are likedybe similar to the ones suffered by the data,
having both “travelled” on the same communicatibarmel and therefore having undergone the
same physical processes (e.g. the both have silifien® the same interferences and noises). On
the receiver side, the extracted watermark is coetpto the original one (since the mark has
low payload it can be stored on both communicasioles without relevant memory usage), in
order to assess the overall degradation of theoagdality. In this way a QoS index for the
communication link can be provided. Knowing tked-to-endsignal degradation level, it
becomes possible to the service provider to adppimal billing schemes related to the QoS
profile offered to the various users involved withe communication. The QoS assessment
obtained in such a way can be used at the same fimseveral issues in the multimedia
communications using the intuitive principle thhe tmore reliable the communication is the
higher the user should be billed. On the other h#melless effective it becomes (because of a
weak or faulty link or external agents) the morsorgces should provided by the server to
improve it [19], so to aim at an effective netwadkministration.

3.Implementation

Watermark embedding

The basic scheme of the audio watermarking proeeitiuguestion is depicted in Figure 1. It
is possible noticing there how firstly the audiceatn is divided irM frames. A 2 seconds long
time slot has been chosen for each frame so thaaddio tracks sampled at the standard
frequency of 44.1 KHz, 88200 samples per frameoatained. The watermank[k] employed
consists of & bit long binary sequence.

A pseudo-random noise vectors Bét (for each frames a distinct one is employed ahdral

known at the receiving side) is multiplied by tleference mark (unique for each transmission
process and known at the receiving side as walthe following way:

~19~
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w Tkl =w{KHOp[K, i=12,..,N (1)

Herepi[K is thei-th PN vector whilew;®)K] is the spreadversion of the mark to be imbedded
within thei-th block or frame.

In an analogous way to what is generally knowndtrer spread spectrum techniques, using
multiple different spreading vectors PN ensured tha watermark embedding is performed
differently from one frame of the host file to théher. It is worth noticing that in this way the
watermark can be considered as non perceivableficettechn of the audio signal, being at the
same time robust for what concerns the permanémiriars caused by the physical structure of
the network or by the management of the netwoekfi{e.g. following to different paths in the
transmission channel, multiuser interferences erload factors and so on).

/| Watermarl PN Vectol | i
Original g |
Audio Watermar !
L 2 i »  Embedding > MP3 Coder
. ! v
Channe
——____Watermark Extraction _________
QoS 4_,5 Matchec i
Estimation ?‘i Filter <+ MP3 Decode |«——

Fig. 1: Block scheme of tracing watermarking for channglliy assessment in digital audio
communications.

After the watermark itself has been generated & Bhscrete Cosine Transform (DCT)
domain, the mark embedding procedure is performeda way which follows.
Let us define the DCT of theh audio blockgi[K] as

Gi[k] = DCT{gi[K]}
The watermark, randomized by the PN vectors is thaiitiplied by a coefficienta

(representing the watermaribustnessand then added to the DCT of every and each audio
frame within he middle-high frequency regibnaccording to the relation:
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G[K+aw![K, kOF
G K] = @)
G[K], kOF

Here G")[K] indicates thei-th marked block. The embedding in the DCT domaiakes
relatively easy the operation of selecting the desgcy band= most adapt to host the watermark
payload. In fact modifying the highest frequencedsthe audio signal guarantees that the
modifications of the envelope due to the preseridhkeoembedded watermark have the slightest
effect to the way the watermarked audio contentlvelactually perceived by humans.

It is to be noted how, irrespective of the frequebandwidth used to carry the watermark, the
increase of the parameter will cause the watermark itself to become mordilale causing a
noticeable degradation of the audio signal in whide embedded. Decreasing its value on the
other hand, will make the watermark easily remogdiy the coding process and/or channel
errors. For this reason the value of the coefficéfa has been set in the following experiments
(see for more details paragraph 2.5) in such a twaye a trade-off between those two
antithetical constrains. After the inverse DCT #fanmation (IDCT), the watermarked audio
signal is compressed by an MP3 encoder (MPEG IHyeat various compression rates) and
finally sent on the transmission channel (see Edyr

Watermark Extraction

At the receiving side the decoding is performecdetbgr with the watermark detection (see
once more Figure 1). For this purpose, after theoded audio stream is filtered by a matched
filter which extracts the watermark from the regwiinterest (as aforementioned, the middle-
high frequency range) within the DCT transform loé received MP3 audio signal frames. The
extracted watermark is then dispread (thanks tdabtethe relative vector PN is known) so as to
be comparable to the reference one. The matchied fd calibrated to the actual embedding
procedure, so that it can detect the region whegespread watermark is located. In particular,
the dispreading operation for the geneiic block is performed following the relation:

WIK = W & O k 3

Here v“vl(s)[k] represents an estimate of the spread versiondiegathe watermark inserted in the

i-th frame. It is thus possible to get an overatineste of the received watermakkk] on a
certain number M of transmitted frames startingrfrihe following relation:

~ 1 &
K] = 2 K @
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Here W[K] is the estimate of the mark following its extraatifrom each-th audio block. The

watermark calculated by means of the equations(#)@en compared to the reference one (i.e. the
original embedded on the coding side) so that grat#ation index” suffered by the mark itself
because of the transmission process can be obtdinisdworth noticing that by means of the
described procedure the watermark is affected phystchannel errors, and therefore the
watermark corruption can be used for obtaining asessment of the received audio signal
quality after an MP3 coding/decoding process aadstmission.

4.Employed QoS index

Quality of the communication

In this paragraph the way to effective obtain aereht quality assessment of an audio signal
after that it has been MP3 coded/decoded, trareinéthd received (and this without affecting in
any way the communication quality) it is reporteddetails. At first an objective metric to rate
the quality of service an objective such as themMequare Error (MSE) is used, whereas to give
a subjective assessment the PEAQ is employed.

A number of different metrics could be used to eatd the quality of a multimedia
communication (see for examples [20]). For givimgirgtuitive and immediate proof of concept
as regards to the innovative watermarking systeopgsed herein, the MSE between the
extracted watermark and the original one has befared to. By considering equation (4), the
following relation holds

MSE = > (MR- B ®)

Here MSE represents th&SE of the -th frame. The various values obtained for eacinéra
taken into consideration are averaged so thatitiggesgeneric index used can be written as:

MSE:Mii MSE (6)

i=1

It is important noticing that the value given byvsiog (6) and obtained using the extracted mark
from theM transmitted blocks is the one used to providessessment of the overall quality for
what regards the audio signal received after an bfethg/decoding process.

Quiality of the watermark embedment

A concept which has been already mentioned as Hemgamental when it comes to the
digital audio coding field is that the mark embeudfit is supposed to not create any perceivable
corruptions (i.e. distortions while listening) immparison to the original signal. The Human
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Auditory System (HAS) is in fact much more sengitio artefacts and sudden changes in the
expected signal envelope compared to the sightp&heeptual qualitys exactly referred to the
non audibility of the mark once embedded in thet lzaglio signal. An assessment about this
crucial concern can be given by means of repetéivgd systematic subjective tests, requiring
nonetheless anechoic rooms and multiple subjectssefy sex and age (as known the human
hear frequency capabilities sink with the increa$e¢he age and differs between male and
female). Finally, different trials which could sitate the various listening conditions would
have to be performed and the use of different nalggenres should be as well taken into
consideration. This would be obviously a demandind challenging procedure and apparatus to
be realized in a scientific way. For this reasoa PEAQ (Perceptual Evaluation of Audio
Quality) has been chosen, having proved extensit®Iseliability for that task. This is the ITU
standard for the objective assessment of audiatgy&tandard for Objective Measurement of
Audio Quality - ITU BS-1387) [14]. It consists ofsat of recommendations on how to optimally
implement by software the human acoustic experiehtehis way it becomes possible to
compare the subjective perception of two similasital files, so as to objectively measure their
difference (or similarity) degree. It is usually glmyed to measure the fidelity of audio coders or
audio broadcastings in real time. Within the stad@aversions are described: the Basic one uses
an FFT based (Fast Fourier Transform) human heatemand it is tailored for real-time
calculation. The Advanced one is based on a hiar fiank model. The Model Output Variables
(MOVs, 9 in the Basic version, 5 in the Advancecde)are evaluated while comparing the
reference audio signal to the one under test. wheds, the MOVs become the input of a neural
net built and trained in such a way to simulategbygchical process regulating the HAS acoustic
experience. In the Basic version this neural nstlainput nodes, one hidden level with 3 nodes
and a single output, while the advanced versiorbhaput nodes, one hidden level with a single
output. The MOVs are processed by the neural nasdo obtain a single measurement, the so-
called Objective Difference Grade (ODG). The laa#tlows to quantify the overall differences
between the two signals as what regards how mushdre really differently perceived by the
HAS. The ODG is finally related to a merit scaleypded by the standard itself (and represented
in Table 1) so that it becomes possible to asdessalieged not perceptibility of the mark
embedded within a host audio signal.

5.Results

With the aim of giving a concrete proof of the hyfpesis formulated in the previous chapters,
an extensive number of experimental tests have basted out. The effective capacity of the
mark in tracing the degradations of the audio digméthout affecting the audio quality by
means of the embedding procedure- following a apdind transmission process had to be
demonstrated.

During the experimentations, the mark has been dddgk into the audio signal using the
procedure described in paragraph 3. Considerin§ltfygiist-Shannon sampling theorem and the
perceivable frequency range of the HAS, only aditiks sampled at the frequency of 44.1 KHz
e 48 KHz have been considered. A low payload fie ¢xample a binary sequence as a bitmap
logo) has been employed and embedded in every f(asnalready said the frames are 2 seconds
long each one) modulated by the paramete(the watermarkrobustness As a trade-off

~23~



Il — Audio Digital Watermarking

between too large values (which would distort the audio signal whmaking the watermarking
robust, i.e. useless for the scope proposed) amdcshort ones (making the watermark easily
removable) a value = 0.04 has been chosen.

The tests have considered the whole range of nlugeam@es and compression rates, with
preference given to the most common and used sagn@tes which are 64, 96, 128, 160, and
192 kbps.

Besides of that, systematic simulations have beened to objectively demonstrate that the
simulation parameter just described are reallyctiffe in embedding the watermark using the
proposed insertion procedure in a transparent Way;means that the embedded watermark is
actually non audible. In addition to the fact thitthe experimental subjects having to choose
between the original music file and its watermarkedsion have not been able to recognize
which was the non marked signal, reliable objectegults proving this point have been given
through the PEAQ. Those values are representedalileT2; it easy to note that, adopting as
explained the value=0.04, differences in the envelopes of originahalgand watermarked one
are not perceivable by the HAS. The values —obthasaverage of a number of repeated trials-
are in fact to be related to the merit scale preditly the standard itself and shown in Table 1.

Objective Difference Grade Description of Impairments
0 Imperceptible
-1 Perceptible but not annoying
-2 Slightly annoying
-3 Annoying
-4 Very annoying

Tab. 1. Scale of merit of the Objective Difference Gradéhe PEAQ standard

Genre ODG

Pop -0,166
New Wave -0,167
Soul -0,197
Rock -0,165
Roots Reggae -0,173
Classic -0,156
Hip-hop -0,142
Cross-over -0,169
Techno -0,157

Tab. 2: Objective Difference Grade for different musioges. The differences between the
original signals and the watermarked ones tendeé@dmpletely imperceptible.
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The following results on the other hand show that presented digital fragile watermarking
technique can be used to provide a reliable measfutiee signal quality after an MP3 coding
and transmission process, i.e. the starting hygah&ollowing the experimental procedure, the
bit stream is sent on a noisy transmission chasimetlated by means of a Poisson random
transmission error generator. This introduces aBERior Rate (BER) having value in the range
from 10° to 5-1C°. In Fig. 2 and 3 the extracted watermark MSE wétspect to the original one
is considered, and it is related to the BER intosdlwithin audio file of various musical genres.
The results from all those multiple genres (e.gssical music, pop, reggae, swing) at multiple
compression rates (from 64 to 192 Kbps) are redoitds worth noticing that the MSE of the
extracted watermark increases as the channel B&Rases and as the bit rate decreases. This is
coherent to the initial hypothesis that the MSEhea watermark reflects the degradation of the
host audio signal, due to the increase of the girdgroduced by the channel during transmission
and to lower sampling rates. Moreover, as depitted-ig. 4 and 5, the corruption of the
embedded watermark quality has the same behavioderfns of values trend) with respect to
the audio quality degradation. As easily noticedhmsy graphs, the extracted watermark MSE is
found to be strictly linked to the amount of eriotroduced within the audio bit stream: the
increase in the BER value is followed by a propord rising in the MSE of the watermark,
which is in turn proportional to the rising in tMSE of the audio content.

The numerical results provided in the following whithat is possible to obtain a blind quality
assessment for the transmission and coding praceBgemeans of the depicted watermarking
system, without having any previous clue as regtrdsriginal audio signal quality (i.e. before
watermark embedding and MP3 coding), it is thussiids on the receiver side to calculate a
guality estimate of the transmission service with@orrupting the audio fidelity of the
transmitted musical data. Notably, thanks to theeaxtraction and MSE calculation procedure,
this information can be available real time withmeoon computational power; the average
overall calculation time being proportional and @amrable to the duration of the marked sound
wave. This means that details about the effectimasimission efficiency can be immediately
transmitted as a feedback to the sender of thermat& contents, so that various optional
services in the field of the multimedia mobile coomitations (as for example third generation
mobile phone communications -UMTS- and even ther&ufourth generation, or internet WI-FI
IEEE 802.11 technologies) can be added to the td@tamission provided. Those new uses of
the watermarking can be found in the employmenhos$e feedback data by the service provider
for a more rational management of the resourcegiged, so to focus on weak or faulty links
more than on users having large QoS values. Inhanacenario this technique can be used by
the service provider as an immediate or delayeditmoffor billing purposes so to charge
adequately the multiple users referring to theatife measured Quality of Service offered.
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Fig. 22 MSE of the watermark extracted from MP3 audio sigaadifferent compression ratios:
(a) POP music and (b) REGGAE music versus the BERreahannel for different compression
ratios of the MP3 coder.
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Fig. 3: MSE of the watermark extracted from MP3 audio sigodifferent genres: (a) POP,
REGGAE and ROCK music; (b) FOLK, SWING and CLASSI€ic versus the BER of the
channel for different compression ratios (128 a®@ kbps) of the MP3 coder.

~27 ~



Il — Audio Digital Watermarking

- - -Audio signal i@ 128 kbps

——"atermark & 128 kbps [

0.5

020 s[j=mll===-=>~ - L] . -
0.00001 0.0001 0001 0.0
BER

&) 1
- O -Audio signal i@ 128 kbps

—m—"Watermark i@ 128 kbps

000001 00001 o001 0.1
BER

Fig. 4. MSE (normalized to 1) of both the watermarked M8al and the extracted
watermark: (a) RAGGAE music; (b) CLASSIC musicluatad at a compression ratio of 128
kbps.
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Fig. 5. MSE (normalized to 1) of both the watermarked MigB8a and the extracted
watermark: (a) POP music; (b) swing music, evaldaaea compression ratio of 64, 128 and
192 kbps.

6.Conclusions
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In this chapter an application of audio digitalreprocessing techniques to the research field
of digital watermarking has been described. Thep@sed audio watermarking technique has
been proved to allow getting a blind assessmeptned to the audio quality of musical signals
received after being compressed in MP3 format, taaglsmitted on a normal (i.e. not ideal),
noisy channel. A fragile watermark is embedded mtoaudio uncompressed data stream by
means of a spread spectrum approach. The altesatitbich affect the audio signal during the
coding and transmission are supposed to be propattto the ones the watermark suffered since
they are both transmitted on the same communicatiamnel. The watermark degradation can
be therefore used to assess the decrease of aualitydo which the whole musical file has
undergone. At the receiving side, the watermarlextracted and compared to the original
counterpart. The QoS service assessment is perousang both objective and subjective
measures: the Mean Square Error between the drigifemence watermark and the transmitted
extracted one has been considered for getting Beeed the modifications caused by the coding
and transmission. The analysis about the perceiveib quality has been carried out following
the recent ITU standard on the perceptual audiemampce assessment that is the PEAQ (ITU-R
BS.1387).

The result of the performed extensive simulationsficms the approach effectiveness in
providing a coding/transmission Quality of Servestimate within audio communications with
no affection of the audio quality caused by theanmatrking technique itself.

Further developments of the idea are forecastedpdeing the joint consideration of multiple
uses for the watermark. As an example the waterc@uld consists of info about the host audio
contents (e.g. for archive purposing, fingerprigtior even decryption keys in case the
communication needs to be secured).

Moreover the question is open if the present systuld be used also for spoken
communication. In this case, consideration in thdigular envelope and limited bandwidth of
the speech signal must be taken. Within this sagn#re two communicating side could be
mutually sending each other information about t@munication link real time.
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IV

Audio Restoration

This chapter introduces another application of thgisignal processing techniques
within the field of digital music. In this case tpeoblem are still corrupted samples (even a
complete sequence of them) which could be agaiergesd by a noisy transmission or most
likely by a conversion analogical to digital of aldcordings (magnetic tapes or vinyl records).
The latter as known, differently from their digigccessor versions (which for this and other
obvious advantages took quickly their place in ldwt decades), were and still are prone to
degradations of the audio quality. The loss ofrerdample chunks is in those analogical formats
is definitely not so unusual (as experienced byyewe who used them). Starting from this
problem, techniques for audio restoration, usingefpolation of known samples within the
envelope of a digital audio record, come into useetrieve or at least to assess the value of the
missing samples.

The research topic which follows has been devel@pelde Signal Processing Lab of University
of Cambridge (the supervision and support of Drylda Cemgil and of Professor William
Fitzgerald is credited). In this Lab the Audio Reation problem has been researched during
the last years obtaining solid results [21]. Inield like the audio and music one on the other
hand, where high fidelity is a serious matter, ioy@ments are always requested in order to
obtain the best reconstructed quality.

For this reason the audio restoration is a veryiaetresearch field where definitive and
optimal results are still to be achieved. In thigpter, following the general Bayesian approach
to DSP problems adopted within the Signal Processirab, the implementation of a
probabilistic phase Vocoder will be depicted.
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1.Motivations

Degradations of audio sources are generally defasegach and every undesired modification of
the audio signal resulting from (or as a conseqge@if a registration or coding process. The
restoration of the audio contents consists theeebdrmultiple techniques for the reconstruction
of the original audio source starting from the foitnhas been received in -or output by- the
transduction coding instruments (for example a aphone or the input of an A/D converter).
The modern digital Audio Restoration methods allaghieving a better degree of freedom
compared to the analogical precursor. To work piggbose digital devices need nonetheless a
wide knowledge of the audio processing and expeeien the field in order to avoid undesired
drawbacks (i.e. a further degradation of the tekaadio file). To the aim of restoring the
original audio quality, the first works in the di#i domain used the simple convolution
technique for reinforcing the solo voice within aisical track (refer for examples to [22] and
[23]).

The various kinds of audio source degradationsheaibroadly classified within the following
groups: 1) local degradations (e.g. the so calliedscor the low frequency noise transients) and,
2) global degradations affecting all the samplem@lan audio signal (for example broad band
noise, perceived normally as a background hisglebects caused by the pitch variations and
distortions, i.e. a wide class of nonlinear defects

Despite, the commonly listened music is nowaday®at exclusively digital (after the Compact
Disk diffusion we are now in the MP3 era), evensth@ew formats can present some missing
samples issues: letting alone the concerns derifrommg corrupted analogical track leading to
problematic digitalisations, this problem can afffeeven digital audio contents (although
techniques like Error Correcting Codes, Cyclic Rethncy Check -CRC-, or Channel Coding
are now able to avoid part of those issues). Jusigine CD with scratches or audio files
wrongly downloaded, i.e. missing some chunks ofioalontents. Even in such cases a time
slot within the envelope of the musical signalasnpletely unknown (i.e. the known samples are
anyway to be considered as independent from thaimgisones). If the original content is
unavailable for a second coding (differently frorhavhappens with the noise superimposing on
the musical information which is additive to itetinformation payload brought by the missing
samples is completely void. On the other handritlwa easily retrieved the pointer to the sample
where the “dark” window starts and ends (see [24d $5]). As regards this, the audio
restoration consists of interpolation techniquesassessing missing samples by means of the
info provided by the immediately previous and nextwn series of samples.

Using a probabilistic-Bayesian approach, the justcdbed problem can be formulated very
generically in the following form:

p(X.4 %) O [ dHPOX,[H)p(x,JH) p(H) (7)

which implies that the learning of the informatiefated to the unknown samples, , being the

uncorrupted sampleg, available, depends on the unknown parameterbl sétthe model®
and on the other unobserved state varialledescribing the sound generation mechanism
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P(Xyx4.H) . Here it is assumed that,_, = x, U x_, starting from the assumption that dealing

with audio signal it is licit/coherent assumingttiiee same mechanisms regulates the generation
of both missing and available samples.

Following the idea of T. Cemgil and S. Godsill [28]is probabilistic formulation is used
together with the concept of the probabilistic Rh¥®coder a generative model for the audio
signal so that the problem of the missing sampéonstruction can be treated in a fully
probabilistic way.

2. Theory background

In this paragraph, the basic concepts regardingl¢éveloped idea are reported in a rather agile
but clear way. They consist of the famous Bayes’ dad the theoretical notions needed for the
implementations of a phase vocoder.

Bayesian Approach
Given two eventé\ andB (with no null probability) it is known that the givability of the event

B conditional to the everft is P(B|A) = m while the probability oA conditional toB is
_P(AnB) . , _ .
P(A{B) —W. Since obviouslP(An B) = P(B n A), by means of elementary replacing,
the notable Bayes’ law is obtained:
P(B|A)P(A)
P(AB) =——X— 8
(AB) =—15 ®)

This equation, being at the same time immediatefumglamental for all those assessment
procedures because it tells how to proceed fromptiebabilistic description of an event B,
which has been directly observed, to an unobseewetht A, the probability of which is not
known and needed?(A) is the so-calledorior probability, reflecting what is known of A

previous of the observation of the even B(A{B) is called posterior probability since it

represents the probability of A after the event & tbeen observed?(B|A) is known as

likelihood while P(B) is the total omarginal probabilityof B.
The total probability can be found partitioning teampling spac@ :{AL,AZ,...,AW}, which

means that a group of mutual excluding events \iileere there is no overlapping among the
partition members) are found and their union regmes the whole sampling space. The total
probability is therefore given by the following exion

P(B) =" P(BIAP(A) ©
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Conditional distributions together with the BayksV are fundamental to the assessment process
in general terms and in particular to the analgdisomplex random systems, as the one here
depicted, where the technical problem assumes hhpesof the question “what is it really
possible to assess about the paramebexs the given system, having the observatin
available™?

Phase Vocoder

The phase vocoder -contraction of the words voizk@der- was described for the first time in
1966 [27] as a number of coding techniques suitidsl¢he speech signals in order to get vocal
signals having low bit rate. It was anyway just dieeade later that its outstanding efficiency in
processing the musical signal was noticed. In @algr it shows unexpected good properties for
temporal scale modifications and pitch transpasgtioThe phase vocoder, in fact, has the
characteristic of allowing arbitrary control of teagle harmonics of which the sound signal is
composed.

The phase vocoder can be after all classifiedrasra technique for the analysis and synthesis of
musical signals. The basic hypothesis is thatretisignal can be represented by a model, the
parameters of which are time variant. The analysislevoted to the determination of the
parameters of the signal to be processed, whileyhthesis simply consists of the model output
itself. Moreover, the parameters which are obtaimgdeans of the synthesis can be modified in
order to allow countless elaborations starting friwa original signal. In the phase vocoder the
signal is modelled as a sin-wave sum and the paessn® be determined are the time varying
amplitudes and the frequencies of each sin-wavées odel is very well suitable to be used
with a large amount of musical signals since trereahentioned sin-waves do not necessarily
need to be harmonically correlated.

Two complementary interpretations of the phase @#ec@an be considered. Those are the one
which uses a filter bank and the one obtained bgnsef the Fourier Transform. The latter is
here disclosed, since it is apparently more swgtabld meaningful for the application on which
next paragraphs are focused. Following this ingtgtion, the Phase Vocoder analysis phase
turns into a series of overlapping Fourier Trans®taken on a time slot having finite extension.
In the filter bank interpretation the focus is give the temporal succession of the amplitude and
phase values within the single filter bands. In Boarier Transform interpretation, on the other
hand, the emphasis resides in the phase and adghMaiues of each sin wave calculated at a
single point in time.

The synthesis is then performed by means of thergg/conversion (to the form having real
and imaginary part) followed by the overlapping awnming of the following inverse Fourier
Transform. The amount of filter bands used is syimtpe number of bins within the Fourier
Transform. The big advantage in this interpretatompared to the filter bank one is that the
filter bank calculation can be performed usingfast Fourier Transform (the FFT being a much
more computational efficient technique).

The phase vocoder basic aim is separating tempacdhkpectral information in the best way
possible. The operative approach consists of digidhe signal in a number of spectral bands
and characterizing the time-varying signal withacke band. This does not give the expected
results if the signal oscillates too quickly withone single band, which means if the amplitude
and frequency are not relatively constant on th& Ferval. If this condition can be avoided,
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the phase vocoder can be effectively used for séapplications ranging from the tone analysis
in musical instruments, the determination of thgyld components time -varying amplitudes and
frequencies, and in general the possibility of hedg and process audio content. In particular,
the temporal envelope of a sound can be decelenatedut modifying its pitch. This is obtained
spacing more the inverse FFT with respect to the éistained by the analysis stage so that the
spectral variations take place in the synthesizathd more slowly than in the original. The
phase is scaled of the same factor, so that eauh Uadergoes to the same frequency variation.
The inverse operation too is obviously expectebe@ossible, that is the pitch tuning without
changing the time duration of the sound. For olngirthis result, a time scaling of the same
amount of the frequency one is performed and thensbund is played while sampling at the
rate corresponding to the pitch modification.

3.Implementation

Probabilistic Phase Vocoder as a generative model

In [26] the limited performances of the normal phascoder are highlighted. In particular a
serious border is placed by the fact that in thgimal formulation the sound signal is supposed
to have characteristics which match well the sivegamodel. An explication of the model
underlying the signal to be reproduced is therefomosed. This is done in order to make the
original algorithm more applicable. In detail, thescrete Fourier Transform (DFT) is employed
as a generative process for the acoustic signal sealize a probabilistic phase vocoder

Given a sequence= (X, X, ...,X .....X¢4)" , its Fourier Transforms=(s;s, ...,S ....Sy4)" IS
given by

s=Fx (10)
Here F ={F\} is the DFT matrix with elemengs = e"*/ . If the transformation matrif is
squared (which means that the time and frequendgxies are equal, i.&=W), the mapping

between time and frequency domains are revertibléhis way, the inverse DFT for the signal
reconstruction is obtained with the following eqoat

x=F"s (11)

HereH represents the transposed Hermitian and the eteroé " ={F,*} are F,” = ”"*/¥,
Those elements can therefore be recursively gepedalvriting

R =e R (12)
2n “ , .
Here w=— andF,” =1, while thek-th sample i is
W
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X =Y. s =Y F"s" => B(w)s, (13)

Where B(6) represents the Givens rotation matrix, that is

(14)

B(6) = (cos@) - sin(B))

sin(@) cosP)

Consideringx as real (this hypothesis can be considered asaathas long as the signal are
audio and single channel) we can write the detastigntransition and observation equations,
which allows calculating the inverse Fourier Tramsf, as

S, = A,

15
X, =X, =Cs (13)

where the observation mati%x is defined aC=(L 2 0 2 0 ... 2 0 1)

wheread, the transition matrix is defined Ass bIkdiag{B(O), B(w),...,B(vw),...,B(% a))}.

Finally, the stochastic version of this state spacgefined, obtaining in this way the equations
regulating the Probabilistic Phase Vocoder (PPVOC)

S/ ~ (s As 4. Q)
Xk‘sk ~ w(xk;CsK,R) (16)

S ~ w(s:0.P)

Here MXx, i4,2) is a Gaussian distribution on the overall data witdex x, mean ¢ and
covariance matrix..

Assessment by means of the Expectation Maximization

The assessment of the missing samples (i.e. teeeimée, which in this particular case implies
the recursive reconstruction of the musical signalmeans of probabilistic calculations [28])
requires the calculation of the posterior distriboto be performed, that is
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p(S,0]x,) = Zi p(x,/S.©) p(S©) p(®) = Ziw(s, o) 17)

(where S=s0i7,0=(AQ) and Z, = p(x)is a normalization constant) as well as the
predictive distribution

P(X_i, %) = [ dSAP(X,|S,0) p(S, O|x,). (18)

The problem resides in the fact the posterior ithistion is hard to be computed in a precise way
because of the mutual dependence betw@eandS.

For this reason th®lean Fieldapproximation is employed in combination with tepectation
Maximisation algorithmEM algorithm).

4. Missing samples computation: Kalman filter and
Smoothing

The Phase Vocoder in the model typology disclogettié previous paragraphs can be related to
the factorial model of the Kalman Filter [29]. Stag from this assumption such a hybrid model
has been implemented in Matlab (©, see Annex AHersource code).

In detail, the loss of consecutive samples are Isited, creating gaps within the original audio
signal envelope so that this pre-system outputmisic signal having some samples carrying no
information (i.e. the no knowledge of the origisainal is considered).

First the calculation of the mean values and cavae for each time bin at each iteratiors
performed. From that, at the every iteration empdiated generation and observation matrices for
the processed digital audio signal are calculatggkther with the relative noise matrices
(generation noise and measurement noise). Thisome oy means of the expected value
maximization of thdog joint likelihoodgiven by the equation which follows, which depends

a number of parameters, namely the mean ofdtkibutiony , the covariancenatrixZ, the

observation matrixC, the covariance matrix of the measure/observation er@r and the
forecasting error covariance matrik

1 1 ) 1Q )
logL = —§|09|Z| & -z sy~ H) —glongI —EZ(SK ~As,)'Q7 (s, —As )+
t=1
(19)
1Q )
~210gR -2 (% ~C8)R™ (%, ~Cs.)
t=1

Theconditional expected valuman be at its turn defined as
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= E(Xs,,--S0) (20)
and thecovariance functionsespectively as
RS =covx s, S.) 21]
and
Pk = COV(X,, Xk—1‘311---’3k) (22)

At first, the forecasting and updating algorithnugsed (relative to the Kalman filter cited above),
which means that a directo(ward) process is performed: the missing samples crgdhe
information gap are estimated by means of the sssnpteceding them (and the information
therein retrievable) [30]

X = AXG (23)
Pkk_l = A Pkk—_llAI +Q, (24)
DD, =P'C; (C,PS'C! +R )™ (25)
X =x+DD, (s, —C.x ) (26)
P =P -DD,C P (27)

here the following initial estimations are suppoasdeingx] =y e P} =%.

After the performing of this step, the signal urgiers to asmoothingprocess (by using the
Rauch-Tung-Striebe]31] equations), i.e. a backward process: the ingssamples are once
again estimated starting from the temporally lasé @oming in time, based on the values
obtained from the statistical analysis of the sampVhich precedes in this backward time scale
them, i.e. the one following along the usual dirgete scale (in this case the sample index is
going obviously to b& = K, K-1, ..., 3g

o = RSAL(RT™ (28)
Xpq = Xlk(—_ll + 3 (X - Akxk—l (29)
Pklil = Pkk—?Ll - ‘Jk—l(PkK - Pkk_l)‘]lj—l (30)

and
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Pk 1k-2 — Pkk_ll‘]: » Ty 1(PkKk a Akpkk )J (31)

where B\, = (I =K M )APRS.
If we calculate the following fictive quantitiesrfeach iteration

U= kzli;(PkPEl + X4 (XkK—l )T) (32)

V= ZK:(km*Xk( —1)T) (33)

k=

z= z(P (e, -~

[N

it is obtained that for each iteration the maximatue (i.e. the best one) in (19) is given by

Ak+1)=vU™ 35]
Qk+) =K *z-vu?vT) (36)
and
R(k+1) = K‘lzK:[(sk —Cx s —cox< ) + MkPkKMkT] (37)
k=1

By means of the signal mean values and respectivariance calculation for each iteration
and each time bin, maximizing the expected likeddhovalue in (19), the optimal, 2, C, Q,
and R, are obtained. Those values allow the besenhstruction of the missing sample within the
signal.

5. Results and conclusions

The implementation | have realized (again, refelAtmex A for the source code) gives the
opportunity, although in a pretty immediate andheatsimplistic way, to verify and appreciate
the correctness of the theoretical hypothesis bhacktficiency of the algorithm. As a measure of
the implementation performances, the intuitive otoye estimate given by the Mean Square
Error has been employed once again. The compathssnbeen considered between all the
samples of the original defects free signal anccasupted version, in which gaps had been
created in order to simulate lost samples. Of thexadl samples, an amount between 10 and 20%
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has been removed. The gaps created have eachnoaeraal extension up to 4% of the musical
track total duration.

Those data-sets and respective experimental pagesmnatthough quite limited, have confirmed
that the proposed method can be considered ablesfiar the restoring of corrupted tracks. The
MSE values for the restored signal compared toadtginal one (without lost samples) has
always resulted relatively small when comparechtodamount of missing samples. In fact MSE

values as small as being in the range betvi€nhand10™ have been obtained.

In the following graph (Figure 6, [26]), as an exdenof the algorithm efficiency, a musical
signal before and after undergoing the depictedoauektoration processing for the missing
samples retrieval is shown (original samples arethe black dotted line, whereas the
reconstructed ones are represented by the redidoits.
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Fig. 6: example of an audio signal restored with the disetbtechnique. On the x axe there are
the time bins while on the y one there are the @ogads of the signal.
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V

Audio In VR: 3D Sound In
Virtual Scenarios

This and the following chapter will depict the esipental developments achieved within the
field of Acoustics at the Fraunhofer Institut foadtory Logistics and Automation (Fraunhofer
Institut fuer Fabrikbetrieb und —automatisierun&f) during the period spanning from August
2006 to August 2008.

The Fraunhofer IFF is part of the "Fraunhofer Gdsehaft", the German national institution for
applied research (it is estabilished with 56 ingstin 40 different cities in Germany), developing
novel technical products and solutions for privatel public enterprises. It generates almost the
70% of its research budget by means of contracts wompanies or public/private research
projects.

The Fraunhofer Institut Fabrikbetrieb und —autorsarung is located in Magdeburg and since
2006 counts among its facilities the newly builtl daturistic Virtual Development and Training
Centre (VDTC) where innovative Virtual Reality teicfues -in general industrial planning and
interactive training or interactive learning oriezd- can be developed, combined and tested.

In particular the following paragraphs will descebthe researches combining audio signal
processing and virtual rendering of fictive scemwatriln this chapter, starting from the general
issues rising from the three-dimensional (3D) réondi of general digital audio, the
implementation and experimentation of the core tionc dedicated to the virtual audio
rendering within the VDTC Virtual Reality enginesatisclosed.

In the domains of the emerging VR field, audio DS®inning an ever growing importance
contribuiting to the aim of making the virtual cbwsand closer to its real counterpart.
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1.Introduction

Representing reality in fictive way has always beebasic aim of the human genre. The
ambition of artificially recreating in a convincingay real situations or even rendering in
convincing manner unreal and fantasy environmeas, brought age by age to the rising and
development of the figurative arts. Thanks to theerging and improving of computers and
following their ever growing computational capdi#ls, this representation can become every
day closer to what inspired it in the real world.

One of the earliest Virtual Reality (VR) systems,aa example, was the Sensorama realized
by Morton Heilig [32] in the early sixties. This wanevertheless simply a mechanic device
targeting to stimulate the five senses. The reaestor of the modern multimedia system
recreating virtual scenarios can be consideredA#pe=n Movie Map developed at MIT in 1977
[33].

Nowadays, several VR systems are commercially avialon the market ranging from the
so called “goggles n” gloves” (interactive glasses gloves) to driving simulators. Starting
from the construction of the Electronic VisualipatiLaboratory by the University of Illinois at
Chicago [34] in 1992, last decades have witnedsediffusions of an alternative way of virtual
rendering, which is th€ave Automatic Virtual Environmefthe so calledCAVE [35]). With
this new technique the virtual environment candselered within a closed room.

Since the very first VR systems, the main sensechvidas intended to be stimulated in 3
dimensions was obviously the sight. Visual scesat@aving different degree of definition and
multidimensionality, had been thus created to gineeuser the feeling of a real space in which
he or she is supposed to be able to interact. dlwdidering that, it is important to point out that
the spatial 3-dimensionality and graphic definiteme not the overall quality measure for a VR
representation. This is instead defined by meanth@immersivity degreethat is a highly
subjective index referring to the VR system capibiih giving the user the impression that the
non-existing is actually there, i.e. real.

Investigations focused on using audio clues forithprovement of this immersivity and
therefore investigations on 3D sound in generaltexdt relatively late, for the reasons stated in
the introduction chapter which also delayed the levlu®velopment of audio DSP. The audio
Digital Signal Processing indeed (together withdamentals of physics and computer science)
is the field which is related the most to the mation of a realistic audio experience
reproduction considering the spatial structuresragtion, called room acoustics.

One of the first system fully dedicated to 3D aueias e famous Convolvotron [36]
developed in the eighties by the NASA Labs whilke éldvent of new and more computationally
powerful chips (as the aforementioned Motorola 3§0gave consequently the possibility to
collocate the audio processing directly on the aaiimg engine sound card. This advancement
allowed the rising of several researches investigahe physical reproduction (e.g. by mean of
headphones or loudspeakers) of 3D Audio (see famgle the well known Ambisonic [37] or
Wave Field synthesis [38] techniques).

As regards the software interfaces on the othed,ham intuitive implementation, easy to use
and regarded as an accepted standard, is stillngis#/hile more and more Universities and
research institutions are developing their own V{Rtams, most of the real and concrete
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innovations and pratical inventive contributionghis field, in particular for what concerns the
virtual audio, are actually brought by the videogarmdustry.

2.Motivations

Correctly spatialized audio increases the ovenathersivity of a scenario. In fact, hearing a
sound coming from the point (or the area) wheresight, or the subconscious, has located (or
at least suppose it to be located) the virtual dosource, gives inevitably the feeling the
rendering is more realistic. Furthermore, 3D aucho result in being an effective source of
information to the user (as for example is normalppening in the airplanes cockpits) or in
enhancing speech intelligibility (for example by ans of the frequency and time interaural
imparities reproduction as it happens in the fanfoaosktail party effect” [39]).

In the following paragraphs thaudio core functionimplementation targeted to the VR
platform developed at the Fraunhofer IFF within ¥BTC will be described. It allows
allocating in an easy, intuitive but yet performwgy, sound sources inside virtual scenarios
and manipulating properly the sound diffusion sat tine rendering is effectively 3D sounded.
In the very next chapter a general overview onjilse mentioned Virtual Reality render and in
particular on the respective audio extension i®mivihe audio function and its characteristics
will be then extensively described while two preali applications are disclosed. Finally
conclusions are drawn together with a review offthiere planned developments.

3.The IVS_VDT platform and its audio-extension

The IVS_VDT (acronym meaning Interactive VisualiaatSystem Virtual Development Tool),
realized within the VDTC, is implemented by meahshe OpenSG API (Application Program
Interface). OpenSG isscene grapl{a general data structure to be used for vectsedaisual
applications) employed for real time graphic progsalt is OpenGL based (the standard API
for several operating systems for what concerng@iphics) but differs from it since it supports
multithreading and clustering (allowing the visaalion of a virtual representation on different
displays or by means of several beamers, whicliés ohe case for the aforementioned CAVE)
[40]. The IVS_VDT employs GTK+ as widget toolkit @uilding units set for creating a
Graphical User Interface), it is C++ implementedd avorks both in Windows and Linux
operating systems.

The IVS_VDT audio extension has been implemente@drasternalcore functionof the
platform itself, using the complementary APl to @@4, which is OpenAL 1.1. OpenAL
operates as a software interface to the audio lamlwlike as an example Microsoft
DirectSound 3D in Windows XP). It was developedtbg Creative Labs, featuring initially
Loki Entertainment. Its paradigm describes the sgitg defining three basic objects. Those are
User (unique and always defineduffers storing the audio data in a total amount limibsd
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the RAM memory resources available, and finally mbisources in an overall amount
exclusively limited by the amount of samples whicdn be played simultaneously by the
reproduction device, that is the sound card. Aushmples are periodically loaded into the
buffers and are then played taking into considenathe properties and characteristics defined
for each source they are referred to and to the (Usethe listener) position.

The audio core function has been integrated in® ganeral structure of the IVS_VDT
platform which is depicted in Figure 7. By meanshef dedicated Authoring Tool, the operation
of linking audio data within a buffer to a visudject (referred to aBaren) can be performed
simply specifying the 3D object name. All the saamadetails and newly defined characteristics
are finally saved in a text files with the spe@atensiontws (TextPad Workspace file) readable
by the IVS_VDT.

For what concerns the actual audio signal procgssind consequent spatialization
capabilities, the audio core function inherits Hasic working scheme from OpenAL [42] (see
Figure 8). Firstly the needed buffers are createdl the audio samples are loaded. The most
common audio data extensions are supported (ways, ®gg vorbis, IMA ADPCM).
Furthermore, the possibility to query the frequeinciiz of the loaded samples, the extension in
bytes of the data within the buffer, the amounbibfper sample (8 or 16), and the number of
channels characterizing the audio data is given.

After the linking to the buffer, thauthor of the scenario, i.e. the person in charge for
authoring its virtual audio effects in this casaip ¢ake care of the sound propagation. By means
of the functionAudioCreate the parameters regulating the sound 3D diffusiom the visual
parent source are pinpointed.

Figure 9 shows théudioCreatefunction windows in the IVS_VDT platform. Besidédse
parameters for the spatial positiog (s ,s,) and the velocity \(sx,Vsy,Vsz) of the source,

which are directly borrowed from the parent, vasi@haracteristics can be set in a simple way.
Among others, the precise area of the 3D parergoblffjom which the sound is generated (a
relative position,one can think to the mouth as the origin for tbece within a human Parent
Object) can be specified so that the sound propaghts also a precise orientation. In addition
an internal and external 3D diffusion cone can teated (defining their respective degree of
aperture), so that the volume where the sound lie tperceivable can be set. Thax gainand
min gainvalues describe the fluctuations of the sounchsitg between the inner cone (inside of
which the sound has maximal level) and the tramsitione (where it tends to fade), to reach the
outer cone (which consists in the threshold areght® perception of the sound). The sound field
amplitude modulation is carried out by means of\fetumecoefficient tuning while the pitch
can be shifted inserting a frequency multiplicatfantor (e.g. a value of 2.0 will determine a
doubling of the sound frequency, i.e. an octaveement). Finally the effects of the movement
of sound sources and listener on the hearing expegihave been taken into account.
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In fact, the implementation of tH2oppler Effectllows taking into consideration the real life
actual perception of a sound frequency which depema the mutual respective velocity
between sources and hearing subject. Once theheseing attributes are defined by means of
spatial position (,,L,,L,), velocity (v,,v,,v,) and orientation (e.g. the so callédimuth
and elevationangles in the vectors representation), the actegjuency shift because of the
Doppler Effect is calculated implementing the fallng relationship [51]:

f<(Vaoung = D¢ [V.s)
f — _ S\ Sound F LS , (38)
° (V80und_ D IN/ss)

here f is the sample frequency for the source in questigp,, is the speed of sound (set
to 343.3 m/s in air),D . is the Doppler factor (usually set to 1, it cantbeed so to boost or
bound the effect), whiles ; and V44 represent the projections of user velocity andra®u
velocity respectively on the vector connecting them
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Fig. 9 AudioCreate function window(© Fraunhofer IFF)

Yet another basic factor giving the user a nathealring feeling and depending on the mutual
position with regard to the sound source has beesidered in the implementation. That is the
attenuation of the sound while covering distanaesair. Two different models has been
implemented which are the linear sound intensitgrel@sing while the user-source distance
increases and the quadratic one (less impressivimemaudio effects side but more realistic,
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since, as known, the sound amplitude follows thverse square law with respect to the distance
covered by the sound wave).

All the parameters described in the previous liaes updated continously at each visual
frame of the rendering, which means the refreshadlgtdepends on the speed of the processor,
and the load on the processing device brought &y visual counterpart.

This sound emission procedure can be activatedsgoawr interrupted by means of the
AudioPlay action separately for each sound source. Furtherntois possible to define the
amount of times the audio data within the buffers eeproduced every time an AudioPlay
action is queried (a -1value would, on the otherdh@ause a looped reproduction of the sound).

The so edited audio can be reproduced in a prdpen&nner either using headphones or by
means of acoustic loudspeaker (stereo, 5.1 orapsmnfiguration such as loudspeakers arrays)
since the spatialization is totally performed bg #ound card.

4.Realizations, Examples and Results

As already stated, sound within virtual scenarias @chieve several results and realize a
number of applications. As a concrete example tWos¢enarios are presented in the following
in which the sound has the general aim of incregfia overall rendering immersivity.

As a first model, depicted in Figure 10, a scenaapsisting of the virtual reproduction of an
enormous ship loader machine (located within thed weorld in the Rotterdam commercial
harbor) is described. Since the virtual represantaarget resides in the tutoring of employees
on the machinery control, the realistic and trusttiwp rendering of the sounds originated from
the real counterpart utilization as a consequerfceach working operation, is of great
importance. In fact it increases the workers cafice when, once terminated the training, they
will use the real machine. Moreover, the spatialiseunds allow the trainee to start learning
how to recognize which different operations the hiae is performing, without having to
visually monitor the moving objects for followingem at sight. Finally a number of interaction
possibilities being offered by the scenario, thdiauesponses to the actions performed by the
user enhance the training entertaining and dynamism

The second example is shown in Figure 11 and repesda touristic sightseeing tour across
Martin Luther’'s birth town,Eisleben (the historical centre of which was designated /or
Heritage Site by UNESCO in 1997). During the tdogether with the normal realistic sound
effects generated by the ordinary sound source$ofasxample the bells tolling which comes
from the Cathedral tower), the user is given thpoofunity to hear different characteristic music
coming from each notable historical building or seuvhile simply passing virtually in their
proximity. Each musical diffusion interacts in thigy with the user, not only catching his/her
attention but also providing useful information abthe scenario salient elements, in particular
the buildings he/she is about to visit (see [S54]ffwther details).

For both the introduced scenarios, as it is the daseach virtual rendering, a fundamental
role is played by the supporting representatiomrepies and related hardware. The actual
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implementations have been tested with a particanar challenging experimental setting, which
is the newly build ElbeDom CAVE in the IFF VDTC. g an amount of 6 high coherence
Jenoptic laser projectors render the video reptasen on a 360 degrees cylindrical, 3 meters
tall screen. On the audio side, for creating a Wilgeet spot’a sound system consisting of 11
loudspeakers is available. The audio input is leghlly a Creative Soundblaster X-Fi Platinum
Fatallty sound card, and featuring a total amotigt@B dedicated RAM memory space for the
sound processing. This configuration allows theexdrspatialization even on such a widespread
space of each sound source respective to the is®1ér position, orientation and speed (by
means of the use of an ultra red tracking systdmeaing 2 mm precision) in a trustworthy and
totally realistic way all over aweet spobf about 4 meters of diameter.

It is worth nevertheless stressing the fact tHanks to the agile implementation, a correct
sound 3D processing can be obtained without pdaticoroblems (although with obvious
drawbacks due to the limited physical and calcofatesources) using standard state of the art
commercial computer (a computer with Windows XP I@2Sing a 2.2 GHz Pentium processor
and 1 Gb RAM extension, with a simple consumer docard can be considered) and audio
rendering systems (the aforementioned loudspeakerheadphones). Even with this
configuration the end-to-end latency (the basic sueafor what concerns the realism of the
sound implementation and 3D playback) is not pget#e to human beings (which means that
it is shorter than 50 ms [42]), as shown in [55].

Fig. 10 Representation of the Ship loader virtual modeFH@unhofer IFF)
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Fig. 11 Virtual model of Eisleben city as shown insideEfteeDom CAVE at Fraunhofer IFF
(photo courtesy: Peter Forster/Fraunhofer IFF)

5.Conclusions

In the previous paragraphs tbere-functionrealizing the audio extension for the IVS_VDT
VR system has been presented. Its benefits doesmte indeed just in the effective immersivity
degree boos within the virtual rendering only. &etfby means of 3D sound the audio extension
allows providing the user with important informatjan particular about -but not limited to- the
surrounding space, while experiencing the virtualingl. The software structure of general
plattorm and audio function has been introducede Thghlight has been given to the
explanation of the characteristics making possiblan author implementing a virtual scenario
with 3D sounds by spatially processing audio signél this way the sound effects have a
precise source location and a propagation pathirwitte virtual space so that the user can not
distinguish the visual source and audio one whbishg immersed in 3D sounded scenarios; this
also thanks to the lean implementation providing d&particularly low processing latency.
Besides that, the implemented scenarios described $hown a number of concrete innovative
and practical uses of audio spatialization in ViRl@ations.

Still, several further improvements are yet needed are therefore forecasted to be
implemented. For the audio core function to belyeampleted, the interaction between audio
signals propagating and the physical objects (asXample the so called room acoustics) has to
be taken into account, with the implementationhef teal acoustic phenomena as reverberations,
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echoes, and sound occlusions. In this very fieddstifware development land respectiveffect
extensiorprovided together with OpenAL 1.1 can be conside®a solid starting point.
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\A

Audio in VR: The Digital
Factory, the new outpost of
virtual design

This chapter discloses a more concrete and actu@blpm which has been considered together
with its possible solutions during my last part reSearch activities as a PhD student. A
workflow for the calculation and the representatithin virtual environments of the noise
field generated by machinery supposed to be locateeéw, digitally designed factories will be
described.

It is noted that this project could have not beeafipiently carried out without the valuable
technical and most of all scientifical support ofi#, besides the internal one within the
Fraunhofer IFF, by the Otto-von-Guericke UniversiyMagdeburg. Here the investigation and
study of the electronic of working industrial pleamid machinery is extensively performed. In
particular, precious help and support came withire tmachine building field, namely from
Professors Ulrich Gabbert and Tamara Nestorovic.

The last developed application which is going toifiteoduced here is completely novel and
futuristic, in a research field, the “Noise Conttowinning more and more importance and
attention (decades ago one could not even thinkialawoustic pollution”). This research area
considers DSP techniques together with the newilgbies offered by VR as a solid possible
solution to the problems generated by noise [53].

Within modern virtual environments every asped pfoduction process can be simulated. It
is for this reason that the so called Digital Fagtas widely regarded as a resource able to
bring dramatic improvements to industrial sitescgnt allows considering their limitations,
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issues and potential conflicts as soon as the mglgroject starts. For what concern the audio,
the main problem resides in the factory machinamis@ which can result dangerous for the
human hearing system. Forecasting the overall amot@imoise sound field produced becomes
therefore a crucial factor which has to be consetkrto abide by the legal criteria while
designing and building a factory.

1. Motivations

The continuous growth of productivity is a maingetrfor most if not all companies involved
in the high competitive global market. For thissea the automation and lean planning of the
production line (implying often tight cooperationdasynchronism among different companies)
is considered as fundamental for achieving higlffesiency degree. As evident this is actually a
wide target requiring the involving of several stigc branches. In fact for the success of a
company, the consideration of each and every apesdtdetail has to be guaranteed so that the
production efficiency and the supply chain coulddmimized given the eventual conditions
(economic or environmental, for example). One & finst steps in this direction implies the
virtual redesign of entire industrial sites. Havit@ think again every single aspect within a
factory, the industry world is really keen on takiadvantage of the resources offered by the
newest virtual reality techniques. As regards tlexarindustrial applications, VR technologies
have been successfully employed during the pastyeathe design of single products [43].
Thanks to the recent developments neverthelesse tiechniques are proving being versatile and
more and more useful for the general productionmlay [44]. The high degree of immersivity
which the current virtual representations can aehmfers a solid ground for the realization and
completion of the so callddigital Factory [45]. Within a 3D environment not only the layaft
a company but every aspect of its production flamw be represented, having the opportunity to
test at the same time the production flow perforceanor check the single critical details and
processes. For this representation to have aaetsy degree of pertinence (so to be practically
reliable and trustworthy), all the possible mukigiimitations regarding the industrial site under
consideration have to be taken into account, witlmaurowing in this way the analysis to the
mere design issues.

The acoustical problem related to industrial ndias strongly arisen during last century [46].
Starting from théNoise Pollution and Abatement agiomulgated by the Congress of the United
States in 1972, the governments of every industedlcountry have issued their own regulations
for what concerns the sound levels to whom the mub&ng are supposed to be exposed within
working environments (see for example [58]). Tha&sideration of the problems and linked
issues regarding the acoustic field in a factorjpese various industrial machines are
simultaneously at work, is therefore not only aforffor the sake of instantaneous safety (as an
example exaggerate noise levels might even mas#tafuental acoustic alarms, like danger
warnings). It is indeed and most of all a legaluisgment every company needs to comply to.
An application giving reliable results to face asmlve this problem is currently needed for
filling in a precise and systematic way this gap dascribed in [47]). In fact, while software for
acoustic simulation of industrial environments @nenercially available (see for example [48]),

~5B55~



VI - AudibVR: The Digital Factory, the new outpost of wat design

the control and analysis supported by VR technigiie®ise generated by complex machinery is
so far a field in which complete and reliable produare still missing.

Starting from this background, next paragraphs dekcribe the realization of an application
for noise control within the digital factory. In p&ular, the workflow the implementation of a
plug-in for the previously reviewed IVS_VDT virtugdality system is presented.

2.The noise problem and the noise control plug-in
rationale

In a particular research field such as the DidRattory implementation (refer to Figure 12,
showing a concrete visual model), 3D sound researeind application can play a fundamental
role. Not only, as seen in the previous chaptertuai sound contributes greatly to the
immersivity degree enhancement, but it also pravidarious kinds of information (about the
surrounding space, the objects, and the perforrogdng, to give some examples). At the same
time it can allow verifying if a certain factorygiial design will end in a real environment where
the several noise regulations in force in each tglare obeyed to.

In particular those laws generally define a thré$dhmmncerning the Sound Pressure Level
(SPL) which is not to be overcome. The SPL is gedailve measure for the sound intensity in a
determined spatial point, defined in the followingy [51]:

_ Pins | Prns
SPL=10log,, 02 = 20log,, dB (38)

0

herepy is the reference sound pressi28(Pain air) while prms is the mean square root of the
measured sound pressure.

The SPL should be normalized to the HAS differegttdvior to the various frequency bands
within the normal audible range of 20-20000 Hz whie explicated by the equal-loudness levels
which determines th@hon unit of measurement (i.e. 1 dB SPL for a soundritat KHz of
frequency, see Figure 13).

Usually, an extended exposition to a noise disturbanigher than 85 dB SPL (normalized by
means of the A-weighting; the filter response fdiltar implementing it is shown in Figure 14)
is considered eventually dangerous for the humalitay system [46], i.e. causing the risk of
permanent hearing diseases (e.g. from tinnitusetrihg impairments) and even total hearing
loss.

The module for the assessment of the noise gedesatend field has been thought to be a
plug-in of the IVS_VDT. This has the scope of ctting in a reliable and effective way the
sound pressure level which will be perceivabledaghe factory and transferring those results to
the VR platform so that they can be displayed togetvith the virtual representation of the
factory itself within the 3D space.
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Fig. 12 Example of a Digital Factory model within the IV® Vplatforn (© Fraunhofer IFF)
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Fig 13 Curves of equal loudness determined experimergligobinson & Dadson in 195
following the original work of Flcher & Munson
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Fig. 13: Equal loudness contour following the A-weightagydefined in the IEC61672:2003
International standard.

3.Implementation: Techniques and workflow

The noise control plug-in is characterized by tioiative workflow depicted in Figure 20.

The raw 3D model of a machine (in the case in exarapreal robot for multiple industrial
utilizations as shown in Figure 15(a), designed rbgans of ordinary CAD software like
ProEngineer(©, as for example the one in Figure 15) resulimgpither aSat, Iges, Vrml or
Parasolid file, that is, having an extension respectivedgt, .iges, .wrlor .x_t —as known a
standard has not yet been found in the field-ingdrted inAnsys(©), a software for Computer
Assisted Engineering (CAE) which allows the analysi the machine structural behavior with
the calculation of the structure own oscillationrmal modes. Those represent the maximum
displacements that the machine can show becaugkrafion causing noise.

Ansys is then employed also for the operation ofdehomeshing. This consists of the
fragmentation of the 3D continuous structure inesimmade by a discrete number of simple and
small 2D polygons and 3D elements having polygdaaeés (see for example Fig. 16). The
operation is performed so as to have the possibdiuse thd-inite Element MethodFEM) and
the Boundary Element MethoBEM) [49] for the produced noise field calculaticBEM and
FEM have been preferred to the other methods agdbmetrical ones (like thRay or Beam
Tracing, which are effective at high frequencies wheredbend wave is highly directional and
can be considered as a coherent beam) and thstistdtmethods (based on the probability
theory to calculate the energy exchanges betwesisytstem components, i.e. sound wave and
physical entity it interacts with).
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6 |

Fig.15: A picture of a real (a) and CAD (b) model of thdustrial ABB Robot, model IRB
6600, used as example for the testing (robot moal@tesy of ABB Robots Company, ©)

1
ELEMENT 3

Fig.16: The ABB Robot meshed structure, consisting offBD3D elements, as obtained by
means of Ansys CAE software

The reason behind this choice is that BEM and FEB the most effective and precise
methods for calculating the acoustic behavior atracture in the frequency range where the
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HAS is most sensible and the industrial noise iengter and therefore more dangerous, that is
between 50 and 4000 Hz. The drawback consistshofge amount of computational resources
needed which makes real time calculation for norstaicture rather complicated, unless the
frequency band in which the investigation is cargets extremely narrow.

Those numerical computing methods are used in #ceulr solving, by means of the
appropriate boundary conditions, the huge systeiffierehtial equations, each of the latter
defining the physical vibrating behavior of a smgihesh element: combining the results
obtained from each equation provides the over#litsmn.

3
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Fig 17: The coarsened model of the ABB Robot; only thestimomfluent details of the
structure are kept and further considered

For those methods to be applied mesh and modatlic@bes obtained in Ansys are imported
to another CAE environment, thatliMS Virtual.Lab(©). By means of itdNoise and Vibrations
package the 3D model mesh can be simplified so dht the structural characteristics and
properties which are of interest for the acoustaralysis are preserved. This means that small
holes or ribs on the surface of the structure, lhsuaving negligible effect on the sound
production and transmission processes, while maltegcalculations to be performed much
more complicated -and consequently the needed datinmal resources much more intensive-,
can be expressly removed. In this way a coarsereszh rtailored for the acoustic analysis is
obtained.
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Fig. 18 The acoustic response of the structure obtainedgutie FEM method.

The LMS Virtual.Lab packag@cousticsusing as calculation todbysnoise(©) -i.e. the
reference software for the noise related problemmarical solution- has been then used. The
definition of the proper values following the sétboundary conditions required by the problem
is needed. Those boundary conditions are [56]:

p=p (39)

which is theDirichlet condition, imposing the normal pressure value a@ndboustic structure
surface.

. A
Vn_vn:%_ PV N==pV,= =PV, (40)

which is theNeumanncondition, imposing the normal velocity value dr tacoustic structure
surface:

£:Z :Z (41)
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which is theRobin condition, imposing the normal acoustic impedanakie on the vibrating
structure surface.

The acoustical sources generating the noise ingidemachine (originated by a variety of
elements ranging fromombustion forces, to crank bearing forcesve train gear whine and
rattle) have been accurately defined and modeladkghto the cooperation with the team of
machine simulation from the department of Machineildng within the University of
Magdeburg. The effective values for the paramétaxse been identified through measurements
and evaluate through extensive multi-body simutsti@and NVH-like (Noise, Vibration and
Harshness) analysis. Furthermore the materialshaidphysical properties of the structure have
been defined.

2B 8 2Beé3QQsB0006 AR AN 42 NSESUEB D LMSVitalle
[— =i

1 Element ausgewahit

Fig. 19 Diffused sound pressure field generated by the steoatructure with an example of
numerical values at the nodes
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4.Results

Those model settings, together with definition loé speed of sound in air, and the already
calculated modal coordinates allows applying thevahintroduced FEM. With the help of the
modal coordinates retrieved by means of Ansys (Bfithing how structural modes contribute to
the acoustic response) the so called internal proldan be numerically solved. That is, after the
necessary calculations, the Finite Elements Methgulied to the machine provides the sound
generation diffusion and consequently the acoussponse generated in the internal space of
the machine by the sound sources of the structode most important, on the surfaces of the
machines (refer to Fig. 18 for an example).

The BEM is on the other hand more efficient andal#¢ for the diffused sound field
calculation within the surroundings of the machstarting from the results obtained on its
surface using the FEM. The originally defined sosndrces, considered as point sources, plane
sources and cylindrical sources inside the stractare considered for the following
investigations about the external sound field tgkitto account their effect on the surface. This
means that every superficial element of the meslows considered as an acoustic source.

Together with the boundary conditions previousliemeed to for the FEM, the Sommerfeld
condition needs in addition to be imposed, that is

. op) 1lou
limr —|+=—|=0
rw{ (arj C at} 42)

This simply implies the necessary assumption thatgound field fades to zero at infinite
distance from the sound source.
In this scenario, the famous Acoustic Wave Equatidrere the transmission mean has been
supposed as homogeneous,

> =0, (43)

(in the equation,c = « /k is the speed of sound, whekeis the wave number and the

pulsation angular frequency) can be solved in aipgemanner for each mesh element as well as
the following equation defined by tielmholtz-Kirchhoff integral theorem

1 A A
P9 =—— [[(Gx=yl, HATUY) = pATG(x=y 1 F)dy  (aa)

Surface
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Here,x is a point in the surrounding space where theisiffl sound is supposed to get measured
whereagy is a point on the mesh element surface on whieltdrmaln is taken, while

L 27f
=%y
c

G(|X‘Y|,f):h 45§

is the Green'’s function describing how sound radidtom a point.

To perform the output calculation (that is the sbfield created by the sound pressure levels
in the proximity of the machine) ‘met” made byvirtual microphoness defined around the
examined machinery. Those microphones are implesdetd simulate compliancy to the
respective 1SO standard [50] for the SPL measurésnemd are basically the points where the
sound pressure levels are calculated (by meansegbriessure values in these points, retrieved
thanks to the acoustic sound wave equation).

In Figure 19 an example of the obtained final ogunfation is given. The different levels of
sound pressure amplitude generated by a workingsindl machine are shown. At each node
point a “virtual microphone” provides the calculhixact value for the pressure.

The numerical values obtained by means of thisdastation in Virtual.Lab Acoustics are
finally saved as Universal Files (UFF, Universatad&ile Format, having thainv extension),
which are industrially recognized text files allogi easy storage and transfer of technical
calculation results (having several identificatrmmmbers related to their fixed different contents)
being ASCII data (and therefore editable). In paltar, referring also to Table 3, the formal
properties of the analysis together with its unitsneasurement are first defined (Universal File
datasets 151 and 164 is therefore employed) anpasidons relative to the virtual microphones
within the space are reported (Universal File d#t2411). The information about the structure
generating the noise is then recorded (Univerdal dataset 2412) and finally the results of the
whole analysis are stored; to be more precise ddesposition within the 3D space (linking the
info in the UNV 2411) together with their SPL vaduén the UNV 2414) are saved in the
resulting.unvfiles.

The resulting files containing the salient pointloé previously performed operations are then
ready to be imported in the UNV_IVS platform by meaf a dedicated plug-in. Here they are
displayed within the 3D environment of the Digitédctory. The maintaining of the correct
spatial location and orientation, thanks to theamiaig between the model used for the acoustical
analysis and the one rendered in the virtual spgcmeans of the platform, needs simply the
definition of the so-callegivot pointfor the machine.

An example of the UNV file resulting from the cdlation of the noise field generated from
an industrial machine is reported in Annex B.

Considering the obvious presence of multiple indaistnachines, it can be supposed that the
several noise fields are uncorrelated (the mogiabie condition by far, and at the same time the
most dangerous for the HAS -since it generateshighest SPL-, which has always to be
considered while dealing with security measure dasyu Therefore, since the mean square
pressures from independent sources are merelyta@d[61], the overall SPL calculation (for
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each frequency sub band) in a certain point oftigital Factory environment (corresponding to
where the virtual microphones are placed) due tahe noise sources will have for each
frequency sub band the following expression:

SPL,, =10log (Z 10 *sPH J , (46)

In the equation 46, the indexis referred to each single sound field calculatennfeach
industrial machine.

Those final overall values undergo in the end t&ameight filtering and are then ready to be
displayed for each node within the 3D space innamediate way. For this purpose it has been
decided to employ a chromatic scale, so that eacle mssumes a color corresponding to the
calculated SPL thereto.

As an example, green spots are used for valueshekliv the legal threshold, yellow is used
for values below but approaching the legal threshwlhereas red represents the areas of the
digital factory where a certain machinery configima is revealed to be not legally compliant.

Fig. 20: Noise control plug-in general workflow. The diffat steps from left to right: 3D
graphic project (CAD), meshing, structural analysisund field calculation, representation in
the virtual environment (robot model courtesy oBABobots Company, ©).

5.Conclusions and future developments

By means of the described plug-in, it turns muchkierato assess in a trustworthy way an
industrial factory design and project for what cams the respect and compliance to the specific
noise law for working environments. The SPLs whare going to be created within the
production site by the future machine configuragi@an be recreated and the possibility to spot
in advance sound critical areas where the use séiy@a sound reduction techniques (as for
example silencing panels) is given. In this wayrecdtions to the design can be applied at a stage
where modifications are dramatically cost effectarel relatively easy to perform compared to
the situation in which the actual factory alreadistd.
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UNV Results Format Description of
File (reduced and with comments —in red) the
Type Contents
151 o Header and mode
D:\LMS\20080514.CATAnalysis name with
NONE i
LMS Virtual.Lab Rev 7B declaration of the
14-May-08 10:53:52 used software
-1
164 e Units of Measure
1 SI - mks (Newton) 2 //International System (Meter, Kilo, Second and téevis employed used
1.00000000000000000e+000 /IConversion factors for the units of measure
1.00000000000000000e+000
1.00000000000000000e+000
0.00000000000000000e+000 /[Temperature Offse
-1
2420 |, Definition of the
1 /ICartesian coordinate systen COOrdinate systeng
-1
2411 '12411 Position of the
707757 1 1 1 virtual
-7.096568630293243e-001 -4.999999999999949e-R225429284265770e-001 microphones for
: the analysis
-1
2412 '12412 Definition of the
711236 94 1 1 54 //Node number, element type, displacement and cplor  Structural
721715 721717 721718 721716 /INodes connected by the elemegnt elements (2D
: surfaces and 3D
1 solid polygons)
-1
2414 o414
1 Actual results of
Exported by LMS: Modal data: complex nodal pressure the acoustical
1 . .
NONE analysis with
Data written by LMS Virtual.Lab —
NONE pressur_e values gt
Wed May 14 11:19:59 2008 the different
NONE
1 2 1 117 5 1 /IResults are scalar single precision complex puess nodes.
0 0O 1 O 0 10 0 /IData characteristics are normal modes
0 0 0 0 0 00 0 /linteger and real analysis type specific ddta

0.00000e+000 1.00000e+002 0.00000e+000 0.00000e3:00000e+000 0.00000e+000
0.00000e+000 6.28319e+002 0.00000e+000 0.00000e3:00000e+000 0.00000e+000

1 /INode number
-9.46084e-002 6.84137e-002 /IComplex nodal pressurg

2 /INode number
-1.11550e-001-4.25880e-002 /IComplex nodal pressuré
3

/INode number

Table 3: Schematic representation of the final resultdhefdacoustic analysis of the ABB
industrial Robot saved in the UNV extension for(f@tthe extended version please refer to

Annex B)
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In addition, this implementation has been thoughie further developed in order to allow the
simulation, the test, and the comparison amongouariActive Noise Reduction (ANR)
techniques. For example in the one defined in [6#,noise attenuation is achieved by means of
piezoelectric transducer patches working both as@eand actuator (their stiffness being tuned
following the vibrations measured by a Linear Quad#idr Regulator -LQR- with feedback,
implemented on a computer connected to the machiine) whole piezoelectric structure can be
totally modeled by means of the FEM [56] and themefcan be easily included in the sound
analysis previously described. Other DSP for ANRageyms can be simulated and tested.

The different concepts following the basic conoefpthe directional &ntinoisé sound wave
creation (a microphone measures the noise fieldthed the info is processed so to create a
perturbation having same amplitude but oppositesphaee for example [53]) can be
implemented thanks to the sound spatialization lwéipas of the IVS_VDT platform already
disclosed at the beginning of this chapter.

In this way a powerful, effective and versatileltoan be provided to the industrial world for
solving in a practical manner the noise concernsnigans of digital signal processing
techniques.
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VII

Conclusions

This thesis has summed up the research activiteeformed in different international
laboratories during my doctoral studies. In patdcuwithin the frame of the Digital Signal
Processing | focused my research on the Audio Si@pecifically, a number of applications
have been disclosed in which the audio wave, repted in its digital form as a finite sequence
of numbers, is expressly and properly modified. ddgrall aim was to show how digital signal
techniques can be applied effectively in prettyedsified fields providing for bringing a specific
contribution to the solution of diverse technicedllems (as stated in Chapter II).

The researches range among three major topicsnwiitiei digital signal processing, namely
Watermarking, Audio Restoration and Virtual Reality

In Chapter lll, the implementation of an Audio Daji Watermarking system has been
described. This application has been realized etDigital Signal Processing, Multimedia, and
Optical Communications Lab at the University of Rdn

The idea is to use faagile digital mark (i.e. not perceivable but prone torbedified) to be
hosted by the middle-high frequencies of a musital The watermark is then used on the
receiver side in order tolindly quantify the Quality of Service offered by the telBxmunication
provider. In fact, once the file is compressed inv&3-like format and then sent on a
communication channel, several causes (as for eeamyse and disturbances while transferring
the data) can contribute to its degradation. Hawstayed the original version of the used
watermark (which can be the same for every comnatioic and has low pay-load), the receiver
extracts the sent watermark from the downloadedcaldigital content, and compare the two
versions. The results presented in this thesisv@isas in [59]) show how, even using a simple
metric like the Mean Square Error between the marksliable assessment of the received audio
quality can be obtained. The performed experimevitely prove the direct proportionality
between the Mean Square Error of the received ifelcompared to the inserted one) and the
received audio data (as compared to the originadanked one). Furthermore, the watermarking
technigue has been tested following the ITU-R reoemdations for theObjective
Measurements of Perceived Audio Quality this case the watermark inserted into the @udi
wave has proved to be completely not audible byHbesan Auditory System (a concern that
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has lately decreed the failure of state of thédagital Right Management techniques for musical
data).

In Chapter 1V, the use of a probabilistic Phase odar as a generative model for the audio
signal, in order to statistically assess the mgsamples along a corrupted musical track, has
been depicted. My research activity at this purgusebeen carried out at the Signal Processing
at Communication Lab of the University of Cambridg&). There | brought together the bases
of the Bayesian Theory, vastly used in that Lalmyatwith the Vocoder background. Once
defined the model, an expectation maximization @doce is performed, estimating missing
samples by means of a forward process (which caghated to a factorial Kalmann filtering)
and a backward process (i.e. a smoothing by mefatie dRauch-Tung-Striebel equations). The
implementation has provided satisfactory resuitssesthe efficiency of the approach has been
clearly proved. Refinements to the generative mauael estimation procedure have to be
developed in order to make it more versatile; irs tay the technique can become totally
reliable for performing high quality audio restaoat for any kind of corrupted complex musical
wave.

Chapter V introduces two main applications of AuBISP within the futuristic research field
of the Virtual Reality technologies. These applmas have been developed at the Virtual
Development and Training Centre of the Fraunhofesitut for Factory Logistics and
Automation (IFF), with the support of the Otto-v@uericke University, both in Magdeburg,
Germany.

Directly in chapter V the audio core function compkenting a visual VR engine (the
IVS_VDT) has been described. This implementatiéomed agile and realistic implementation of
3D sound effects within virtual environments. Ndyalthe author of the scenario is given the
possibility to define several parameters regulatingonly the position of the sound sources but
also the fictive diffusion of the various sound wav The uploaded audio files are in fact
processed so that the created audio perturbatiaums a spatial definition (by means of an
amplitude stereo modulation). In addition, partcupitch and general frequencies tunings
realize different acoustic phenomena (e.g. the ppffect), rendering the sound experience
for the user closer and closer to reality (see)[5blhe immersivity degree enhancement of the
overall virtual representation being just the mapbrthe possible benefits brought by virtual
sound, two scenario realized using the describdtbdunction have been introduced. These two
examples broaden the improvements which correaliaation can bring to the VR rendering
(see [54]) while yet remaining open air scenarfos;a correct audio experience within closed
environment, room acoustics has to be taken intowatt in the next implementations.

Chapter VI, on the other hand, concerns an innewaitiea joining the VR 3D realistic
visualization and the aforementioned propertieprofperly spatialized virtual audio, with the
calculation capabilities of different Computer Ased Software and acoustical physics. In order
to consider the noise pollution and subsequent tange to noise regulations while designing a
new industrial site, the noise field created by nti&chinery has to be assessed. For this task a
workflow among different dedicated software hasrnbdescribed. Starting from the raw 3D
model of each machine, the vibration modes areutziked and the structure is meshed. Modes
and mesh (together with the proper boundary cangitare of use for the application of the
Finite Element Method to calculate the acousticalver inside of the structure. The Boundary
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Element Method is then applied to solve the acousfive equation and retrieve the Sound
Pressure Levels determined by each working machitien the factory space. The final results
are saved as easily editable UNV text files, maliagsible a successful and smooth transferring
the calculated overall produced noise levels tovineial model of the factory. Within the 3D
space it becomes direct and immediate to verify3Re levels present in the various areas of the
industrial site spotting problematic areas (sed)[60 is in this way possible to design cost
effective modifications of faulty projects for whisggards future possibly non-compliant noisy
factories. Moreover, thanks to the versatility d® ¥echniques, this idea can constitute the basis
for coherent Active Noise Reduction and Canceliatitethods testing.

All those effective applications, besides the miaehnical and scientific results achieved,
have shown the potential of the newest techniqué@uwdio Digital Signal Processing to the
solution of various real life problems. This is wihasearch should be carried out for, improving
life quality by means of the understanding of natWith Audio DSP it is for sure possible.
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VI

Annex A

Audio restoration Matlab source code for the PPVOQmplementation

function EM()
hold off

clear

C=[10];
n=0.1;

A=[ cos(n) -sin(n); sin(n) cos(n)];
K=size(C,2);

N=size(C,1);

Q=(0.02"2)*eye(K);
R=(0.02"2)*eye(N);

T=100;
s(1,:)=[1 1];
x(1)=1,

for k=1:1:T
s(k+1,:)=A*s(k,:)'+(0.001*randn(K,1));
X(k+1,:)=C*s(k+1,:)'+(0.001*randn(N,1));;
end

A=randn(K);
Xi=X;
Xi(16:19,:)=NaN;
Xi(35:39,:)=NaN;
Xi(64:68,:)=NaN;
Xi(91:93,:)=NaN;

logL=0;
for i=1:1:10000
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sup(l,:)=ones(1,K);

sn(1,:)=ones(1,K);
Pup(1:2,1:K)=cov(sup);
for k=1:1:T
sup(k+1,:)=A*sup(k,))" ;
Pup(2*k+1:2*k+2,:)=A*Pup(2*k-1:2*k,:)*A'+Q;
Pkf(2*k+1:2*k+2,:)=Pup(2*k+1:2*k+2,:);
skf(k+1,:)= sup(k+1,:);
if ~isnan(xi(k+1,:))
sn=sup(k+1,:);
P(2*k+1:2*k+2,:)=Pup(2*k+1:2*k+2,:);
error=xi(k+1,:)'-C*sn’;
S=C*Pkf(2*k+1:2*k+2,:)*C'+R;
KG=P(2*k+1:2*k+2,:)*C"*inv(S);
sup(k+1,:)=sn'+KG*error;
Pup(2*k+1:2*k+2,:)=(eye(K)-KG*C)*P(2*k+1:2*k

end

end
res(i,:)=sup(:,1);

%%smoothing process%%

ssm(T+1,:)=sup(T+1,:);

Psm(2*(T+1)-1:2*(T+1),:)=Pup(2*(T+1)-1:2*(T+1),:);

spl=zeros(T,1);

if i>2
spl=ssm(:,1);

end

for k=T:-1:2
J(2*k-1:2*k,:)=Pup(2*k-1:2*k,:)*A*inv(Pkf(2*k+
ssm(k,:)=sup(k,:)+(I(2*k-1:2*k,:)*(ssm(k+1,:)'-
Psm(2*k-1:2*k,:)=Pup(2*k-1:2*k,:)+J(2*k-1:2*k,:

Pkf(2*k+1:2*k+2,:))*J(2*k-1:2*k,:)";

end

ssm(1,:)=1;

Pbkw(2*(T+1)-1:2*(T+1),:)=(eye(K)-KG*C)*A*Pup(2*(T+

for k=T:-1:2
Pbkw(2*k-1:2*k,:)=Pup(2*k-1:2*k,:)*J(2*k-3:2*k-

1:2*k,:)*(Pbkw(2*k+1:2*k+2,:)-A*Pup(2*k-1:2*k,:))*J

end

Pbkw(1:2,:)=Pup(1:2,:);

DA=0;

NA=0;

CA=0;

for k=2:1:T+1
DA=DA+(Psm(2*k-3:2*k-2,:)+ssm(k-1,:)*ssm(k-1,:)");
NA=NA+(Pbkw(2*k-1:2*k,:)+ssm(K,:)*ssm(k-1,:)";
CA=CA+(Psm(2*k-1:2*k,:)+ssm(k,:)*ssm(K,:)");

end
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A=NA*inv(DA);
Q=(1/(T+1))*(CA-A*NA";
h=0;
SOM=0;
for k=2:1:T+1
if ~isnan(xi(k))
SOM=SOM+((xi(k)-ssm(k,1))*(xi(k)-ssm(k,1))'+(C*
h=h+1,;
end
end
R=(1/(h))*SOM,;

logLa=0;

for k=1:1:T+1
if ~isnan(xi(k))
logLa=logLa-0.5*(log(norm(C*Pkf(2*k-1:2*k,:)*C’

skf(k,1))*inv(C*Pkf(2*k-1:2*k,:)*C'+R)*(xi(k)-skf(
end

end

if i>2
if logLa<=logL
break
else
logL=logLa
end
end
end
[
A
Q
R
figure
plot(s(:,1),'r")
hold
plot(xi,'g")
plot (spl,'b")
mse(s(;,1),res(1,:));

%mse(s(:,1),spl);
mse(s(:,1),ssm(:,1));
[JH HJ]= qr(A)
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Psm(2*k-1:2*k,:)*C"));

+R)))-0.5%((xi(k)-
k,1)));
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|X

Annex B

Universal File Format obtained from the analysis ofan industrial machine irradiated
sound field for an ABB Robot, model IRB 6600 (©).

-1

151
D:\LMS\20080514.CATANalysis
NONE
LMS Virtual.Lab Rev 7B

LMS Virtual.Lab Rev 7B
14-May-08 10:53:52

-1

-1

164

1 Sl - mks (Newton) 2

1.00000000000000000e+000 1.00000000000000000e+000
0.00000000000000000e+000

-1

-1

2411

707757 1 1 1
-7.096568630293243e-001 -4.999999999999949e-003
707758 1 1 1
-7.096568630293241e-001 -5.499999999999979e-002
707759 1 1 1
-7.097356642223135e-001 -4.999999999999943e-003

721984 1 1 1
-7.266866179495249e-001 -3.554132750990159e-001
721985 1 1 1
-7.104933091760628e-001 -3.546271272956723e-001
721986 1 1 1

~7T7 ~

1.00000000000000000e+000

2.225429284265770e-001

2.225429284265770e-001

2.003188653424680e-001

1.985446375912874e-001

2.218083352339221e-001
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-7.101200227780007e-001 -3.357189713653798e-001

-1
-1
2412
711236 94 1 1 5
721715 721717 721718 721716
711237 94 1 1 5
721717 721719 721720 721718
721977 721983 721984 721979
725486 94 1 1 5
721979 721984 721985 721980
725487 94 1 1 5
721983 721986 707762 721984
-1
-1
-1
2414
1
Exported by LMS: Modal data: complex nodal pressure
1
NONE

Data written by LMS Virtual.Lab
NONE
Wed May 14 11:19:59 2008

NONE
1 2 1 117
0 0 1 0
0 0 0 0

0.00000e+000 1.00000e+002 0.00000e+000 0.00000e+00
0.00000e+000 6.28319e+002 0.00000e+000 0.00000e+00

1
-9.46084e-002 6.84137e-002
2
-1.11550e-001-4.25880e-002
3
-3.17267e-002-1.17615e-001
207138
7.25249e-002-1.00497e-001
5
1.24818e-001-1.47378e-002
207140
1.01641e-001 7.61839e-002
7
3.06123e-002 1.24195e-001
207142
-4.54259e-002 1.20041e-001
207143
-9.85231e-002 8.22731e-002
207144
-1.23016e-001 3.53706e-002
207145
-1.27297e-001-4.04558e-003
207146
-1.23083e-001-2.93627e-002
207147
-1.19090e-001-3.99494e-002
14
-1.19124e-001-3.66689e-002.

874
-2.40997e+004-9.79111e-002

1.796647481281080e-001

1

1 0 0

0 0 0
0 0.00000e+000 0.00000e+000
0 0.00000e+000 0.00000e+000
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875
-2.40880e+004-9.85247e-002
-1

-1
2414
1
Exported by LMS: Complex nodal translational and ro
1
NONE
Data written by LMS Virtual.Lab
NONE
Wed May 14 11:19:59 2008
NONE
1 2 3 11 5
0 0 1 0 0
0 0 0 0 0
0.00000e+000 1.00000e+002 0.00000e+000 0.00000e+00
-0.00000e+000 6.28319e+002 0.00000e+000 0.00000e+00
1
-1.80867e-002 2.74775e-003-1.76956e-002 2.36775e-00
0.00000e+000 0.00000e+000 0.00000e+000 0.00000e+00
2
-9.09769e-003-1.77763e-002-7.66272e-003-1.57294e-00
0.00000e+000 0.00000e+000 0.00000e+000 0.00000e+00
3
1.39456e-002-1.66585e-002 1.11102e-002-1.26907e-00
0.00000e+000 0.00000e+000 0.00000e+000 0.00000e+00
207137
2.30213e-002 4.79548e-003 1.54863e-002 3.63399e-00
0.00000e+000 0.00000e+000 0.00000e+000 0.00000e+00
5
9.62793e-003 2.33636e-002 5.15582e-003 1.36221e-00
0.00000e+000 0.00000e+000 0.00000e+000 0.00000e+00
207139
-1.20350e-002 2.40498e-002-6.12227e-003 1.12476e-00
0.00000e+000 0.00000e+000 0.00000e+000 0.00000e+00
7
-2.61764e-002 1.06788e-002-9.99872e-003 3.59115e-00
0.00000e+000 0.00000e+000 0.00000e+000 0.00000e+00
207141
-2.88019e-002-5.27553e-003-7.83354e-003-1.89332e-00
0.00000e+000 0.00000e+000 0.00000e+000 0.00000e+00

. 440

9.16233e-004 4.79712e-004 8.40173e-004 4.70452e-00

0.00000e+000 0.00000e+000 0.00000e+000 0.00000e+00
207574

1.02971e-003 1.42340e-004 1.06557e-003 1.50277e-00

0.00000e+000 0.00000e+000 0.00000e+000 0.00000e+00
-1
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tational velocity

6
1 0 0
0 0 0

0 0.00000e+000 0.00000e+000
0 0.00000e+000 0.00000e+000

3 2.19236€e-003-1.20370e-004
0 0.00000e+000 0.00000e+000

2 8.72461e-004 2.22262e-003
0 0.00000e+000 0.00000e+000

2-1.85445e-003 1.80328e-003
0 0.00000e+000 0.00000e+000

3-2.65224e-003-8.54145e-004
0 0.00000e+000 0.00000e+000

2-8.24717e-004-2.86173e-003
0 0.00000e+000 0.00000e+000

2 1.72305e-003-2.63793e-003
0 0.00000e+000 0.00000e+000

3 3.17315e-003-8.72677e-004
0 0.00000e+000 0.00000e+000

3 3.22975e-003 1.01383e-003
0 0.00000e+000 0.00000e+000

4 7.45036e-005 1.21614e-005
0 0.00000e+000 0.00000e+000

4 7.60581e-005 1.05624e-005
0 0.00000e+000 0.00000e+000



~80~



X - References

[1]
[2]
[3]

[4]

[5]

[6]

[7]

[8]

X

References

C. I. Podilchuk, E. J. Delp, “Digital Watermarkingigorithms and Applications”|EEE
Sign. Proc. Mag pp. 33-46, July 2001.

F. Hartung and M. Kutter, "Multimedia Watermarkifigchniques”,Proc. of the IEEE
vol. 87, no. 7, pp. 1079-1107, 1999.

S. Cheng, H. Yu, Zixiang Xiong, “Enhanced spreadcsum watermarking of MPEG-2
AAC”, IEEE Int. Conf. on Acoustics, Speech, and SignatRP1CASSP’02vol. 4, pp.
3728-3731, May 2002.

P. Bassia, I. Pitas, N. Nikolaidis, “Robust audiate&gmarking in the time domainlEEE
Trans. on Multimediavol. 3, no. 2, pp. 232-241, June 2001.

M.D., Swanson, B. Zhu, A.H. Tewfik, “Current stabé the art, challenges and future
directions for audio watermarkinglEEE Int. Conf. on Multimedia Computing and
Systemgsvol. 1, pp. 19-24 June 1999.

Y. Yaslan, B. Gunsel, “An integrated decoding fravoek for audio watermark
extraction”,Proc of the 17 Int. Conf. on Pattern RecognitiptCPR 2004, vol. 2, pp. 879-
882, Aug. 2004.

Ching-Te Wang; Tung-Shou Chen; Wen-Hung Chao, “# @edio watermarking based
on modified discrete cosine transform of MPEG/auldiger III’, IEEE Int. Conf. on
Networking, Sensing and Contrebl. 2, pp. 984-989, 2004.

J. Haitsma, T. Kalker, “Speed-change resistant aaufingerprinting using auto-
correlation”, Proc. Int. Conf. on Acoustics, Speech, and Sigoc.Prol. 4, pp. 728-731,
Apr. 2003.

~81~



X - References

[9]

[10]

[11]

[12]

[13]

[14]

[15]
[16]

[17]

[18]

[19]

[20]

[21]

[22].

[23].

A.N. Lemma, J. Aprea, W. OOmen, L. van de KerkH@f, Temporal Domain Audio
Watermarking TechniquielEEE Trans. on Sign. Pracvol. 51, no.4, pp. 1088-1097, Apr.
2003.

P. Campisi, M. Carli, G. Giunta and A. Neri, “BlinQuality Assessment System for
Multimedia Communications Using Tracing Watermag inEEE Trans. on Sign. Praqc.
vol. 51, no. 4, pp. 996-1002, Apr. 2003.

D. Kirovski, and H. Malvar, “Robust Spread-Spectrdudio Watermarking,TEEE Int.
Conf. on Acoustics, Speech and Signal Process(Dg35P) Salt Lake City, May 2001,
pp. 1345-1348.

M. Arnold, “Audio Watermarking: Features, Applicatis and Algorithms,’Proc. of the
IEEE Int. Conf. on Multimedia and Expo (ICME 2000p. 1013-1016, New York, July
2000.

G. C. Rodriguez, M. N. Miyatake, H. M. Perez Meat#malysis of Audio Watermarking
Schemes”Proc. of 2" Int. Conf. on Electrical and Electronics Enginewji pp. 17-20,
Sept. 2005.

ITU-R Recommendation BS.138NMethod for Objective Measurements of Perceived
Audio Quality Dec. 1998.

S. HackerMP3: The Definitive GuideO’Reilly, May 2000.

D. Pan, “Tutorial on MPEG/Audio CompressiotEEE Multimedia J. Summer 1995
issue, May 1995.

N. J. Thorwirth, P. Hmatic, R. Weis, J. Zhao, “S#guMethods for MP3 Music
Delivery”, in Proc. of 34' Asilomar Conf. on Signals, Systems and Computeis2, pp.
1831-1835, Nov. 2000.

1ISO11172-3 ISO/IEC International Standard InformatiTechnologyCoding of Moving
Pictures and Associated Audio for Digital Storagedih at up to about 1.5 Mbits — Part
3: Audig 1SO11172-3.1996.

G. Giunta, “Quality of service assessment in newnegation wireless video
communications”, Digital Image Sequence Processing, Compression, Andlysis
chap.5, pp. 135-150, July 2004, CRC press.

S. Winkler, “Visual fidelity and perceived qualityoward comprehensive metricftoc.
SPIE vol. 4299, 2001.

S. J. Godsill and P.J.W. Rayner, “Digital Audio Restion - a statistical model based
approach”Cambridge University PresSeptember 21, 1998

N. J. Miller, “Recovery of singing voice from noibg synthesis”Thesis Tech. RepID
UTEC-CSC-74-013, Univ. Utah, May 1973.

T. G. Stockham, T. M. Cannon, and R. B. Ingebret§Biind deconvolution through
digital signal processingProc. IEEE 63(4): 678—-692, April 1975.

~82~



X - References

[24].

[25].
[26].
[27].
[28].
[29].
[30].
[31].

132].
[33].
[34].

[35].

[36].

[37].

[38].

[39].

[40].

[41].
[42].

W. Etter, “Restoration of a discrete-time signajreent by interpolation based on the left-
sided and right-sided autoregressive parameteliSEE Transactions on Signal
Processingvol. 44, no. 5, pp. 1124{1135, 1996.

P. J. Wolfe and S. Godsill, “Interpolation of misgivalues using a gabor regression
model," inProceedings of the ICASSE)05

T. Cemgil and S. J. Godsill" Probabilistic phase vocoder and its application to
interpolation of missing values in audio sign®@USIPCO 2005, September 2005.

J. L. Flanagan and R. M. Golden, “Phase vocodge]l System Technical Journalp.
1493-1509, November 1966.

R. Shumway and D. Stoffer, “An approach to timeesesmoothing and forecasting using
the em algorithm"J. Time Series Analysigol. 3, no. 4, pp. 253-264, 1982

R. E. Kalman. “A new approach to linear filteringdaprediction problems”Trans.
ASME J. of Basic Eng8:35-45, 1960

A.H. Jazwinski, “Stochastic Processes and Filteritheory”, Academic PressNew
York, NY, 1970

H. E. Rauch, F. Tung, C. T. Striebel, “Maximum likeod estimates of linear dynamic
systems”J. Amer. Inst. Aeronautics and Astronautid8B(1965) 1445--1450

H. RheingoldVirtual Reality Simon & Schuster, New York, N.Y., 1991.
E. Sutherland. “The Ultimate DisplayProceedings of IFIP65Vol. 2, pp. 506-508, 1966

W. Bender,"Computer animation via Optical Video DiscThesis Arch, 1980, M.S.V.S.,
Massachusetts Institute of Technology.

C. Cruz-Neira, D. Sandin, T. DeFanti, R. KenyonHart, “The CAVE: Audio Visual
Experience Automatic Virtual EnvironmentGommunications of the ACM 3%ol. 6,
pp. 65-72, June 1992

R. Begault, “3D sound for virtual reality and maigdia.” Durand National Aeronautics
and Space AdministratipiNASA/TM, 2000.

M. Gerzon, “Multidirectional sound reproduction systemsJS Patent 3,997,725
December 14 1976

A.J. Berkhout, D. De Vries; P. Vogel, “Acoustic Ganl by Wave Field Synthesis”,
Journal of the Acoustic Society of Amerigal. 93, pp. 2764-2778, Mai 1993

R. Gilkey, T.R. Anderson, “Binaural and Spatial Heg in Real and Virtul
Environment$, Psychology Presslanuary 1997

G. Vobl3, J. Behr, D. Reiners, M. RothA multi-thread safe foundation for scene graphs
and its extension to clustersProceedings of the Fourth Eurographics Workshop on
Parallel Graphics and Visualisatiompp. 33-37, 2002.

“OpenAL 1.1 Specification and Referehc€reative LabsJune 2005
M. O’Donnel, “Producing Audio for Halg MS Press2002

~ 83~



X - References

[43]. E. Blumel, S. StraBburger, R. Sturek, and I. KimdRragmatic Approach to Apply
Virtual Realty Technology in Accelerating a Prodldfe Cycle”, Proceedings of the
International Conference INNOVATIONS 2004une 11-12, 2004, Slany, Czech
Republic, pp. 199-207.

[44]. M. Schenk, S. StraRburger, and H. Kissner. "Conmigir¥irtual Reality and Assembly
Simulation for Production Planning and Worker Qfiedition”, Proceedings of the
International Conference on Changeable, Agile, Régarable and Virtual Production
(CARV 2005) eds. M. Zaeh and G. Reinhart, Minchen, Germaeptethber 22-23,
2005, pp. 411-414.

[45]. W. Kuhn, “Digital Factory - Simulation Enhancing ethProduct and Production
Engineering”, Proceedings of the 2006 Winter Simulation ConfezenSession:
Manufacturing applications: manufacturing systemsigh, Monterey, CA, December 3-
6, 2006 pp. 1899 — 1906.

[46]. K. D. Kryter, “The Effects of Noise on ManOrlando, FL, Academic Press, 1985.

[47]. G. Rosenhouse, “Active Noise Control — Fundameritalé\coustic Design”, WIT Press,
January 2001, pp. 224-225.

[48]. J. H. Rindel, and C. L. Christensen, "ODEON, A [@estool for noise control in indoor
environments”Proceedings of the Symposium “Noise at wotkille, France 3-5 July,
2007.

[49]. O. Zaleski, W.C. von karstedt, and O. von Erstdt#fiur modellierung mit Boundary
Elementen und Finiten Elementen bei Schallabstrejsiberechnungen®roceedings of
the 1st Deustchsprachige Anwenderkonferenz Sysiigiibderhohe, Germany, February
1999.

[50]. ISO 3744 Acoustics -- Determination of sound power levelsai$e sources using sound
pressure International Organization for Standardizatio®94.

[51]. F. Jacobse, T. Poulsen, J. H. Rindel, A. C. Gadd, M. Ohlirch, Fundamentals of
acoustics and noise contr@rsted, DTU, August 2006, pp. 18-20.

[52]. J. Lefévre, U. Gabbert, “Finite Element Modellinfg\abro.Acoustic Systems for Active
Noise Reduction”,Technische MechanilDecember 2005, Vol 25, Issue 3-4, pp. 241-
247.

[53]. S. M. Kuo, D. R. Morgan, “Active Noise Control: Auforial Review”, Proceedings of
the IEEE June 1999, Vol. 87, Issue 6, pp 943-973.

[54]. A: Hoepner, C. Belardinelli and E. Bluemel, “Metlsodnd Technologies For Virtual
Representation Of Urban Environments To Foster Déyelopment”Proceeding of the
IAPS2008 Rome, Italy, 28 July — 1 August 2008.

[55]. C. Belardinelli, “The Flexible Audio Extension ftine IVS VDT Virtual Reality System
and Its Different Uses”,DemoSession, Proceedings of the IEEE Workshop on
Applications of Signal Processing to Audio and Atims, WASPAA 200New Paltz,
New York, US, 21-24 October 2007.

~ 84~



X - References

[56].

[57].
[58].

[59].

[60].

S. Ringwelski, “Numerische Untersuchung und expentelle Erprobung von Methoden
zur adaptiven Schallreduktion mittels piezoelektrey Patchaktoren”Master degree
Thesis University Otto-von-Guericke, Magdeburg, Germangtober 2006.

K. K. Parhi and T. Nishitani, “Digital Signal Pragseng for Multimedia Systems3ignal
Processing Seriedlarcel Dekker Inc, New York, US, 1999, pp. 204620

“Directive 2005/88/EC of the European Parlment afidhe Council of 14 December
2005”, Official Journal of the European Unioistrasbourg, France, 27 December 2005.

F. Benedetto, G. Giunta, A. Neri, and C. Belardin®igital Audio Watermarking for
QoS Assessment of MP3 Music Signalfroceeding of the IEEE European Signal
Processing Conference, EUSIPCO 20BBrence, Italy, September 2006.

C. Belardinelli, “Interaction of Sound in Virtualdality: applications to the Digital
Factory and other usedY IFF-Kolloquium, Forschung vernetzen — Innovagan
beschleunigenpp. 73-77, Magdeburg, Germany, September 2007.

~85~



~ 86~



~87~



