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Abstract

Experimental acoustic characterization of a tip leakage flow developing down-

stream of a single blade test rig has been performed via wavelet–based post–

processing techniques. Hot–Wire Anemometer, far–field and wall–pressure signals

were processed which have been measured on an instrumented airfoil installed

within the anechoic wind tunnel available at the Laboratory of Fluid Mechanics

and Acoustics of the Ecole Centrale de Lyon. The adopted airfoil is a NACA

5510 airfoil and the test rig has adjustable tip gap, which allows for tuning of the

gap width: two flow configurations, with and without gap at the airfoil tip, are

investigated. The Reynolds number, based on the airfoil chord, was Rec ∼ 9.3 ·105.

In the experimental campaign, conducted by researchers of the Ecole Centrale

de Lyon, measurements of the pressure both on the airfoil surface and in the

acoustic field have been coupled with HWA and PIV acquisitions. The outcoming

database provided a suitable characterization of the (strong unsteady) flow dynam-

ics in the tip–gap region as well as the impact of the tip–gap turbulent interaction

on to the measured acoustic emission.

In the present research activity, advanced post–processing procedures based

on the wavelet transform are applied to the data measured by ECL in order to

extract the most energetic non–periodic contributions, localized in time and in

space, and to detect the fluid dynamic structures which may act as noise sources.

The events tracking method is based on the computation of the time–frequency

maps from which it is possible to select events, determine their time of appearance,

and perform conditional averages.

The conditioning procedure has shown that the gap width plays a fundamental

role in the noise generation mechanisms: the amplitude of the oscillations in the

averaged wall–pressure signatures becomes larger for increasing width of the gap,



probably as an effect of a roll–up phenomenon occurring at the tip edge of the air-

foil. This phenomenon is known to produce complex unsteady interactions within

the flow. Arising turbulent mechanisms dominate the flow behaviour not only in

the gap region. Vortex structures shed by the tip leakage flow convect downstream,

interact with the trailing edge flow and strongly modify the flow dynamics and the

scattering mechanisms.

Wavelet–conditioned HWA signals confirmed this features, as the averaged ve-

locity fluctuations in the trailing edge region seem to be significantly affected by the

gap width and statistically related to strong pressure energy fluctuations detected

over the airfoil suction side close to the gap.

The pressure–velocity cross–analysis here presented evidenced the effectiveness

of the tip leakage flow as a noise source and provided useful information about

the turbulent mechanisms excited by its formation. Pressure/velocity wavelet–

based correlation obtained by processing HWA/far–field pressure and PIV/far–

field pressure measurements yielded, in a statistic sense, the location of the major

fluid dynamic structure which may be related to the largest pressure fluctuations

at the wall and in the far field.

A further step in the present research activity, has been the implementation of a

boundary–to–field transfer function approach, as an attempt to model the acoustic

phenomenon under investigation. The approach is based upon a theoretical formu-

lation which uses the well-known concept of transpiration velocity and is devoted

to the vorticity generated sound problem. Preliminary results were obtained by

using this approach in a simple test–case, but the application to the configuration

here analyzed is one of the future steps in the ongoing research activity.
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Chapter 1

Introduction

1.1 The tip leakage flow and its influence on noise

generation

Driven by environmental concern for noise exposure to airport community, noise

reduction evidently becomes a priority of aircraft engine design. Owing to recent

progress in turbomachinery noise reduction technologies, fan noise has become the

major noise source for subsonic aircraft engines, and in many situations, as for

take–off and landing flight sequences, the dominant noise sources overall are by–

products of random and periodic gusts interacting with solid surfaces in the fan

rig: periodic impinging of upstream disturbances and associated turbulences are a

source of tonal and broadband noise respectively. The contribution of broadband

noise to the overall noise level is certain, especially during the landing phase where

it accounts for as much as 50% (see also Fig. 1.1). Among other broadband noise

sources, rotor self noise is composed of two major components, the noise generated

when the blade boundary layer disturbances interact with the trailing edge and the

noise generated by the tip leakage flow interacting with the geometrical singularities

of the blade tip. Whereas the physics of noise production at the trailing edge are

nowadays quite well understood (see e.g. Rozenberg et al., 2007), the tip leakage
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Figure 1.1: Noise component breakdown for modern aircraft.

area is a region where broadband noise sources are suspected but remain difficult

to identify and quantify.

The tip clearance flow field is an extremely complex three-dimensional unsteady

viscous flow phenomenon. It has been found (see e.g. Bindon, 1989; Storer &

Cumpsty, 1991) that a high speed jet–like flow through the gap arises from the

relative motion of the blade tip and the end–wall and from the pressure difference

across the blade tip. This flow, shed to the adjacent blade passage, eventually

rolls up, forming a vortex–like structure that convects downstream (Fig. 1.2). The

resulting unsteady tip leakage vortex is a dominant feature on the flow field near

the rotor blade tip region.

Known for its influence to aerodynamic efficiency, noise/vibration generation

and even structure deterioration in the turbomachines, the tip leakage vortex and

its unsteady characteristics has been carefully studied for over 50 years. To acquire

a better understanding in the physics of the tip leakage vortex, many aerodynamic

studies have successfully revealed the principles of its formation and flow structure.

Noteworthy the recent experimental tests conducted by Intratep (2006); Muthanna
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Figure 1.2: Fan tip clearance flow sketch.

(1998); Saha (1999); Tang (2004), which documented the influence of different

parameters onto the structures of the tip clearance gap flow in compressor cascades.

Nevertheless, few efforts have concentrated on the problem related to the associated

broadband noise–generation mechanisms.

Until recent years, tip clearance noise was not very well documented in liter-

ature and besides the work of Dunne & Howe (1997), modeling efforts remained

quite sparse for this difficult problem. There have been some studies about the

magnitude of tip clearance noise in rotating rigs (Fukano & Jang, 2004; Fukano &

Takamatsu, 1986) and some even tlacked to problem of tip flow control (Khourrami

& Choudari, 2001; Corsini et al., 2005). The careful study of Ganz et al. (1998)

provides indications that the rotor blade tip interaction with the inlet boundary

layer turbulence is a significant source of noise and is strongly affected by rotor tip

clearance. However their study also illustrated that it is quite difficult to separate

the various phenomena occurring in the blade tip region in a representative fan

rig: wall boundary layer interaction with the blade tip, tip clearance flow, rotor

tip wake/stator interactions. Because of the extremely complicated nature of these
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mechanisms, understanding of their interaction in the tip leakage flow and their

contribution to external noise level remains a challenging task for many researchers.

Experimental investigations conducted by Ma (2003) on a linear cascade con-

figuration show that, although large periodic fluctuations occur in the tip leakage

flow downstream of the cascade, larger aperiodic components contain most of the

turbulence energy. Two point correlation measurements and linear stochastic esti-

mation method were used to educe the structure of this aperiodic part: the veloc-

ity field associated with single point aperiodic velocity fluctuations has been found

to consist of organized coherent structures in large scale. The presence of such

coherent structures makes the estimated instantaneous velocity field significantly

different from the phase averaged periodic flow. The intermittent fluctuations are

so intense in the tip leakage vortex region that the phase averaged flow features

are completely submerged by the aperiodic component. Microphone measurements

also show that pressure mean square fluctuations downstream of the cascade are

consistent with the behaviour of the velocity fluctuations, but the effectiveness

of the identified coherent structures as acoustic sources was not investigated. By

the way, intense velocity and vorticity non–periodic fluctuations with respect to

both time and space exist in the tip leakage vortex region. As explained in Pow-

ell (1964) and Kambe (1986), acoustic radiations are directly related to temporal

vorticity variations. Therefore, these so–called intermittent structures might be

efficient acoustic sources and their effectiveness is presently explored by proper

simultaneous velocity/pressure measurements.

1.2 Current research motivation and approach

This work has been funded by the European Community as part of the 6th Frame-

work Project PROBAND n◦ AST4–CT–2005–012222. As mentioned above, in

many attempts to address the question of tip clearance noise, difficulties arise from

the fact that it could not clearly be distinguished among other noise sources in
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a representative fan rig. In the present study, the problem has been simplified:

an experimental investigation has been conducted on a single NACA 5510 airfoil

installed within the anechoic wind tunnel available at the Laboratory of Fluid Me-

chanics and Acoustics of the Ecole Centrale de Lyon. Unlike the aforementioned

cascade experiments, no relative motion between the airfoil and the tip–facing wall

was achieved, since the airfoil was mounted between two horizontal plates. How-

ever, a significant clearance flow was obtained by selecting a highly cambered airfoil

and loading it. The side flow remains free, which allows to carrying out far field

sound measurements outside of the flow in the medium at rest (Jacob et al., 2007).

The advantage of this experimental approach consists of discarding periodic be-

haviour which is intrinsic in a typical turbomachinery working condition toghether

with the tonal contribution to the overall noise level, while turbulence–acoustic in-

teraction mechanisms which are responsible for the broadband noise generation are

consequently isolated. A coupled acoustic and fluid dynamic characterization of

the physical mechanisms involved in such configuration has been achieved by means

of PIV, cross–HWA, LDA, and both steady and unsteady pressure measurements.

The main task of the present research activity is the analysis of the correlation

between the dynamics of the unsteady intermittent structures forming in a tip

leakage flow of a single airfoil and both wall–pressure fluctuations and acoustic

emission. As mentioned above, intermittency is related to the presence of rare

but strong velocity gradients, that are generated by highly coherent structures

(see e.g. She et al., 1991; Benzi et al., 1993; Douady et al., 1991). Owing to the

intermittent nature and to the singular shape of such structures, wavelet transform

decomposition appears an optimal tool for their eduction.

During the last decades, wavelet analysis has been extensively used to analyze

random data obtained from both numerical simulations and experimental investi-

gations conducted in turbulent flows. Comprehensive reviews about the wavelet

theory and their applications can be found in many reference papers or books

(e.g. see among many Mallat, 1989; Farge, 1992). Conditional sampling techniques
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based on the wavelet transform have been applied to turbulence data (Camussi &

Guj, 1997) and to pressure/velocity measurements (Guj et al., 2003) in order to

extract the most energetic contributions of the original signals.

In the present work, a convenient wavelet–based post–processing technique is

applied to experimental data permitting us to extract the most energetic non–

periodic contributions to the pressure fluctuations, localized in time and in space

and hidden in the original chaotic signals.

Peaks in the far–field noise and wall–pressure are then used as a trigger to

perform a conditional statistics of both pressure and velocity data delivered by

the experimental campaign, in order to recover the most probable shape of the

most energetic pressure events and to obtain a statistical correlation between the

flow dynamics (described by either single probe hot–wire anemometer and PIV

measurements) and the largest wall–pressure and acoustic–pressure fluctuations

(extracted from the wavelet treatment of single point pressure signals).

In addition, the technique allows tracking of the phase of both the pressure

events and the corresponding noise–producing structures. In this way, it is possi-

ble to analyze their temporal statistics by computing the probability distribution

functions (PDF) of the time delay between successive conditional samples. As

shown in several previous works (Abry et al., 1994; Camussi & Verzicco, 2000),

this is a powerful tool for determining whether the educed events have an intermit-

tent character. Indeed, if the events generating noise are intermittent in time and

uncorrelated with each other, strongly non–Gaussian PDFs with exponential–like

distributions are expected.

Once the major noise–producing structures are identified and characterized,

the acoustic phenomena involved in the investigated problem may be modeled by

means of a transpiration–velocity power–spectral–density approach. This would

allow to retrieve the acoustic power spectra related to the fluid dynamic structures

educed by the wavelet conditioning.
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1.3 Dissertation layout

This dissertation reports many of the experiments performed to document the

acoustic and fluid dynamic phenomena under investigation. The experimental

campaign was conceived to achieve a deeper understanding of the complex mecha-

nisms responsible for broadband fan noise contribution imputable to the tip leakage

flow formation.

Chapter 2 provides a description of the facility, apparatus and techniques used

in this study. The main features of the LMFA high–speed wind tunnel, the ex-

perimental set–up, the pressure and velocity measurements techniques, and the

investigated flow conditions are described. Details on the experimental test rig

may be found in (details in Jacob et al., 2007).

In Chapter 3 the wavelet technique is outlined toghether with some basic fea-

tures of the wavelet analysis and the main differences with respct to the standard

Fourier transform. In addition the concept of LIM is addressed in order to pro-

vide the reader the full potential of a wavelet–based analysis in detecting sharp

variation in the processed signal

Chapter 4 deals with the wavelet–based technique here adopted for tracking

events. Conditional averaging procedure based on this technique is described both

for auto–conditioning and cross–conditioning purpose, the latter showing how pos-

sible physical correlation between two intermittent phenomena may be evidenced.

Results pertaining the aerodynamic and acoustic characterization of the tip

leakage flow are discussed in Chapter 5. Turbulent intermittent typical phenom-

ena are detected in terms of pressure and velocity average fluctuations. The gap

influence on to the fluid dynamics and noise generation mechanisms is addressed

and physical interpretation of the outcomes is proposed both for acoustics and fluid

dynamics topics.

Chapter 6, the final chapter, summarizes the outcomes of the whole research

activity and concludes the dissertation.
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Finally, a boundary–to–field formulation has been implemented as an attempt

to model the acoustic phenomenon under investigation. The theoretical and nu-

merical formulation, as described in Caputi–Gennaro et al. (2006), is reported in

Appendix A.
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Chapter 2

Experimental set–up

2.1 Flow set–up

The experiment was carried out in the anechoic room (10 m × 8 m × 8 m) of the

Laboratoire de Mécanique des Fluides et d’Acoustique (LMFA), a joint CNRS–

ECL–UCBLyon–I laboratory located at the Ecole Centrale de Lyon. The airflow

is guided 2.5 m into the room by a square 0.56×0.56 m2 and 2 m long duct with a

7.5◦ angle with respect to the room inlet–outlet axis. The purpose of this flow duct

is to allow for upstream propagation and to compensate flow deviations due to the

airfoil (that might damage the anechoic coating of the room). Air was supplied by a

high–speed subsonic anechoic wind tunnel with a 0.45×0.20 m2 rectangular nozzle

at Mach numbers ranging up to 0.3. For practical reasons however (mechanical

forces onto the airfoil support, vibrations, etc.) and for numerical reasons (chord–

based Reynolds number Rec < 106), the Mach number was maintained below 0.27

and the main (or reference) configuration was at M 0 ∼ 0.2. The jet is flanged by

two horizontal plates on the upper and lower side of the jet. An initial gap between

each of the plates and the nozzle lip provides a passive suction device that allows

to tuning the boundary layer thickness.

The experimental set–up is shown in Figure 2.1. A NACA 5510 profile with a
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Figure 2.1: Sketch of the experimental set–up.

200 mm chord and 200 mm span is placed in the potential core region of the jet,

between the two horizontal plates (Fig. 2.2). The airfoil is mounted onto a turnable

wooden disk attached to the upper plate, which allows to tuning the angle of attack.

Another disk is mounted onto the lower plate. Two disk have been designed: one

contains a square glass window for PIV and LDV measurements, whereas the other

is equipped with remote microphone probes and a flush mounted microphone for

wall–pressure measurements in the gap region. The disk allows to rotating the

measurement devices independently of the airfoil. The gap is also adjustable, the

total height (gap + span) remaining equal to 200 mm.

2.2 Airfoil and reference configurations

The airfoil is a NACA 5510 wing (chord c = 200 mm; span l = 200 mm; thickness

e = 20 mm; 5 % camber). It is located ∼ 1.5 chords downstream of the jet

nozzle. There are two reference configurations: for both of them the geometrical

angle of attack is α = 15◦, the flow is uniform within 0.6 %, its speed at the

nozzle outlet is U0 = 70 m/s, the turbulence level is u′/U0 ∼ 0.7 %, and the

10



Figure 2.2: Tip clearance configuration.
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Airfoil NACA 5510

Chord c [mm] 200

Span l [mm] 200

Distance from nozzle [mm] 300

Gap h [mm] 0, 10

Angle of attack α [deg] 15

Inflow velocity U0 [m/s] 70

Turbulence level u′/U0 0.7%

BL 99% thickness δ [mm] ∼ 18

BL displacement thickness δ∗ [mm] ∼ 1.4

Ambient pressure [kPa] 98.7

Ambient temperature [K] 293

Table 2.1: Parameters of the reference configurations

Reynolds number based on the chord is Rec ∼ 9.3 ·105. Moreover, the initial plate–

to–nozzle gap (governing the passive boundary layer suction device) is common

for all measurements resulting in a δ ∼ 18 mm thickness half a chord upstream

of the airfoil that corresponds to δ∗ ∼ 1.4 mm displacement thickness; the two

configurations only differ by the size of the gap, one having an h = 10 mm gap, the

other having no gap at all. Unless mentioned otherwise, the former will be referred

to as “reference gap configuration” or “reference configuration with gap”, whereas

the latter will be the “no–gap reference configuration”. The various parameters of

the reference configurations are summarized in Table 2.1.

Since the two end plates and the airfoil remain motionless, the gap flow is only

induced by the high camber (5 %) and angle of attack (α = 15◦). This results in

a high load and a subsequently significant gap flow.
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Figure 2.3: Co–ordinate systems.

2.3 Co–ordinates

Two different coordinate systems are used to evaluate the position of any point

in the flow (see Figures 2.1 and 2.3). The first one is linked to the inflow, the

projection of the airfoil’s leading edge on the lower plate being the origin O: the X

axis is aligned with the jet axis, i.e. the main inflow direction, and oriented from the

wind tunnel’s exit to the airfoil; the Z axis follows the span–wise direction from the

gap to the upper plate; the cross–stream Y axis is defined such that the coordinate

system is direct (from right to left, looking downstream). This coordinate system

is well suited for describing the incident flow. The second coordinate system is

bound to the profile, and is particularly useful to locate the wall pressure probes.

The origin Og is located at the tip of the leading edge: the x axis is following the

aerodynamic chord pointing from the leading edge to the trailing edge; the z axis

is the same as the above introduced Z axis, the coordinate z being shifted by one

gap height z = Z − h, and the y axis is normal to the chord, pointing from the

pressure to the suction side.
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2.4 Investigated parameters

From the reference configurations cited above, various parameters have been varied

within a range of values during the measurement campaigns. They are summarized

in Table 2.2. The flow speed, the gap width, and the angle of attack are varied

from 20 to 90 m/s, 0 to 10 mm, and 0◦ to 18◦ respectively during the experiment.

Note that not all parameter values have been investigated with each measurement

technique or measurement set–up. The atmospheric pressure was 98.7 ± 0.8 kPa.

The ambient temperature is 296 ± 6 K. In these conditions, the chord–based

Reynolds number is Rec ∼ 9.3 · 105 in the two reference configurations and the

corresponding Mach number is M 0 ∼ 0.2.

2.5 Measurements

Measurements undertaken during the experimental campaign are:

• PIV in the (X, Y )–planes, around the airfoil and in the gap region;

• HWA profiles in the (X, Y )–planes (except for one lower plate boundary layer

profile);

• LDA profiles in the (X, Y )–planes at fixed chord–wise locations;

• Aerodynamic static pressure on the airfoil;

• Aerodynamic unsteady pressure (including time series, spectra, and coher-

ence) on the airfoil surface and on the lower plate;

• Acoustic pressure in the far field (including time series, spectra, and direc-

tivity).

Most pressure spectra and coherence measurements are obtained with a sampling

frequency of 64 kHz that is an effective frequency range of 25 kHz (1/2.56th of
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PIV measurement parameters

U0 [m/s] 40, 70, 90

α [deg] 5, 10, 15, 18

h [mm] 0, 3, 5, 7, 10, 15

Z [mm] 3, 5, 7, 9.5, 12, 15, 20, 50, 100, 150

HWA measurement parameters

U0 [m/s] 40, 70, 90

α [deg] 10, 15

h [mm] 0, 10

Z [mm] 5, 10, 100

Pressure measurement parameters

U0 [m/s] 20, 30, 40, 50, 60, 70, 80, 90

α [deg] 0, 5, 10, 15, 18

h [mm] 0, 1, 2, 3, 5, 10

Acoustic measurement parameters

U0 [m/s] 20, 30, 40, 50, 60, 70, 80, 90

α [deg] 0, 5, 10, 15, 18

h [mm] 0, 1, 2, 3, 5, 10

R [m] 1a, 1.5b, 1.7

awith wall–pressure and single HWA
bwith PIV, LDA

Table 2.2: Aerodynamic and acoustic measurement parameters
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the sampling frequency). The frequency resolution is 7.8125 Hz (with 8192 points

per FFT). The results are computed by averaging 500 FFT’s unless mentioned

otherwise. HWA spectra are obtained at a 45 kHz to 64 kHz sampling rate. Addi-

tionally, a 10 kHz sample is stored at each mean velocity measurement point. LDA

spectra are obtained at variable sampling rates: typically 8–12 kHz but lower for

some measurements.

Some joint pressure–velocity measurements have been also carried out:

• joint pressure–single HWA;

• joint pressure–LDA;

• joint pressure–PIV.

Unsteady pressure measurements on the airfoil, both in the mid–span region and

in the tip edge region were combined with far–field and single probe HWA mea-

surements.

In addition, simultaneous PIV and single point pressure measurements were

carried out both around the airfoil and in the gap region. Of particular interest

here are the PIV–pressure data measured on the reference gap configuration. In

this case, the measurement plane was located in the mid–gap plane (5 mm away

from the tip edge of the airfoil) and the laser source was placed on the pressure

side. Two near field pressure probes were placed on the airfoil tip face, along

the mid line of the profile at 6 mm and 155 mm far from the leading edge. A

third pressure probe was placed in the far field (see Table 2.2), on the suction

side in the mid–span plane. The measurements were divided into 10 acquisition

series. During each acquisition, 60 PIV snapshots were taken at a frequency of 1

Hz (which means 60 s per acquisition), while the pressure signals were sampled

at 20 kHz. This yield a total of 600 PIV snapshots and 10 pressure time series

resulting from the experimental measurements.

16



Figure 2.4: Sketch of the PIV experimental set–up.

2.5.1 PIV measurements

A LaVision system is used with two CCD cameras and controlled by the LaVision’s

software Davis. A LASER sheet is generated in a plane parallel to the lower plate

(that is, at fixed z or Z position) via two LASER Yag cavities which are mounted

onto a common support and coupled by a cylindrical lens. The two cavities emit

successive light pulses which are directed onto a same plane measurement region.

A view of the LASER sheet is shown on Figure 2.4. The two cameras are placed

beneath the lower plate which is equipped with a glass window. The cameras are

located next to each other in order to provide pictures from the whole airfoil with

a good resolution.

As sketched on Fig. 2.4, the LASER and the cameras are fitted on a common

support that can be moved up and down: thus measurements at any span–wise

position (Z coordinate) can be performed without tuning the LASER–camera sys-

tem. The measurement area is a rectangle of 250 × 105 mm2 having an angle of

6.2◦ with the (O, X) direction. Each camera has a 1280 × 1024 pixels resolution,

and the velocity fields are computed using a 32 × 32 pixels interrogation window
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that corresponds to a 1.5 × 1.6 mm2 area in the image with 50% overlap. Since

the flow is highly 3D in the gap region, the delay between 2 images is kept very

short (between 5 and 15 µs in the gap region and up to 40 µs in quieter flow re-

gions like the mid–span plane) to keep track of as many particles as possible. The

seeding material is obtained from heated paraffin oil that is injected upstream of

the wind–tunnel fan.

In the present case, a shadow zone due to the airfoil appears in planes that

are above the gap. Therefore, in order to reach the pressure and the suction side

with the LASER sheet in planes located at Z > h, the LASER source has to

be placed successively on each side of the airfoil, slightly upstream of the airfoil

for the pressure side measurements and slightly downstream of the airfoil for the

suction side measurements. Thus, no shadow region from the airfoil remains and a

complete flow picture around the airfoil can be reconstructed. However, since the

resulting PIV fields are obtained from different measurements, the pressure and

suction side fields can not be correlated.

2.5.2 LDA measurements

The LDA measurements are carried out with a Dantec dual–beam, backscatter

Laser Doppler Anemometer (LDA) system. Two pairs of beams are used for two–

dimensional velocity measurements. They are supplied by the green line (515 nm)

and the blue line (488 nm) of a Spectra Physics 4 W argon–ion Laser source. The

beams of each pair undergo a relative frequency shift of 40 MHz in a Bragg cell.

The four beams are guided to the flow with an optical fiber which is terminated

by a focusing lens with a focal length of 250 mm for the gap region and 400 mm

for the mid–span plane. The beams of each pair have a mutual angle of 9◦. For a

measurement of the stream–wise and cross–stream velocity components, each Laser

beam makes a 4.5◦ angle with the z–direction in the plane of the corresponding

velocity component. The same window as for PIV measurements is used. A photo

of the set–up is shown on Figure 2.5. In the gap region (resp. in the mid–span
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Figure 2.5: Photo of the LDV experimental set–up.

plane) the size of the measurement volume (spatial resolution) is about 70–75

µm (resp. 110–120 µm), whereas its length in the span–wise direction is 0.9 mm

(resp. 2.3–2.5 mm). The fringe spacing is about 3 µm (resp. 5.0–5.3 µm). The

backscatter beams are focused by the same lens and sent through an optical fiber

onto photomultipliers. The signals are then treated by two Dantec real–time signal

analyzers and post–processed on a personal computer. The seeding material is the

same used for the PIV measurements. LDA measurements are carried out in the

same regions as the PIV measurements for the reference configurations, that is,

around the airfoil at mid–span and in the gap region. They provide a useful

validation of the PIV measurements as well as spectral informations.

2.5.3 Hot–wire measurements

The hot–wire measurements are performed using a Dantec anemometer with a

Dantec 55P51 cross–wire. The signals are recorded with a 10 kHz sampling fre-

quency for mean flow and rms measurements and 45 kHz frequency for velocity
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Figure 2.6: Sketch of the HWA experimental set–up.

spectra. The probe support is mounted onto a system that allows moving the probe

normal to the airfoil or the flow at any stream–wise location (see Fig. 2.6). The

cross–wires measure the velocity components in the (X, Y ) plane at any span–wise

position.

The purpose of the HWA–measurements is to characterize the oncoming flow,

the far wake and the outflow (not covered by the PIV measurements), to measure

velocity spectra at given points, and to provide comparison points for the PIV

in the vicinity of the airfoil. Thus, measurements are carried out upstream and

downstream of the airfoil as well as around it. Additional measurements are taken

near the gap region. A vertical profile is measured half a chord upstream in order

to characterize the oncoming boundary layer.

2.5.4 Mean and unsteady wall pressure measurements

Steady and fluctuating wall pressure is measured in several points of the airfoil’s

surface and the lower plate. Probes are placed on the airfoil mainly at two z–

locations: the mid–span plane (z = 100 mm = l/2) and above the airfoil tip–edge
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(z = 1 mm). Additional probes are placed in the span–wise direction at the trailing

edge in order to get correlation length data, and under the airfoil tip in the gap

region. Other probes are placed on the lower plate around and in the gap area.

Figure 2.7 gives a qualitative overview of the unsteady pressure probe locations. A

specific technique is used to mount the microphones on the airfoil (see Figure 2.8).

Little pinholes (∅ = 0.5 mm) are manufactured at the measurement locations and

connected to capillary tubes into which the microphones are flush–mounted at a

remote position outside of the airfoil as described in Roger & Perennes (1998).

Outside of the airfoil, the rigid tubes open into 3 m long flexible tubes which act

as anechoic terminations of the probes. The same tubes can be connected to a

Furness manometer via a Scanivalve system that allows the remotely controlled

acquisition of 48 mean pressure signals. Fluctuating pressure is measured using

4935 ICP B&K microphones. The unsteady pressure is measured at 35 locations.

These microphones are pre–amplified using a PXI system for data acquisition and

analysis.

The remote microphone technique requires an appropriate calibration that takes

into account the transfer function of the capillary tubes (as discussed by Arguillat,

2006).

2.5.5 Far field measurements

Two 1/2” 4191 B&K microphones are placed at each side of the airfoil in the mid–

span plane. Directivity measurements are carried out by mounting the microphone

supports onto a turning table at a distance r = 1.7 m from its center. For practical

reasons the device rotates around a point located at x = −0.075 c, y = 0, that

is −15 mm away from the (O, Z) axis. The observation angle is expressed with

respect to the airfoil chord and varies within the range ±50◦ to ±130◦.
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Figure 2.7: Overview of the unsteady pressure probe locations: (a) and (c) on

suction and pressure side respectively, (b) on airfoil tip and on the lower plate

(the circled one represents 2 probes, one on the tip facing and a second one on the

plate).
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Figure 2.8: Sketch of remote microphone probes.
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Chapter 3

Wavelet analysis

3.1 Wavelet transform overview

The fundamental idea behind the wavelets is to analyze according to scale. In

wavelet analysis the scale that we use to look at data plays a special role. Wavelet

algorithms process data at different scales or resolutions. In fact, if we look at a

signal with a large window, we would notice gross features. Similarly, if we look at

a signal with a small window, we would notice small features.

The wavelet analysis approach is to adopt a wavelet prototype function, called

analyzing wavelet or mother wavelet, which has to be localized in both time do-

main and transformed (scale/frequency) space. The time–scale (or time–frequency)

domain is then spanned by contracted/dilated and translated version of this pro-

totype. Hence, good time resolution is achieved by means of contracted low–scale

wavelet functions, while large–scale wavelets provide resolution in the transformed

(scale/frequency) space.

As a consequence, a wavelet decomposition permits to represent a generic signal

simultaneously in terms of a translation time (t) and a resolution time scale (r),

whose inverse corresponds to the frequency (f). This is accomplished by projecting

the acquired signal over the basis of compact support function Ψ(t) obtained by
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dilation and translation of the mother wavelet. Formally, the wavelet transform of

the signal p(t) at the resolution time scale r is given by the following expression

w(r, t) = C
−1/2
Ψ

∫ +∞

−∞
Ψ∗

(
t − τ

r

)
p(τ)dτ (3.1)

where C
−1/2
Ψ denotes a coefficient which accounts for the mean value of Ψ(t), and

the integral represents a convolution between p(t) and the dilated and translated

complex conjugate counterpart of Ψ(t).

The most interesting dissimilarity with respect to the classical Fourier transform

is obviously that individual wavelet functions are well localized in the time–scale

domain. We note that in the Fourier decomposition the projection is performed

over trigonometric functions, so that the physical information is spread over a

theoretically infinitely extended time domain. Localized events are therefore missed

by the Fourier decomposition while they are correctly retrieved by the wavelet

transform through the representation of the signal over a two dimensional map in

the time–frequency domain.

One way to see the time–frequency resolution differences between the windowed

Fourier transform and the wavelet transform is to look at the basis coverage of the

time–frequency plane. Fig. 3.1 shows a windowed Fourier transform, where the

window is simply a square wave. The square wave window truncates the sine or

cosine function to fit a window of particular width. Because a single window is

used for all the frequencies in the windowed Fourier transform, the resolution of the

analysis is the same at all locations in the time–frequency domain. The projection

is not adaptive, so to speak.

The advantage of the wavelet transform is that the windows vary. In order to

isolate signal discontinuities or sharp variations, on would like to have some very

short basis functions. At the same time, in order to obtain detailed frequency

analysis, one would like to have some very long basis functions. This is exactly

the way the wavelet transform covers the time–frequency plane (Fig. 3.2). Thus,

wavelet analysis provides immediate access to information that can be obscured
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Figure 3.1: Fourier basis function and coverage of time–frequency plane.

Figure 3.2: Wavelets basis function and coverage of time–frequency plane.
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or hidden by other standard time–frequency projection like the windowed Fourier

transform.

3.2 The Local Intermittency Measure concept

The post–processing procedure adopted therein is based on the wavelet transform

of a pressure signal. As stated in § 1, the scope of the procedure is to extract from

the wall–pressure and far–field pressure signals the most energetic non–periodic

contributions localized in time and in space and to detect the fluid dynamic struc-

tures responsible for such strong pressure fluctuations.

In fact, as pointed out by Vassilicos (1996), the wavelet coefficients w(r, t)

have the property of enhancing singularities in the signal. As explained in the

following, this feature may be exploited to detect strong non–periodic energy bursts

characterizing turbulent flows.

The event tracking method used therein is based on the computation of the so

called Local Intermittency Measure (Farge, 1992) defined as

LIM(r, t) =
w(r, t)2

〈w(r, t)2〉t (3.2)

where the symbol 〈•〉t denotes a time average. This function enhances non–uniform

distributions of energy in time, since the quantity w(r, t)2 may be interpreted as

the energy contained in the signal at the scale r and at the instant t. Therefore, the

LIM distribution in the time–scale domain is a good indicator of the intermittency

and magnitude of the energy fluctuations. Figure 3.3 shows an example of LIM

distribution computed from a portion of pressure signal recorded on the wall.

In addition, it is worth noting that the numerator of Eq. (3.2), i.e. the square

of the wavelet coefficients, represents the localized counterpart of the standard

Fourier spectrum that can be recovered by simple time integration. An example of

the Fourier spectrum recovered from the square of the wavelet coefficients plotted

against the standard power spectrum is reported in Figure 3.4. Similar results have
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Figure 3.3: Example of LIM distribution computed for a portion of pressure signal

recorded on the airfoil surface.

Figure 3.4: Power spectrum obtained from the wavelet transform ◦, compared

with a standard Fourier spectrum ——–.
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been obtained by using different wavelet kernels, demonstrating that the choice of

the wavelet type does not influence the achieved results. It has been also checked

that the results are independent from the use of orthonormal discrete or continuous

complex wavelets. Examples elucidating these comparisons are not presented here

for the sake of brevity.

In the following analyses, unless mentioned otherwise, the convolution in Eq. 3.1

is performed on single point pressure signals by means of a Fast–wavelet–transform

algorithm. In particular the Battle–Lemarie Mother wavelet is used, and the

wavelet expansion is performed over segments of 4096 samples, that is for a range

of 12 degrees of resolution (scales).
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Chapter 4

Event tracking procedure and

conditional statistics

A wavelet–based post–processing procedure is presented in this section, which al-

lows for educing strong non–periodic pressure fluctuations generated in turbulent

flows. Using the peaks detected in the pressure signal as a trigger, phase average

of pressure and velocity data may be performed in order to reconstruct shape, en-

ergy, and time–space correlation of the most energetic pressure fluctuations and of

the suspected fluid dynamic noise–producing structures. The wavelet transform is

indeed well suited to recover the phase of the largest intermittent fluctuations in

the signal.

The phase is a random non–periodic and strongly non–Gaussian variable and

the averaged signature, whenever is non–zero, helps to clarify the physical nature

of the educed non–periodic contributions. The original method was introduced by

Camussi & Guj (1997) and successively applied to pressure signals and validated

by Guj et al. (2003), while applications to wall pressure data were presented in

Camussi, Guj, & Ragni (2006).

The wavelet treatment of a pressure signal and the computation of the corre-

sponding LIM distribution provide a suitable time–frequency representation of the

30



energy content of the pressure fluctuations (§ 3). Note that peaks of LIM repre-

sent large contribution of pressure variations to the overall SPL. Stated in different

terms, a peak in the pressure LIM distribution may be associated with the oc-

currence of a pressure “event”, in that the pressure fluctuations locally exhibit an

energy content exceeding the observed overall value.

Therefore, the LIM amplitude at a selected scale r, can be thresholded in order

to select events responsible for the largest pressure fluctuations and to determine

how their appearance is distributed in time: for a given scale r = r∗, LIM as a

function of time can be analyzed and a proper trigger threshold level T can be

fixed. When, for t = t0, LIM > T , it may be assumed that a particular type of

pressure event has been detected at the time instant t = t0 at the scale r = r∗. By

varying the trigger level, one can select events of different levels of energy, whereas

for r > r∗ one can observe fluctuations corresponding to smaller resolutions (or

larger scales).

4.1 Auto–conditioning method

Once the pressure events have been selected and well localized in the time domain,

one may perform a conditional average of the original pressure signal. The time sig-

nature of the pressure events can be recovered by ensemble averaging the pressure

signals centred at the instants {t0} when energy overcomes the trigger threshold

(Figure 4.1). If t0 is an instant when an energy burst is detected for a certain trig-

ger level T , we can define p(T )(t, t0) as the portion of the original pressure signal

centred in t0 and extending for a time interval of proper width (Figure 4.1). The

ensemble averaging procedure is then taken over all t0 when the energy is above

the trigger level, and may be written (in the continuous form) as

〈p〉(t − t0) = 〈p(T )(t, t0)|{t0}〉t0 (4.1)

which indicates that the procedure leads to a statistical averaging conditioned on

the events {t0}. By varying the resolution where the peaks’ detection is performed,
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Figure 4.1: Example of selection procedure: the large value of LIM in the upper

panel indicates that an event occurs at the probe location in t0 ∼ 48.992 s. Once

the event is detected the portion of pressure signal centered in t0 is extracted to

perform the conditional average.
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it is possible to observe structures of different size.

This auto–conditioning procedure leads to an ensemble averaged time signature

of the fluctuating pressure, which represents the most probable shape of the most

energetic structures which are hidden in the original chaotic signal.

4.2 Averaged cross–conditioned structures

The conditioning method explained above may be applied to a couple of signals

acquired simultaneously in order to explore their statistical space–time correlation

and to find whether a connection exists between the events tracked from the trigger

signal and the coherent structures in the conditioned one. The relevance of this

cross–analysis is evident, as it permits to investigate the space–time correlation

between the largest pressure fluctuations measured at different positions on the

airfoil surface. Consider, for example, the typical case of a wall–pressure pertur-

bation which is convected downstream by the flow: the cross–conditional analysis

performed on a suitable set of wall–pressure signals could help to estimate the

convection velocity within the boundary layer.

Moreover, a pressure/velocity cross–analysis with the pressure signal used as a

trigger, is an effective tool for understanding physical mechanisms underlying the

generation of noise: it allows for extracting from velocity data the aerodynamic

structures correlated to large localized pressure peaks on the wall and in the far

field. In fact, whenever a strong pressure fluctuation occurs at a particular position

in the region of interest (far field or airfoil surface), one may infer that it might

physically correspond to any hydrodynamic effect (as the passage of a coherent

vortex), or that instead it might be caused by any local acoustic perturbation

(due to a noise–producing phenomenon, occurring elsewhere and radiating in the

surrounding field).

In details: once the set {t0} of the selected time instants is available, the

conditional average can be performed either on the single point velocity time series
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(HWA signals) or on the set of PIV snapshots available, provided that the velocity

measurements are acquired simultaneously with the pressure signal used as trigger.

The velocity signal is ensemble averaged to eliminate random fluctuations and to

educe the coherent contribution to the signal, should it exist. If the time signature

of the noise–generating structures has a basic form in the recorded velocity signal,

this “template” is revealed by the averaged signal. As a result, in the case of

joint HWA/pressure measurements, the outcome of the cross–conditional procedure

analysis should be an averaged time–signature of velocity, representing the most

probable fluid dynamic structure correlated to the pressure fluctuations on the

wall of the airfoil. A PIV/pressure conditional statistics allows for a more reliable

topological interpretation about the nature of the fluid dynamic events generating

noise. In that case, the outcome of the procedure should be the averaged PIV field

showing the turbulent velocity field statistically correlated to the measured largest

pressure fluctuations.

Besides, an interesting point is the possibility of individuating, statistically,

the position where noise has been radiated. According to Guj et al. (2003), we

can define ∆t as the total time delay obtained as a difference between the time

instant characterizing the averaged time signature (which can be deduced from

its maximum) and the reference time corresponding to the peaks in the far–field

pressure. Taking into account the local convection velocity and the speed of sound

c (the pressure perturbations propagation velocity), it is possible to determine

the spatial location of the noise emitting events. As an example, assuming for

simplicity the sound propagation velocity (c) to be infinite, the acoustic time may

be set equal to zero. Thus, for c = ∞, three possibilities can be encountered: ∆t =

0 for a noise emission at the same position as the probe, ∆t < 0 for a noise emission

downstream, and ∆t > 0 for a noise emission upstream. For finite c, the effect of

the acoustic propagation is always a negative delay to be accounted for. Accounting

also for the local convection velocity, which is evaluated by a proper aerodynamic

characterization of the flow, and the measured ∆t magnitude, it is therefore possible
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to retrieve the spatial location of the averaged noise source. We point out that the

magnitude of the time delays and of their spatial counterpart as extracted from the

averaged structures plays a fundamental role in the interpretation of the results

presented in § 5.
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Chapter 5

Results

5.1 Wall–pressure auto–processing

The ensemble averaging procedure described in § 4 is applied to the whole set of

measured wall–pressure signals thus allowing for the spatial evolution of the most

energetic averaged pressure time-signatures to be analyzed. As will be shown in

the following, this could help to clarify the nature of the events responsible for the

largest pressure fluctuations over the airfoil surface.

The auto–conditioning method provides the wall–pressure averaged signatures

in several positions over the airfoil surface. In the no–gap reference configuration,

significant results are obtained only with the probes placed in the mid–span region.

As clarified below, in this region the effect of the chord–wise position seems to

be relevant. An overall summary of results obtained considering probes located

at mid–span (z = Z = l/2) for the no–gap reference configuration is given in

Figure 5.1. It is shown that the shape of the averaged signatures significantly

changes with the x/c parameter. The behaviour obtained close to the leading edge

seems to indicate that acoustic effects are dominant with respect to hydrodynamic

perturbations. This is an expected result since in the leading–edge region the

boundary layer is very thin and not yet developed so that acoustic perturbations,
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Figure 5.1: Averaged pressure time signatures obtained for several chord–wise

positions at mid span on the suction side for the no gap reference configuration.
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Figure 5.2: Averaged pressure time signatures obtained from several transducers

at mid span in the pressure side of the airfoil for the no gap reference configuration.

generated by the impact of the incoming unsteady flow against the airfoil surface,

are the main sources of noise.

When we move towards the trailing edge, a different behaviour is observed, as

shown in the case x/c = 0.25 of Figure 5.1. Here a pressure drop is observed,

thus suggesting that, in a statistical sense, the pressure fluctuations are generated

mostly by vortical structures passing close to the pressure probe position.

In the region close to the trailing edge no significant results are obtained as an

effect of the back–ground disturbance and the signal–to–noise ratio of the averaged

pressure signatures is too low for any physical interpretations to be addressed.

No significant results are obtained also in the pressure side confirming that

being the boundary layer very thin, the hydrodynamic perturbations induced by

vortical structures are very weak and, from a statistical viewpoint, are uncoherent.

An example of results obtained in the pressure side for the no–gap reference config-

uration is given in Figure 5.2. The presence of a gap leads to pressure oscillations
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Figure 5.3: Averaged pressure time signatures obtained for several chord–wise

positions in the tip region for the reference gap configuration.

in the averaged signatures, as evidenced in Figures 5.3–5.5 for the reference gap

configuration. In Figs. 5.3 and 5.4 one may note that the oscillations are more

pronounced close to the trailing edge and at the airfoil tip in correspondence of the

gap. Figure 5.5 shows that the amplitude of the oscillating averaged pressure sig-

nature becomes larger for increasing width of the gap, with both the angle of attack

and the inflow speed kept fixed at their reference values. The observed behaviour

is due, probably, to vortex shedding from the side edge of the airfoil but, being

such an effect not evident in the pressure power spectra, it has to be attributed to

intermittent unsteady events which are not revealed when the signal is projected

onto the Fourier basis. The physical nature of the observed phenomenon could be

found into the mechanism of roll up of the vortical structures shed from the lower

side of the airfoil and further insights would be inferred from the cross–analysis of

the next sections.

Finally, a statistical analysis of the waiting time between consecutive wall–
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Figure 5.4: Averaged pressure time signatures obtained in the trailing edge region

for the reference gap configuration: effect of the distance from the gap (z).
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Figure 5.5: Averaged pressure time signatures obtained in the trailing edge region

at the tip edge: effect of the gap width, with U0 and α kept fixed at their reference

values.
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Figure 5.6: PDF of the time delay ∆t between consecutive pressure events. The

dashed line represents a pure exponential decay of the form y = e−0.98x.

pressure events has been performed by computing the PDF of the time delay ∆ti =

ti0−ti−1
0 , {t0} being the set of time instants corresponding to the peaks in the wall–

pressure LIM. As stated in § 1, this study may be useful in giving more insight into

the events selected for the averaging procedure performed above and, in particular,

for the evaluation of a possible correlation between them. The PDF of the elapsed

time between successive pressure events detected in the tip region is reported in

Figure 5.6. As known from previous works the PDFs exhibit exponential tails that

appear linear on the semilog plot. The exponential distribution of the waiting

time is characteristic of Poisson statistics of uncorrelated events. From a physical

viewpoint the exponential decay indicates that the selected pressure events may be

considered statistically independent from each other. A satisfactory collapse of the

PDFs can be appreciated, suggesting that such behaviour is an intrinsic property

of the random variables analyzed.

The results in Figure 5.6 yield a further confirmation of the reliability of the
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adopted identification method, which allows for separating the coherent intermit-

tent fluctuations from the background.

5.2 Wall–pressure cross–conditional statistics

As mentioned in § 4, a wall–pressure cross–conditional analysis permits to in-

spect whether a physical process drives the most energetic pressure perturbations

throughout the turbulent region developing over the airfoil surface. In fact coher-

ent pressure fluctuations detected in different locations on the wall might either

be generated by independent fluid dynamic/acoustic perturbations or might stem

from the same perturbation which convects or radiate in the position where they

are detected.

The cross–conditional procedure performed on the wall–pressure signals pro-

vides the space–time correlation between the largest pressure fluctuations in the

turbulent region. Figure 5.7 shows the results of the cross analysis conducted on

the pressure signals in the tip region: the pressure signal recorded at x/c = 0.775 is

used to trigger the time series provided by the pressure probes along the tip. It may

be seen that the averaged pressure signatures preserve the same shape. but a time

shift is revealed moving downstream. This is compatible with the hypothesis that

the coherent pressure bursts somewhat consists of the same perturbation retrieved

in x/c = 0.775, which is transported downstream by the turbulent boundary layer.

In account of the pressure taps location, the resulting time shift permits to

evaluate the convection velocity within the boundary layer in the tip region. The

value computed from results in Figure 5.7 is Uc ∼ 50 m/s.

5.3 Far–field/wall–pressure conditional statistics

A first attempt to localize the position at which acoustic noise is generated consist

of triggering the wall–pressure signals with the LIM peaks detected in the far
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Figure 5.7: Pressure cross–conditional correlation in the tip region for the reference

gap configuration.

field. As explained in § 4, the outcome of such cross–analysis is a statistics of the

time delay between the coherent wall–pressure fluctuations and the largest acoustic

perturbations in the far field. A wall–pressure signal recorded in the region where

noise is generated should provide, once conditioned by the far–field trigger, an

averaged time signature whose time delay approximate the time need for the speed

of sound to cover the distance from the wall to the far–field microphone location.

In the present analysis a pressure signal is recorded by a far–field microphone

placed at about 1 m away from the airfoil surface in the suction side. The peaks

detected by the wavelet treatment of the acoustic pressure are then used to trigger

the wall–pressure signals acquired simultaneously in the tip region for the reference

gap configuration. Note that the distance of 1 m is expected to be covered by the

isoentropic speed of sound (cs ∼ 340 m/s) in ∼ 3 · 10−3 s. Therefore in the

following considerations, we will assume ∆t0 = 3 · 10−3 s as a reference value by

which one may identify the most probable location on the airfoil surface where
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Figure 5.8: Averaged wall–pressure time signature for transducers in the tip region

of the reference gap configuration and with the far field signal used as trigger.

acoustic perturbations originate.

Significant correlation has been retrieved only in the tip region downstream of

half chord, as shown in Figures 5.8 and 5.9. It may be noticed that the (negative)

time shift exhibited by the averaged pressure signal at x/c = 0.775 falls quite close

to the reference value, while moving downstream, the correlation appears weaker

and the time delay decreases.

From the results described above the following physical interpretation may be

argued: the most effective acoustic source locates approximately just upstream

of the pressure tap at x/c = 0.775. The corresponding perturbation radiates in

the far field, being perceived by the microphone after ∼ 3 · 10−3 s, and besides it

is convected downstream by the turbulent boundary layer. On the basis of such

interpretation, the discrepancy between ∆t0 and the time shift exhibited by the

pressure probes considered downstream of x/c ∼ 0.7 is to be attributed to the con-

vection process from the noise source location to the pressure tap position. In fact,
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Figure 5.9: Averaged wall–pressure time signature for transducers in the tip region

of the reference gap configuration and with the far field signal used as trigger.

accounting for the convection velocity evaluated in § 5.2, the spatial counterpart

of the time shift between the averaged pressure signatures in Figures 5.8 and 5.9

is consistent with the actual position of the pressure probes along the tip.

5.4 Pointwise–velocity/wall–pressure conditional

statistics

As discussed in § 2, simultaneous velocity/pressure measurements have been per-

formed by placing a single hot wire probe close to the airfoil trailing edge at a

mid–span location. These experimental investigations provided useful data to per-

form a statistical analysis, which gives further clarifications on the physical nature

of the fluid dynamic structures in the noise generation phenomenon. The condi-

tioning method explained in § 4 has been applied to the HWA/wall–pressure data,

in order to extract aerodynamic events correlated to large localized pressure peaks
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Figure 5.10: Pointwise pressure–velocity correlation in the trailing edge region for

the no gap reference configuration: (a),(b), and (c) represent the averaged hot–wire

velocity time signature with the pressure signal at z = 88, 100, 106 mm respectively

used as trigger.

on the wall of the airfoil. The results obtained from the cross–conditioning proce-

dure for both the reference configurations are presented. In Figures 5.10 and 5.11

the averaged velocity signatures for the no–gap reference configuration are de-

picted: the HWA signal has been conditioned by extracting the pressure events in

several locations along the trailing edge and in the mid–span region. A relevant

pressure–velocity correlation can be evidenced only close to the trailing edge at the

mid–span location (x/c = 0.975; z = 0).

Then, introducing a finite gap, it is evident from Figure 5.12 that no relevant

gap effects occur in the mid–span region. However, as shown on Figure 5.13, the

auto–conditioned velocity signature exhibits a drop, whose amplitude significantly

grows for increasing width of the gap. The cross–correlation between the observed

velocity drop and the pressure peaks detected along the tip has been then explored
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Figure 5.11: Pointwise pressure–velocity correlation in the mid span region for

the no gap reference configuration: (a) and (b) represent the averaged hot–wire

velocity time signature with the pressure signal at x/c = 0.975 and x/c = 0.775

respectively used as trigger.
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Figure 5.12: Pointwise velocity–pressure correlation in the mid–span region at the

trailing edge (x/c = 0.975): effect of the gap.
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Figure 5.13: Pointwise velocity auto–correlation in the tip edge region at the trail-

ing edge (x/c = 0.975): effect of the gap.
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Figure 5.14: Pointwise pressure–velocity correlation in the tip edge region for the

reference gap configuration: (a),(b), and (c) represent the averaged hot–wire veloc-

ity time signature with the pressure signal at x/c = 0.975, 0.900, 0.775 respectively

used as trigger.

for the reference gap configuration. The achieved results are reported in Figure 5.14

for different pressure probe positions. Note that the shape of the velocity signature

completely changes with respect to the one obtained by triggering the HWA signal

with the pressure in the mid–span region (see Figs. 5.10 and 5.11). It is shown that

moving along the tip, the phase of the signature changes. The non–zero time delay

indicates that the fluid dynamic events (hot wire) associated to the emission of

noise (pressure events) is not located spatially at the same position as the pressure

probe. The location of the major fluid dynamic structure (which may act as a

sound source) is upstream of the pressure taps. In fact, the phase delay increases

as the distance between the pressure probe and the hot wire probe decreases. In

account of the mean velocity and the velocity of sound, the phase shift of the

signatures can be converted into a spatial delay and the resulting position of the
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Figure 5.15: Reference gap configuration: spatial delay vs pressure tap position

(xp), computed by the time delay resulting from the pointwise pressure–velocity

correlation in the tip region.

noise source, even though qualitatively, can be determined. The results reported

in Figure 5.15 show that such a location is upstream of the trailing edge at about

x = 140 mm from the leading edge.

5.5 PIV/wall–pressure conditional statistics

The joint analysis of PIV measurements (discussed in § 2) and of single point

pressure measurements is performed only for the reference gap configuration. Fig-

ure 5.16 shows the location of the pressure taps mounted on the tip side of the

airfoil. A third microphone was placed in the far field on the suction side of the

airfoil. On the basis of the HWA/wall–pressure analysis presented in § 5.4, we may

expect the pressure signals recorded by the probe B placed at x/c = 0.75 (see

Fig. 5.16) to provide the most useful data for the conditional PIV/wall–pressure
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Figure 5.16: Side view of the tip edge of the airfoil: position of the two pressure

taps in the joint PIV/pressure measurements.

analyses. Thus, in the present investigation we concentrate primarily on this pres-

sure signal that, once treated with the wavelet method, provides the set of instants

from which the corresponding PIV velocity fields are selected.

Contrary to the previous analyses, in this phase the pressure signal is processed

by using a continuous complex wavelet expansion, so as to achieve a more accurate

time–frequency resolution. Once the pressure events are extracted at the wall, the

conditional analysis has been carried out by averaging together the PIV snapshots

corresponding to the selected timing of the wall–pressure events. The LIM thresh-

old criterion can be restricted to specific frequency bands in order to select wavelets

of a given scale. Examples are shown in Figures 5.17 and 5.18 for both low and

high frequency containing events. The corresponding flow patterns are identified

with the method described above.

As stated in § 2, 60 PIV snapshot are available from each 60 sec acquisition

series. This represents a basic constraint to take into account, as it is evident

that only some of the instantaneous velocity fields captured by these 60 snapshots

could be selected. Thus, the wavelet transform is performed over segments of 256

samples, that is1 1.2 · 10−2 s, centered on the time instants corresponding to the

PIV acquisition timing (see e.g. Figs. 5.17 and 5.18). Therefore, the selection of a

1Recall that the sampling frequency for the pressure acquisition was 20 kHz in this phase of

the experimental campaign.
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Figure 5.17: An example of a low–frequency pressure event (evidenced by the

black circle) detected in the wavelet time–frequency domain from the pressure

probe located at x/c = 0.75.

Figure 5.18: Same as previous plot but evidencing a high–frequency event.
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Figure 5.19: Averaged tip–flow field statistically related to the largest high–

frequency pressure fluctuations on the wall. The black circles denotes the pressure

probes mounted on the tip facing of the airfoil at x/c = 0.05 and x/c = 0.75.

PIV field occurs only when the LIM peak is located in correspondence of the origin

of the time axis which results in a very small number of selected events.

The set of selected velocity fields are eventually averaged together leading to

a non–zero averaged tip–flow structure which, should it exist, evidences the most

probable fluid dynamic event responsible for the observed large pressure peaks.

The selection procedure, applied to all the 10 acquisition series, provided a total of

119 pressure events. Furthermore, as shown on Figures 5.17 and 5.18, the LIM peak

frequency localization can vary from one case to another. Therefore a distinction

has been also considered according to the frequency content of the pressure events

(low or high frequencies). Among the 119 events selected, 18 presented a low–

frequency behaviour, whereas 75 were prevalently associated to high–frequency

fluctuations. The remaining 31 fields evidenced events with a broadband frequency

content.

The achieved ensemble averaged field corresponding to high–frequency events

is shown in Figure 5.19. No relevant differences have been evidenced neither when
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Figure 5.20: Detail of previous plot.

no distinction between high and low frequency events is performed nor when the

low–frequency events are considered. In the latter case a lower signal–to–noise ratio

is documented due to the limited number of samples selected. In any case, in the

region upstream of the pressure probe position, thus very close to the region where

the source was supposed to act, a non–zero fluid dynamic structure is revealed. A

detail is shown on Figure 5.20. From the physical viewpoint, this event seems to

consist of a motion of the fluid from the pressure side of the airfoil towards the

suction side. Actually, since the PIV snapshots are taken in the mid–gap plane,

the figure shows the corresponding 2D cut of a 3D turbulent structure. One may

assume such a structure to be associated to a roll–up phenomenon occurring at

the tip edge of the airfoil, but an exact interpretation can not be proposed unless

a cross section analysis of the flow is performed.

5.6 PIV/far–field conditional statistics

The PIV/far–field pressure conditional analysis has been performed in order to def-

initely identify coherent structures in the gap flow which behave like noise sources.
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The physical conjecture underlying the present investigation is that coherent fluid

dynamic structures developing in the gap region, independent of their phase, gen-

erate large pressure fluctuations in the far field, that can be used for triggering and

selecting instants of noise emission.

On the basis of the same arguments reported in § 5.3, and accounting for the

limitation on the number of PIV snapshots available (see § 5.5), the selection pro-

cedure consists of finding whether the LIM of the far–field signal exhibits a peak

for t − t0 = ∆t0, where {t0} represents the PIV timing and ∆t0 is the acoustic

reference time, that is the acoustic time counterpart of the distance from the wall

to the far–field microphone. In fact, in a statistical sense, whenever a PIV field cor-

responds to a noise generating turbulent structure, a pressure perturbation should

reach the far–field microphone after 3 · 10−3 s.

An important issue to be addressed in this phase is the need for a specific

frequency band investigation. In fact, as demonstrated by Grilliat et al. (2007),

the tip leakage flow seems to contribute significantly to the far–field sound level

in the frequency range between 3 kHz and 7 kHz, while for lower frequencies the

far–field power spectra for the two reference configurations almost coincide, which

means that the noise field radiated from the gap is ruled out by the trailing edge

noise in such frequency band. Therefore only the pressure events detected in the

3–7 kHz range should correlate statistically with the coherent structures in gap

flow.

Figure 5.21 shows the averaged tip–flow field obtained by tracking the far–field

pressure events within the range 3–10 kHz. The result evidenced the presence of

a fluid dynamic structure at half chord. The considerations reported at the end

of § 5.5 still apply in this case. The PIV/far–field conditional statistics definitely

confirms that the tip flow affect significantly the noise energy level within the

frequency band analyzed.

Finally the PIV/far–field cross–analysis has been repeated for the frequency

spanning from 200 Hz to 3 kHz. The resulting averaged gap flow is shown on Fig-
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Figure 5.21: Averaged tip–flow field statistically related to the largest high–

frequency pressure fluctuations in the far field.

ure 5.22. It may be observed that the correlation between the peaks in the far field

and the tip–gap flow is quite weak, which is in agreement with the aforementioned

experimental investigations (Grilliat et al., 2007).
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Figure 5.22: Averaged tip–flow field statistically related to the largest low–

frequency pressure fluctuations in the far field.
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Chapter 6

Conclusions

A detailed analysis of wall–pressure and Hot Wire/PIV velocity data measured

around an airfoil with and without a tip leakage has been presented. The post–

processing procedure was based on the application of the wavelet transform to

the wall–pressure signals and the computation of conditional averages of both the

pressure and the velocity data. In the self noise configuration, hydrodynamic wall–

pressure fluctuations have been shown to be mostly related to the boundary layer

separation of the suction side near the trailing edge. The presence of the gap leads

to quite different behaviours since the most probable fluid dynamic event causing

wall–pressure peaks is found to be associated to a roll–up phenomenon occurring

around the tip at 50–60 % the chord from the leading edge. The location of

the source has been determined from the conditional analysis of the Hot Wire

data leading to an averaged structure exhibiting a phase shift with respect to

the pressure timing. This result has been definitely confirmed by the conditional

analysis of the PIV fields providing a 2D view of the most probable wall–pressure

source.
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Appendix A

Power-spectral-density

boundary-to-field transfer

function

A.1 Introduction

A turbulent boundary layer generates broadband noise as an effect of the scatter-

ing of vortical disturbances into acoustic waves. The noise due to this mechanism

may be predicted either from the vortical velocity field surrounding the surface,

or from the induced pressure field on the surface. The first approach – that based

upon the velocity field – was outlined by Ffawcs Williams & Hall (1970), and may

be easily connected to computational results, provided for instance by large eddy

simulations, to be used as input (see, for instance, Moin, 2000). The second ap-

proach, that based upon the induced wall pressure, has been developed for instance

in Amiet (1976) for the case of the trailing edge noise of an airfoil, and provides

a prediction of the far field power spectral density of the acoustic pressure. The

method has been supported by several experimental analyses (see, for instance,

Roger & Moreau, 2002); however it has the disadvantage that a connection with
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computational results is more difficult to address.

The objective of the paper is to present new developments regarding a formu-

lation for the evaluation of the power spectral density of the acoustic pressure at

any given point in the field in terms of the power spectral density of the transpi-

ration velocity (this is a quantity defined in terms of the vorticity and is closely

related to the equivalent source concept introduced by Lighthill (1958). Specifi-

cally, the formulation used allows one to obtain, in the frequency domain (Fourier

transform), a matrix relationship between the transpiration velocity at a number

of points on the surface of the object (those arising from the boundary–element

discretization) and the pressure at given points in the irrotational region. From

this, the relationship between the corresponding power spectral densities is easily

obtained using the Wiener-Khintchine theorem.

The approach used here is based upon a decomposition for the analysis of the

effects of the vorticity, which was introduced for aerodynamics in Morino (1990),

and refined in Morino et al. (1999) and Morino & Bernardini (2002). The com-

monality between aerodynamics and aeroacoustics is addressed in Morino (2003)

(which provides a synthesis of all the preceding work), and is exploited here. For

incompressible flows, the formulation under consideration was presented in Morino

et al. (2007), along with some preliminary numerical results; the comparison with

experimental data is encouraging.

Here, the formulation is extended to compressible flows. For the sake of clarity,

in the main body of the paper, the formulation is presented for the limited case of

incompressible flows. The formulation for compressible flows, based upon that in

Morino (2003), is outlined in Section A.8.

A.2 The decomposition

For the sake of completeness, in this section, we present the decomposition intro-

duced in Morino (1990), and refined in Morino et al. (1999) and Morino & Bernar-
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dini (2002). This formulation falls within the general class of potential–vorticity

decompositions for the velocity field of the type

v = ∇ϕ + w, (A.1)

where w is any particular solution of the equation

∇×w = ζ. (A.2)

with ζ := ∇× v denoting the vorticity field. The decomposition given in Eq. A.1

is valid for any vector field and Eq. A.2 is a necessary and sufficient condition for

the validity of Eq. A.1. Indeed, Eq. A.2 is necessary, as it is easily seen by taking

the curl of Eq. A.1; vice versa, if Eq. A.2 is satisfied, then ∇× (v − w) = 0 and

therefore there exists a potential function ϕ, such that v−w = ∇ϕ, in agreement

with Eq. A.1.

The decomposition given in Eq. A.1 is quite general. Classical decompositions

used in fluid dynamics, such as those by Helmholtz and Clebsch (see, e.g. Serrin,

1959), are included in Eq. A.1. The decomposition of Morino (1990) used here

differs from these and has the distinguishing feature that the rotational–velocity

contribution vanishes in much of the irrotational region (in all of it, for many of

the cases of practical interest, in particular, for the application to attached flows

of interest here). Specifically, the decomposition falls within the class of direct–

integration decompositions, in which Eq. A.2 is solved by direct integration. Using

the expression for the curl in curvilinear coordinates, Eq. A.2 may be rewritten as

Jζ1 =
∂w3

∂ξ2
− ∂w2

∂ξ3
Jζ2 =

∂w1

∂ξ3
− ∂w3

∂ξ1
Jζ3 =

∂w2

∂ξ1
− ∂w1

∂ξ2
, (A.3)

where J is the Jacobian of the transformation x = x(ξα), ζj are the contravariant

components of ζ = ζjgj, whereas wk are the covariant components of w = wkg
k.

This equation may be solved by choosing, arbitrarily but legitimately,

w3(ξ
1, ξ2, ξ3) = 0. (A.4)
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Hence, recalling that ζ = 0 at infinity, the first two equations in Eq. A.3 may be

integrated to yield the following particular solution for Eq. A.2:

w1(ξ
1, ξ2, ξ3) = −

∫ ∞

ξ3

J ζ2(ξ1, ξ2, ξ̆3) dξ̆3

w2(ξ
1, ξ2, ξ3) =

∫ ∞

ξ3

J ζ1(ξ1, ξ2, ξ̆3) dξ̆3

w3(ξ
1, ξ2, ξ3) = 0. (A.5)

Equation A.5 is the key of formulation used here.

Next, consider the direction of integration ξ3. In the scheme used in Morino

(1990), the direction of integration is somewhat aligned with the direction of the

flow. On the other hand, in Morino et al. (1999), using a three–dimensional exten-

sion of a C−grid, the direction of integration ξ3 is taken along the normal to the

body surface SB and the wake mid–surface, SW.1

It is apparent that, in either approach, for attached high–Reynolds–number

flows (for which the rotational region is a very thin layer around the surface of the

body), w obtained from Eq. A.5 vanishes in the whole irrotational region, that is,

the volume W where w �= 0 coincides with the rotational region. Thus, recalling

Eq. A.1, we have, in the whole irrotational region, v = ∇ϕ. Hence, the Bernoulli

theorem may be used to evaluate the pressure there.

In the remainder of the paper, following Morino et al. (1999), we assume that

the lines of integration are along the normal to the body surface SB and the wake

mid-surface, SW. In addition, for simplicity we assume that the ξ3–line be normal

to the surfaces ξ̂3(x) =constant.

For instance, let x = p(ξ1, ξ2) describe the surface for ξ3 = 0 (specifically, a

closed surface composed of the body surface SB and the two sides of the wake mid-

surface, SW). Choosing the coordinate ξ3 to coincide with η (arclength along the

1Also, with either scheme some problems arise; these are addressed in Morino & Bernardini

(2002) and Morino (2003), where a formulation that provides a compromise between the two

approaches is presented.
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normal, n, to the surface x = p(ξ1, ξ2)), we have2

x(ξ1, ξ2, η) = p(ξ1, ξ2) + ηn(ξ1, ξ2). (A.6)

Then, g3 = n, whereas gα (α = 1, 2) is perpendicular to n. In addition, we have

g3 = n and J = ‖a1 × a2‖ =:
√

a.

The fact that g3 = g3 = n yields that Eq. A.4 (w3ξ
1, ξ2, η = 0) implies

w3(ξ1, ξ2, η) = 0. (A.7)

In particular,

w3(ξ1, ξ2, 0) = w · n|η=0 = w3(ξ
1, ξ2, 0) = 0. (A.8)

A.3 Incompressible–flow formulation for ϕ

In this section, we consider the formulation for ϕ (potential of the irrotational

velocity contribution introduced by Eq. A.1). As mentioned above, here, for the

sake of simplicity, we assume that the flow field is incompressible. In this case, we

have

∇ · v = 0. (A.9)

Combining with Eq. A.1, one obtains

∇2ϕ = Θ, (A.10)

where, using Eq. A.7 (and hence the assumption on the coordinates used to obtain

it), we have

Θ := −∇ ·w = − 1

J

∂

∂ξα
(Jwα) (A.11)

Note that according to this equation, Θ = 0 in the irrotational region R
3\W.

2Problems arise if the layer thickness is larger than the curvature of the surface (this is in

particular true at the trailing edge. For these issues the reader is referred to Morino et al. (1999).
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Next, consider the boundary conditions for ϕ over the surface of the body and

at infinity. For viscous flows, the boundary condition over SB is v = vB, where vB

is the velocity at x ∈ SB. For the potential ϕ, we use the normal component of

this equation, v ·n = vB ·n. Thus, combining with Eq. A.1 and recalling Eq. A.8,

one obtains

∂ϕ

∂n
= χ (x ∈ SB), (A.12)

with

χ := vB · n (A.13)

Note that this is formally identical to the boundary condition for potential flows,

Eq. A.42.

In addition, in a frame of reference connected with the undisturbed air, we have

ϕ = O (‖x‖−1
)
, at infinity. (A.14)

The boundary integral representation for the Poisson equation, Eq. A.10, is

(see, e.g. Kress, 1989)

E(x)ϕ(x) =

∮
SB

(
∂ϕ

∂n
G − ϕ

∂G

∂n

)
dS(y) +

∫
W

Θ G dV(y), (A.15)

where G = −1/4π‖x − y‖, whereas – we recall – W is the region where w �= 0,

and finally

E(x) = 1 for x ∈ VF

=
1

2
for x ∈ ∂VF (smooth point)

= 0 for x ∈ R
3\VF. (A.16)

Equation A.15 allows one to evaluate ϕ anywhere in the field, if ϕ and ∂ϕ/∂n over

SB and Θ in W are known.

However, ϕ on SB is not known. Thus, first one must obtain an equation for

evaluating ϕ on SB. This may be obtained in the limit, as x tends to the surface
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of the body. In this case, Eq. A.15 yields a compatibility condition between ϕ

and ∂ϕ/∂n over SB and Θ in W, that is, an integral equation relating ϕ over SB to

∂ϕ/∂n over SB and Θ in W.

Hence, provided that ∂ϕ/∂n over SB and Θ in W are known, the solution for ϕ

in the field, is obtained in two steps. In the first one, x denotes the generic point

on the surface SB. In this case, Eq. A.15 corresponds to an integral equation for ϕ

on SB. Once ϕ on SB has been evaluated, we consider the second step, that which

yields ϕ in the field: now, x denotes a specific point in the field, and Eq. A.15

corresponds to an integral representation for ϕ in VF, in terms of ∂ϕ/∂n over SB

and Θ in W.

A.4 Transpiration velocity

An expression for Eq. A.15 that closely related to the Lighthill (1958) equivalent–

source approach may be obtained through an integration by parts of the field

integral. For simplicity, we address first the case in which there is no elongated

wake, and then extend this to the case of elongated wake.

A.4.1 Formulation for flows without elongated wakes

For simplicity, consider first a steady flow around a doubly–symmetric convex body

with zero angles of attack. In this case, the extension of the wake is somewhat

limited, and we may assume the coordinate η to be in the direction of the normal

to SB (see Eq. A.6).

Then, combining Eqs. A.12, A.15 and A.18, and integrating by parts the field

term in Eq. A.15, yields

E(x)ϕ(x) =

∮
SB

[
(χ + σB)G − ϕ

∂G

∂n

]
dS(y) +

∫
W

Θ′∂G

∂η
dV(y), (A.17)

with

Θ′ =
1√
a

∫ ∞

η

√
aΘdη̆, (A.18)
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whereas (see Eq. A.11)

σB(ξ
1, ξ2) := Θ′(ξ1, ξ2, 0) =

1√
a0

∫ ∞

0

√
aΘdη =

−1√
a0

∂

∂ξα

∫ ∞

0

Jwαdη. (A.19)

It may be worth noting that the above procedure is equivalent to ‘extracting’

the monopole–layer contribution from the volume integral. Indeed, if x is very

distant from the region W, in the volume integral in Eq. A.15 G may be assumed

to be constant across the layer to yield∫
W

Θ G dV(y) ≈
∮
SB

σB G dS(y), (A.20)

with σB given by Eq. A.19. Stated in different terms, in Eq. A.17 the σB–term is

a monopole layer, whereas the volume integral behaves like a dipole, specifically,

it vanishes like ‖x‖−2 at infinity.

It is apparent that, if we neglect the volume integral, the solution ϕ (and hence

the velocity v in R
3\W, that is, in the region where w = 0) coincides with that

of a potential flow with the boundary condition for a permeable surface has a flow

velocity equal to σB (Eq. A.43). For this reason, the term σB will be referred to

as the transpiration velocity. As shown in Morino et al. (1999), the expression for

the transpiration velocity is very close to the equivalent source term of Lighthill

(1958).

Again, the solution is obtained in two steps, as indicated at the end of Section

A.3

A.4.2 Formulation for flows with elongated wakes

As already mentioned, above we have assumed that the extension of the wake is

somewhat limited. However, in the typical flows of interest, the vorticity in the

boundary layer is convected downstream by the flow, thereby generating a thin

layer of vorticity emanating from the trailing edge, called the wake. For symmetric

configurations, the vortical region of the wake is limited to about one chord length

(thus, the formulation presented above is applicable in such cases). However, for
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three-dimensional lifting problems it is known that, for steady flows, after a few

chord-lengths, the vortices are essentially aligned with the flow and extend to

infinity (in the limit, as the thickness goes to zero, one recovers the formulation

for quasi–potential flows (that is, flows that are potential everywhere, except for

a surface of discontinuity which emanates from the trailing edge and is called the

potential wake; for a relatively recent review, the reader is referred to Morino

(2003); for the sake of completeness, the methodology is briefly outlined in Section

A.7). It is apparent that, for very thin wakes, the flow outside the rotational

layer is approximated by the quasi–potential solution. Thus, it is impossible to

find a continuation, vC, of the outer–flow velocity that is potential and solenoidal

everywhere;3 the best we can hope for is that vC be quasi-potential. In this section,

we discuss the extension of the above formulation to the analysis of attached or

slightly separated high–Reynolds–number flows around lifting bodies (e.g. a wing).

In order to analyze these types of problems, let the surface η = 0 coincide with

limiting case of a surface that surrounds body and wake (that is, the union of

SB and of the two sides of the wake mid-surface, SW). In this case, one obtains

that, in general, using Eq. A.5 yields a vortical velocity w that has a tangential

discontinuity across SW. This discontinuity does not exist in the actual velocity

field, since v is continuous at SW. Recalling Eq. A.1, one may infer that the

tangential discontinuity of w must be compensated for by a discontinuity of ϕ

(these discontinuities correspond to two equal and opposite layers of vorticity).

Thus, we have to take into account that SW is a surface of discontinuity for

both w and ϕ. In order to avoid having to deal with the vortex layer due to the

discontinuity of w, it is convenient to write the boundary integral representation

for a closed surface that is infinitesimally close to the body and the wake surface,

3Note that, even in unsteady two–dimensional flows, the analytic extension of the outer

potential–flow solution into the vortical region (boundary layer and wake) yields different so-

lutions for ∇ϕ if we approach the wake mid–surface SW from the two opposite sides.
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SW. This yields

E(x)ϕ(x) =

∮
SB

(
χG − ϕ

∂G

∂n

)
dS(y) −

∫
SW

∆ϕ
∂G

∂n
dS(y)

+

∫
V

ΘGdV(y), (A.21)

where ∆ϕ denotes the discontinuity of ϕ across SW (if ∆ϕ := ϕ2 − ϕ1, the unit

normal to SW points from side 1 to side 2 of SW).

Proceeding as in the preceding subsection (that is, integrating by parts the

volume integral) yields

E(x)ϕ(x) =

∮
SB

(
(χ + σB) G − ϕ

∂G

∂n

)
dS(y)

+

∫
SW

(
σW G − ∆ϕ

∂G

∂n

)
dS(y)

+

∫
V

Θ′ ∂G

∂η
dV(y), (A.22)

with σW := σ1 + σ2, where σ1 and σ2 are given, individually, by Eq. A.19.4

In addition, in order to relate ∆ϕ to ϕ on the body, one may use the quasi–

potential flow conditions, on the wake (Eq. A.48) and trailing edge (Eq. A.49).

As in the preceding case, the solution is obtained in two steps, as indicated at

the end of Section A.3

A.5 Numerical formulation

In order to show how the present formulation may be used to evaluate the power

spectral density of the pressure at a given point from the power spectral density

of the transpiration velocity σB, it is convenient to discretize the problem.

Consider Eq. A.22. For the sake of simplicity, we neglect the contribution of

the volume integral in Eq. A.22. Let SB be divided into NB surface elements,

4Recalling the geometry used, we see that η ∈ (0,∞) represents either the region above the

wake or that below, of course for different values of ξα).
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Sj (j = 1, . . . , NB), and SW into NW surface elements, Sn (n = 1, . . . , NB). Next,

introduce a piece–wise constant approximation for ϕ(x): ϕ(x) = ϕj , for x ∈ Sj . A

similar approximation is used for χ, σB, σW, and ∆ϕ. This yields

E(x) ϕ(x) =

NB∑
j=1

BB
j (x)

(
χj + σB

j

)
+

NB∑
j=1

CB
j (x) ϕj

+

NW∑
n=1

BW
n (x) σW

n +

NW∑
n=1

CW
n (x) ∆ϕn, (A.23)

where

BB
j (x) =

∫
SB

j

GdS(y), CB
j (x) = −

∫
SB

j

∂G

∂n
dS(y),

BW
n (x) =

∫
SW

n

GdS(y), CW
n (x) = −

∫
SW

n

∂G

∂n
dS(y). (A.24)

Also (see Eq. A.48),

∆ϕn(t) = ∆ϕTE
n (t − θC

n), (A.25)

where θC
n is the convection time required for a wake point to be convected from the

trailing edge point xTE
n to the wake point xW

n . In addition,

∆ϕTE
n (t) =

NB∑
j=1

Snj ϕj(t), (A.26)

where Snj is suitable matrix, introduced to implement the trailing–edge condition,

Eq. A.49.

In the following, we consider a wing in uniform translation. Then, χ is time

independent. Hence, we separate the steady–state and the unsteady–state problem.

Then, taking the Fourier transform of the unsteady portion of Eq. A.23, one

obtains

Ekϕ̂k =

NB∑
j=1

BB
kj σ̂B

j +

NB∑
j=1

CB
kj ϕ̂j +

NW∑
n=1

BW
kn σ̂W

n +

NW∑
n=1

CW
kn ∆ϕ̂n, (A.27)
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where, for instance BB
kj = BB

j (xk), whereas, for instance, ϕ̂k denote the Fourier

transform of the unsteady portion of ϕk:

ϕ̂k = F
(

ϕk|unsteady

)
(A.28)

In addition, combining Eqs. A.25 and A.26, and taking the Fourier transform, one

obtains

∆ϕ̂n = e−ıωθC
n ∆ϕ̂TE

n = e−ıωθC
n

NB∑
j=1

Snjϕ̂j (A.29)

Next, recall that – as pointed out at the end of Section A.3 – the solution for

ϕ in the field, with χ and Θ prescribed, is obtained in two steps. In the first one,

x denotes the generic point on the surface SB; in this case, Eq. A.15 corresponds

to an integral equation for ϕ on SB. In the second step, x denotes a specific point

in the field, and Eq. A.15 corresponds to an integral representation for ϕ in VF.

Consider the first step (integral equation). In this case, the collocation points

xk are located on the surface SB: xk ∈ SB (k = 1, . . . , NB). Thus, ϕ on the left

hand side is evaluated on SB, whereas Ek = 1/2. Then, Eq. A.27 yields[
1

2
I − CBB − CBWDS

]
ϕ̂B = BBBσ̂B + BBWσ̂W (A.30)

where, for instance, the elements of the matrix CBB are given by CB
kj = CB

j (xk)

(k = 1, . . . , NB), where xk is located on SB. In addition, the delay matrix D is

given by

D = Diag
[
e−ıωθC

n

]
(A.31)

Next, consider the second step (integral representation). In this case, the collo-

cation points xk are located in the fluid volume, VF: xk ∈ VF (k = 1, . . . , NF, with

NF arbitrary). Thus, ϕ on the left hand side is evaluated in VF, and Ek = 1. Then,

Eq. A.27 yields

ϕ̂F = (CFB + CFWDS) ϕ̂B + BFBσ̂B + BFWσ̂W (A.32)
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with apparent definition of the symbols: for instance, the elements of the matrix

CFB are given by CB
kj = CB

j (xk) (k = 1, . . . , NF), where xk is located in VF.

Next, consider the pressure in the region R
3\W, where w = 0. In this case

v = ∇ϕ, and then the Bernoulli theorem for potential flows, Eq. A.40, applies.

This may be linearized to yield, p− p∞ = −ρϕ̇, or, in the body frame of reference,

p − p∞ = −ρ(ϕ̇ + U∞∂ϕ/∂x). Thus, we have, taking the Fourier transform

p̂ = ıωρϕ̂F + ρU∞ (C′
FB + C′

FWDS) ϕ̂B + ρU∞ (B′
FBσ̂B + B′

FWσ̂W) , (A.33)

where, for instance,

C′
FB =

[
∂

∂x
CB

j (x)

]
x=xk

(A.34)

with xk ∈ R
3\W.

It is apparent that using Eqs. A.30 and A.32 to express ϕ̂B and ϕ̂F in terms of

σ̂B and σ̂W, and substituting into Eq. A.33, one obtains an equation relating p̂ to

σ̂B and σ̂W, as

p̂ = HBσ̂B + HWσ̂W = Hσ̂ (A.35)

where, using partitioned matrix notations, H = [HB|HW] and σ̂T = [σ̂T

B|σ̂T

W].

A.6 Power–spectral–density analysis

In this section, we use the fact that, for the Wiener-Khintchine theorem, the power

spectral density Su of a function u(t) may be expressed as

Su = lim
T→∞

|ûT |2 (A.36)

where ûT denotes the Fourier transform of uT (t), where uT (t) = u(t) for t ∈ (−T, T )

and u(t) = 0 otherwise:

ûT (ω) := F[uT (t)] :=

∫ T

−T

u(t)e−ıωtdt (A.37)
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For a vector function v(t), the power spectral density Sv is a matrix, which may

be expressed as (still for the Wiener-Khintchine theorem)

Sv = lim
T→∞

v̂∗T v̂T

T (A.38)

where ∗ denotes complex conjugate.

Using Eq. A.35, we have

Sp = H∗SσHT (A.39)

which is the desired relationship between the power spectral density Sp of the

pressure at NV arbitrary points in the region R
3\W and the power spectral density

matrix, Sσ, of the transpiration velocity at NB points on SB.

Equation A.39 is the desired relationship relating the power spectral density of

the pressure at NF arbitrary points in the field to the power spectral density of σB

and σW at the center of the elements on SB and SW.

A.7 Quasi–potential flows

For the sake of completeness, in this section, we summarize the theory and bound-

ary integral formulation of incompressible quasi–potential flows (that is, flows in

the presence of a zero–thickness vortex layer; for details and for the extension to

compressible flows (see Morino, 2003)).

In order to facilitate the discussion for bodies in arbitrary motion, we use a

frame of reference rigidly connected with the undisturbed air. The flow is assumed

to be incompressible, inviscid, and initially irrotational. Then, applying the Kelvin

theorem yields that the flow is at all times quasi–potential, that is, by definition,

potential at all points, with the possible exception of the points emanating from

the trailing edge (wake), since – for these – the Kelvin theorem is not applicable.

Hence, except for the wake points, we have v = ∇φ. Then, the Euler equation

admits a first integral, namely the Bernoulli theorem

φ̇ +
1

2
v2 + p/ρ = p∞/ρ (A.40)
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Also, combining v = ∇φ with the continuity equation for incompressible flows,

∇ · v = 0, yields

∇2φ = 0 (x outside SBW), (A.41)

where SBW denotes a surface that surrounds the volume VB of the body as well as

a thin layer VW that includes the wake surface SW.

Next, consider the boundary condition on the body. If the surface is imperme-

able, the boundary condition is (v − vB) · n = 0, and yields

∂φ

∂n
= χ (x ∈ SB), (A.42)

where χ = vB ·n. On the other hand, if the surface is permeable (such as a nacelle

inlet), the boundary condition is (v−vB) ·n = σB (where σB is the velocity of the

flow through SB), and the boundary condition becomes

∂φ

∂n
= χ + σB (x ∈ SB), (A.43)

In addition, in the air frame of reference used here, at infinity we have v =

O(‖x‖−2), or

φ = O(‖x‖−1) at infinity. (A.44)

Moreover, the boundary conditions on the wake are [from the principles of

conservation of mass and momentum (see Morino, 2003; Morino & Bernardini,

2002, for details)]: v · n = vW · n and ∆p = 0. The first yields

∆

(
∂φ

∂n

)
= 0 (x ∈ SW), (A.45)

whereas from the second one, using the Bernoulli theorem, Eq. A.40, one obtains

DW

Dt
∆φ = 0 (x ∈ SW), (A.46)

where ∆φ = φ2 − φ1 (with 1 and 2 denoting the two sides of SW), whereas

DW

Dt
=

∂

∂t
+ vW · ∇, (A.47)
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with vW = 1
2
(v1 + v2). Note that DW/Dt is the substantial derivative following a

wake point, xW, which by definition is a point having velocity vW. Thus, Eq. A.46

implies that ∆φ remains constant following a wake point xW, and equals the value

it had when xW left the trailing edge, or

∆φ(xW, t) = ∆φ(xTE, t − θC), (A.48)

where xTE is the trailing–edge point from which xW originates, whereas θC =

θC(xW, t) is the convection time from xTE to xW (typically, one uses the approxi-

mation θC = (xW − xTE)/U∞).

Finally, one needs a boundary condition at the trailing edge. The value of ∆φ

at the trailing edge is obtained by imposing the trailing–edge condition that no

vortex filament exists at the trailing edge (Joukowski hypothesis); this implies that

the value of ∆φ on the wake and the value of ∆φ on the body are equal at the

trailing edge5

lim
xW→xTE

∆φ(xW) = lim
x2→xTE

φ(x2) − lim
x1→xTE

φ(x1), (A.49)

where 1 and 2 here denote the sides of the wing surface corresponding to the sides

1 and 2 of the wake, respectively.

Next, consider the boundary integral representation for φ in the region outside

the surface SBW (introduced in Eq. A.41). This is given by (see, e.g. Kress, 1989))

φ(x) =

∮
SBW

(
∂φ

∂n
G − φ

∂G

∂n

)
dS(y), (A.50)

where G = 1/4π‖y − x‖ denotes the three–dimensional fundamental solution for

the Laplace equation and the normal n is outwardly directed.

Next, let the (closed) surface S ′
W that surrounds the wake become infinitesimally

close to the (open) surface of the wake, SW. In this process, the closed surface S ′
W

surrounding the wake is replaced by the two sides of the wake surface, SW. Let n

5The trailing edge boundary condition is quite subtle and the reader is referred to Morino &

Bernardini (2002), where these issues are explored in details.
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on SW denote the normal pointing from side 1 to side 2 of SW. In the limit, one

obtains, using Eq. A.45,

φ(x) =

∮
SB

(
∂φ

∂n
G − φ

∂G

∂n

)
dS(y) −

∫
SW

∆φ
∂G

∂n
dS(y), (A.51)

where ∆φ = φ2 − φ1, whereas SB is the (closed) surface of the body and SW is the

(open) surface of the wake (with the normal pointed from side 1 to side 2).

A.8 Compressible flows

Combining the Navier–Stokes equations with dh = ϑdS + dp/ρ, and Dv/Dt =

∂v/∂t + 1
2
gradv2 + ζ × v, one obtains

∂v

∂t
+ grad

v2

2
+ ζ × v = −gradh + ϑgradS +

1

ρ
DivV, (A.52)

Combining Eqs. (A.1) and (A.52), and setting

d =
∂w

∂t
+ ζ × v − ϑgradS − 1

ρ
DivV, (A.53)

yields grad(ϕ̇ + v2

2
+ h) + d = 0. This implies curld = 0. Hence, there exists

�(x) =
∫ x

∞ d(y) · dy (with path–independent integral), such that d = grad�.

Combining the above equations [grad(ϕ̇ + v2

2
+ h) + d = 0 and d = grad�] yields,

in the air frame, a generalized Bernoullian theorem,

ϕ̇ +
v2

2
+ h + � = h∞, (A.54)

an extension of those considered in Serrin (1959) (pp. 153, 168, 260, 261). Com-

bining this equation with the non–conservative form of the continuity equation,

and using the equation of state ρ = ρ(h, S), as well as a2 := ∂p/∂ρ|
S

= ρ∂h/∂ρ|
S

(isentropic speed of sound), and noting that for ideal gases Dρ/DS|h = −ρ/R

(Morino, 1985, p. 4.9, Eq. 4.A.19), one obtains

∇2ϕ + divw = − 1

ρ

Dρ

Dt
= − 1

a2

Dh

Dt
+

1

R

DS

Dt

=
1

a2

D

Dt

(
ϕ̇ +

v2

2
+ �

)
+

1

R

DS

Dt
. (A.55)
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In order to identify the relevant terms at infinity (i.e. the linear terms in ϕ, since

w vanishes exponentially at infinity), note that DivV = (λ + 2µ)∇2gradϕ + h.o.t.,

where h.o.t. denotes higher order terms. Therefore, � = −ϑ∞S − ν1∇2ϕ + h.o.t.,

where ν
1

= (λ+2µ)/ρ∞ (note that ν
1

= 4
3
ν if the bulk viscosity coefficient vanishes,

i.e. if 3λ + 2µ = 0). Hence, h = h∞ − ∂ϕ/∂t + ϑ∞S + ν1∇2ϕ + h.o.t. In addition

(recalling h = cpϑ), ρ∞ϑ∞∂S/∂t = −divq + h.o.t. = κ∇2h/cp + h.o.t.. Next, we

assume that Pr = 1/(2+λ/µ) [for zero bulk viscosity, this means Pr = 3/4, which

is the diatomic–gas value, Serrin (1959), p. 239]. Eliminating S between Bernoulli’s

theorem and the entropy equation and integrating yields h = h∞ − ∂ϕ/∂t + h.o.t..

Combining and recalling that a2 = γRϑ, one obtains

∇2ϕ − 1

c2

∂2ϕ

∂t2
= Θ, (A.56)

where c = a∞, ν2 = γν1/2, whereas σ comprises all the so–called source terms

(including the linear term 2ν2∇2ϕ̇, which in aeroacoustics is typically included in

the source terms).

In a body frame of reference (that is, a frame that moves with velocity −U∞i

with respect to the undisturbed air), we have

∇2ϕ − 1

c2

(
∂

∂t
+ U∞

∂

∂t

)
ϕ = Θ, (A.57)

The boundary integral representation in this case is

E(x̌)ϕ(x̌, t) =

∮
ŠB

[
∂ϕ

∂ň
Ǧ−ϕ

∂Ǧ

∂ň
+ϕ̇Ǧ

∂θ̂

∂ň

]θ̌

dŠ(y̌) +

∫
V̌F

[
ǦΘ

]θ̌
dV̌(y̌) (A.58)

where ˇ denotes the Prandtl–Glauert space, having coordinates x̌1 = x1/β, x̌2 = x2

and x̌3 = x3; in addition, Ǧ = −1/4πř, with ř = ‖x̌ − y̌‖, and [...]θ̌ = [...]τ=t−θ̌,

where θ̌ = [M(y̌1 − x̌1) + ř]/βc, whereas θ̂ = [M(x̌1 − y̌1) + ř]/βc.

This formulation may be treated akin to that for incompressible flows. In par-

ticular, the approximation used in Eq. A.20 may be used to approximate the

volume with a surface integral, thereby defining the transpiration velocity for un-

steady compressible flows. The extension of the formulation to include elongated
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wakes is conceptually identical to that for incompressible flows. The numerical

formulation is also conceptually identical.

77



Appendix B

Collection of the main

pubblications

78



Tip Leakage Experiment - Part One: Aerodynamic

And Acoustic Measurements

Julien Grilliat∗ and Marc C. Jacob†

Centre Acoustique du LMFA, UMR CNRS 5509,

Ecole Centrale de Lyon - University Claude-Bernard Lyon I, F-69134 Ecully Cedex, France

Roberto Camussi‡ and Giovanni Caputi - Gennaro§

Mechanical and Industrial Engineering Dept. (DIMI),

University ‘Roma 3’, Rome, I-00146, Italy.

An aeroacoustic characterisation of Low Mach number (∼ 0.2) tip leakage flows is carried
out at the anechoic wind tunnel facility of the Ecole Centrale de Lyon. Results suggest
that the pressure fluctuations induced on the airfoil by the tip leakage vortex are scattered
into sound at the trailing edge whereas another high frequency source seems to be related
to the jet-like leakage flow impinging the main flow on the suction side. These features are
evidenced by PIV, unsteady wall and far field pressure measurements as well two points
PIV-PIV, PIV-pressure, HWA-Pressure and pressure-pressure cross-statistics in the gap
region. The experiment is carried out on a single airfoil located in the potential core of a
flanged jet in a medium at rest. The leakage flow is obtained by loading the high camber
foil and a parametric study of the angle of attack, the gap size and the flow velocity shows
that the two former have a significant impact onto the flow structure whereas the velocity
mainly sets the magnitudes of the unsteady flow patterns.

Nomenclature

(O, x, y, z) Airfoil-based coordinate system
h Gap size [mm]
c Chord [mm]
d wire-to-probe distance [mm]
e Airfoil maximum thickness [mm]
f Frequency [Hz] or [kHz]
Ruu, Ruv, Rvu, Rvv two-point correlations between velocity fluctuation components
U0 Inflow velocity [m/s]
U Mean velocity component in the x direction referred to as chordwise [m/s]
V Mean velocity component in the y direction referred to as cross-stream [m/s]
W Mean velocity component in the z direction referred to as spanwise [m/s]
Uc Chordwise convection velocity [m/s]
U0 Inflow velocity [m/s]
u′, v′ Chordwise and cross-stream rms value of the velocity fluctuations [m/s]
α Angle of attack [deg]
γ2 Coherence between two signals
η Physical spacing for spanwise correlations [mm]
φ Phase angle [deg] or [rad]
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I. Introduction

In the current context of turbomachinery noise reduction efforts, the fan-OGV is one of the main regions
of interest. The contribution of broadband noise to the overall noise level is certain, especially during the
landing phase where it accounts for as much as 50 %. Among other broadband noise sources, rotor self
noise is compose of two major components, the noise generated when the blade boundary layer disturbances
interact with the trailing edge and the noise generated by the tip leakage flow interacting with the geometrical
singularities of the blade tip. The former is quite well known, documented and modelled (e.g. Rozenberg
et al.1) whereas the latter remains quite unexplored as far as the noise radiation is concerned and the tip
clearance noise is not clearly ranked among other broadband sources in the secondary flow. Nevertheless,
its influence on thrust losses is not questionable. Therefore, over the past years, many aerodynamic studies
have been devoted to tip leakage flows. Bindon,2 Storer and Cumpsty3 showed that the tip leakage flow
consists in a quasi cross-stream jet-like flow from the pressure side to the suction side, that rolls up into a
Tip Leakage Vortex (TLV) when interacting with the inflow at the suction side. Recent experimental studies
conducted on a compressor cascade by Muthanna,4 Tang5 and Intaratep6 showed that the circulation of
the TLV increases while traveling down the suction side edge, until the vortex detaches from the edge and
starts moving away from the suction side toward the pressure side of the next blade. After detaching, the
circulation stops increasing and the vortex slowly disappears when interacting with the blades wakes. As the
gap size increases, the position of the vortex detachment moves downstream (Intaratep6 showed that this
evolution is linear) and the circulation of the vortex increases.

From the acoustic standpoint, there are several candidate sources in this flow:

- the jet-like clearance flow could generate sound when leaving the clearance region either directly or by
interacting with the blade tip edge(s);

- the TLV feeds unsteady perturbations into the blade wall pressure field that could become sound
sources as they are scattered by the tip edge and/or the trailing edge corner;

- to these pure self noise sources, one could add possible interaction noise sources due to ingestion of
incoming disturbances by the tip clearance flow.

Until recent years, tip clearance noise was not very well documented in literature and besides the work of
Dunne & Howe,7 modeling efforts remained quite sparse for this difficult problem. As a result, a hierarchy
of these possible source mechanisms was not found in literature and even the overall contribution of tip
clearance noise remains unclear. In many attempts to address this question, the tip clearance self noise
could not clearly be distinguished from interaction noise between the tip flow and the OGV.

Among the experiments concerned with tip clearance noise, the careful study of Ganz & al8 indicated
fan tip noise is not a significant sound source although their study also illustrated that it is quite difficult to
identify the role of tip clearance noise among others noise sources on a representative fan rig. Other studies
on rotating rigs led to different conclusions as to the magnitude of tip clearance noise (Fukano & Takamatsu,9

Fukano & Jang10) and some even tackled to problem of tip flow control (Khourrami & Choudari,11 Corsini
et al.12).

In the present study, both aerodynamic and acoustic results of a single airfoil experiment are discussed.
Unlike in the aforementioned cascade experiments, no relative motion between the airfoil and the tip-facing
wall was achieved since the airfoil was mounted between two plates. However a significant clearance flow
was obtained by selecting a highly cambered airfoil and loading it. Far field measurements could also be
carried out since the flow was surrounded by a medium at rest. The outline of the present paper is described
hereafter. The experimental set-up and measurement techniques are described in Section II. The main
results about are shown in Section III whereas correlations are discussed in Section IV. Conclusions are
drawn in Section V.
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II. Experimental set-up

The experiment is carried out in the anechoic open jet-facility of the Ecole Centrale de Lyon. The test rig
is mounted into the potential core of a low Mach number high speed jet in a large anechoic room(10×8×8m3).
The jet flow is fed by an anechoic subsonic wind tunnel with a 450×200mm2 rectangular nozzle. Two wooden
plates are mounted at the top and the bottom of the nozzle exit with a turnable wooden disk on each plate
in order to allow angle of attack modifications. The experimental set-up is sketched on fig. 1. The blade is
a 200 mm chord and 200 mm span NACA 5510 airfoil (5% camber, 10% thickness) which is attached to the
top disk. The tip clearance gap can tuned by varying the distance between the airfoil’s tip and the bottom
plate while the distance between the two plates is kept equal to 200 mm.

In the present study the Mach number is kept below 0.3 and is about 0.2 in the reference configuration,
that is, a flow velocity U0 = 70m/s and the corresponding chord based Reynolds number is Rec ≈ 960000.
The turbulence level at the nozzle exit is u′/U0 ≈ 0.7. Furthermore, the reference configuration is charac-
terised by a 15 deg angle of attack and an h = 10 mm gap.

Figure 1. Experimental set-up.

Starting from this reference configuration, the inflow velocity, the angle of attack and the tip clearance
gap are varied between U0 = 20 and 90 m/s, α = 0 and 18 deg, h = 0 and 25 mm respectively. The
h = 0 mm, which corresponds to a configurations without gap, gives a comparison point for the non-zero
gap configurations.

The coordinate system is based upon the airfoil chord: the x-axis is aligned with the chord and directed
from the leading to the trailing edge, the y-axis corresponds to the cross-stream normal-to chord direction
and is oriented from the pressure to the suction side whereas the z-axis is parallel to the span and directed
from the bottom to the top plate as shown on fig. 1. The origin O is the projection of the airfoil leading
edge onto the bottom plate.

A. Aerodynamic measurements

The aerodynamic data are acquired using Particle Intensity Velocimetry (PIV), LASER Doppler Anemome-
try (LDA) and single and cross Hot Wire Anemometry (HWA). Most of the results shown in this paper are
obtained via PIV. Only velocity-pressure cross-correlations discussed in Section IV and upstream velocity
profiles rely on single wire anemometry.

The PIV measurements are performed in planes parallel to the plates, at different z locations. Two CCD
cameras with 35 mm lenses controlled by the LaVision software Davis are placed next to each other, beneath
the bottom disk (equipped with a glass window). Each camera has a 1280×1024 pixels resolution and the
velocity fields are computed using a 32×32 pixels interrogating window and 50% overlap that corresponds
to a 1.6×1.5 mm2 area. The overall measurement field is a 250×105 mm2 rectangle that is not aligned with
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the airfoil chord. The time delay between two images is kept between 5 and 40 µm because of the high 3D
structure of the flow that results in a strong cross-plane flow motion, especially in the gap region. The Laser
is mounted on the airfoil sides about 1 m away from the flow in order to shed light over the whole airfoil.
Heated paraffin is used as seeding material and is injected upstream of the wind tunnel.

In order to cross-validate the PIV data, to compute velocity-pressure cross-coherence, to determine the
incoming flow far upstream of the airfoil and to obtain spectral information about the flow field, LDA and
HWA measurements are carried out at various positions in the gap region, the midspan plane and in the
upstream boundary layer. LDA results are not further discussed in this paper.

The HWA measurements are carried out using a Dantec anemometer with a Dantec 55P11 single wire.
The sampling frequency is about 10 kHz for mean velocity measurements and 45 kHz to 64 kHz for spectral
analysis. HWA measurements are performed by moving the probe normal to the chord when measuring in
the gap of wake region, and normal to the airfoil surface elsewhere.

B. Pressure measurements

The airfoil and the bottom plate are equipped with wall pressure probes at locations sketched on fig. 2.
Probes 19 to 29 are located about 1.5 mm above the suction side tip edge at x/c = 0.25; 0.5; 0.775; 0.9; 0.955
and 0.975 respectively. Probes 26 to 28 are located at x/c = 0.975 and distributed spanwise at η = 14.5; 4.5
and 1.5 mm from probe 29 respectively. Probes 49 to 53 are located on the bottom plate at x/c = 0.975
and distributed in the cross-stream direction at y/c = −0.1; 0; 0.05; 0.1 and 0.25, respectively, that is, y =
−20; 0; 10; 20; 50 mm. Probes 22 and 24 are at the same spanwise location as probe 26 and at the same
cross-stream locations as probes 21 and 23 respectively. Probes A and B are on the tip in the middle of the
gap at x/c = 0.03 and x/c = 0.775 respectively. Probe 56 is on the bottom plate facing probe B in the gap.
Probe 46 which not shown here, is located near the pressure side tip at x/c = 0.775 whereas probe 41 which
not shown here either, is located on the pressure side near the trailing edge at midspan. The probes are
remote microphone probes described by Roger & Perennes.13 Bruel & Kjaer 4935 ICP microphones were
used for remote unsteady pressure measurements. These microphones are pre-amplified using a PXI system.
The calibration method used here was described by Arguillat.14 It allows to obtaining relevant spectra up
to 6-8 kHz. The same pinholes as those used for the remote probes can also be connected to a Furness
manometer for steady pressure measurements.

Figure 2. Position of the wall pressure probes

Directivity measurements are also performed using two half-inch 4191 B&K microphones mounted at 1.7 m
from a rotating axis parallel to the z axis, located on the x axis 15 mm upstream form the leading edge. The
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measurement angle with respect to the chord ranges from ±50 deg to ±130 deg (negative angles correspond
to the pressure side). Measurements are also carried out without the airfoil at different inflow velocities in
order to measure the background noise of the experimental set-up.

III. Main results

A. Reference configuration

The inflow velocity half a chord upstream of the airfoil is uniform within 5%. The inflow turbulence level is
found to be u′/U0 ≈ 0.7 % in the potential core of the jet (see fig. 3), whereas it reaches 8% in the upstream
bottom boundary layer (about half a chord upstream). The boundary layer thickness reaches δ= 18 mm
and the displacement thickness δ∗= 1.4 mm.

Figure 3. Inflow characterisation: boundary layer profile (left) at x/c= - 0.5 and inflow velocity measurement
at midspan, x/c= - 1.5.

Fig. 4 shows the chordwise and cross-stream mean and rms fluctuating velocity fields in the midgap plane
of the reference configuration. The white area as well as the isolated spots are due to light reflections by the
airfoil pressure side and by dust particles on the glass window respectively. From this figure it is obvious
that most of the flow physics occur on the suction side and in the gap region whereas the flow remains quiet
on the pressure side of the airfoil. The suction side fields can be divided in two areas, the upstream and the
downstream half of the airfoil respectively. In the upstream area, two driving forces of the gap flow can be
observed on the cross-stream velocity component (top right plot):

- the tip leakage flow is due to fluid pushed from the pressure the suction side through the gap and forms
a jet-like flow that leaves the tip clearance near mid-chord;

- the tip leakage jet is deflected by the outer flow.

It can be observed on the bottom plots that the rms-velocity remains very low under the airfoil and around
its upstream part.

The downstream region starts approximately where the cross-stream jet reaches its maximum speed, Vmax

= 1.45.U0, slightly downstream of the half chord x/c ∼ 55%, the TLV develops on the suction side of the
airfoil and the rms velocity starts to grow as soon as the TLV develops on the suction side.

The present figure is typical because it also shows that two high rms velocity regions develop in what is
likely to be the sides of the TLV: the velocity fluctuations result from the shear between the vortical flow
of the almost chordwise oriented TLV (inducing a cross-stream motion) and the outer chordwise oriented
flow. The external highly fluctuating flow strip is oriented away from the airfoil toward the outer flow. The
turbulence levels in this region are very high: u′/U0 and v′/U0 reach about 22%. The second region with
high turbulence levels is found between this strip and the airfoil, in the downstream part of the airfoil. Here
the turbulence levels are very high as well: they range up to 20%.

Typical wall pressure spectra obtained in the reference configuration are plotted on fig. 5: the top plot
shows the pressure spectra obtained along the suction side tip whereas the bottom plot shows the pressure
spectra across the gap at x/c=77.5% as illustrated respectively on the right plots of this figure.
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Mean streamwise velocity (U/U0)) Mean cross-stream velocity (V/U0))

Rms streamwise turbulence rate (u’/U0)) Rms cross-stream turbulence rate (v’/U0))

Figure 4. Mean (top) and rms (bottom) fluctuating velocity fields at z = 5 mm in the reference configuration.
On the left: chordwise component. On the right: cross-stream component.
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Figure 5. Wall pressure spectra : spectra (left) on the suction side tip edge (top) and in the gap at x/c=77.5%
(bottom). Sketch of corresponding probe locations (right: top and bottom respectively).
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Several conclusions can be drawn from these plots. Concerning the overall levels, a significant fluctuation
increase can be noticed near the rear part of the suction side tip edge: a maximum seems to be reached in
the region of probes 21 and 23, that is, 75 to 90 % chord approximatly. Downstream and upstream of this
region the suction side pressure fluctuations decrease gradually. As shown on plot (b), levels are even lower
on the pressure side except near tip. Among the pressure side tip probes, probe 46 whose spectrum is shown
on plot (b) is located at the same chordwise location as probe 21. Concerning the spectral content of the wall
pressure fluctuations, a large pressure level increase between 0.5 and 3 kHz is found in the gap. Although
this rise affects most probes in the gap region it is particularly pronounced in part of the gap scrutinised on
the center plot of fig. 5. This hump is not observed away from the tip clearance (e.g. pressure side mid-span
wall-pressure spectrum of fig. 11 (a)). Therefore it can be concluded that this is an effect of the tip clearance
flow. Moreover the fact that it is most pronounced in the gap seems to indicate that is due to a strong flow
unsteadiness of the flow across the gap, probably a flow separation at the pressure side tip edge.

The far field spectra for the reference configuration are plotted with respect to the observation angle and
the frequency, as shown on fig. 6(a). In order to highlight the frequency ranges where the tip noise has a
major impact on the sound level, spectral differences are computed by substracting the spectra measured in
the h= 0 mm case from those measured with a non zero gap. The result for the reference configuration is
plotted on fig. 6(b).

Figure 6. Far field directivity maps: total field(left) and estimated tip noise contribution(right); the observation
angle is defined as the angle between the x axis and the probe position in the midgap plane; the negative values
of the observation angle correspond to the pressure side and the positive values to the suction side.

Two main domains can be distinguished on these charts: the first one lies in a ‘low’ frequency range
between 0.7 Hz and 3 kHz. It corresponds to an upstream radiation. The second one lies in the ‘high’
frequency range 4 to 7 kHz and corresponds rather to a downstream radiation. This latter is referred to as
the high frequency area. The low frequency radiation is particularly interesting, since it reaches the highest
sound levels. Moreover its frequency range corresponds to that of the gap pressure fluctuations discussed
in the previous paragraph. Thus, the low frequency upstream radiation can be related to gap pressure
fluctuations. Its upstream directivity is consistent with classical trailing edge noise theory, which would lead
to the conclusion that the tip clearance fluctuations are convected past the trailing edge corner and start to
radiate efficiently as they are scattered by it.

As far as the the high frequency radiation is concerned, a candidate source mechanism should be sought
in the dynamics of the small scales. Additional information is required to draw a more precise conclusion.

B. Influence of the angle of attack

The angle of attack is found to have a strong influence onto the flow. Since the jet width is of the order of
2 chords, it is deviated by the loaded airfoil, which explains that no stall is found at the highest angles of
attack. In fact a slight leading edge separation is found at the smallest angle of attack (5 deg) on the pressure
side near the leading edge. As shown on fig. 7, the position where the TLV detaches from the suction side
moves upstream as the angle of attack increases. The TLV grows and the turbulence levels increase along
with the angle of attack.
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V/U0 v’/U0

Figure 7. Influence of the angle of attack. Mean cross-stream component (left) and cross-stream turbulence
rate (right) at α=5 deg (top) and α=18 deg (bottom).
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C. Influence of the inflow velocity

The inflow velocity has no impact onto the flow when it is varied between 40 and 90 m/s: fig. 8 shows
the that the non-dimensional cross-stream velocity V/U0 and its rms level v′/U0 are very similar to those
obtained for a 70 m/s flow (see fig. 4. Similar observations are made for a 90 m/s flow).

V/U0 v’/U0

Figure 8. Influence of the inflow velocity: PIV results. Mean chordwise component (left) and cross-stream
turbulence rate (right) at U0=40 m/s.To compare with the fig. 4 (right)

On fig. 9, the spectrum obtained from a probe located near the gap-trailing edge corner, probe 25, is
plotted for velocities ranging from 20 to 90 m/s: the PSD is divided by U3

0 and the frequency is made
non-dimensional by the chord based Strouhal number St = fc/U0: subsequently the spectra merge almost
exactly. Thus the unsteady blade response in the gap region is proportional to the inflow power. Moreover
this non-dimensional representation shows that the 0.5 − 3 kHz hump observed on fig. 5 is found for all
velocities to range from St = 0.2−8. The hump maximum observed at 1400 Hz in the 70 m/s case is reached
at a St ∼ 4. When based on the gap size h and the maximum velocity in the jet (about ∼ 1.5U0), the
Strouhal number of the maximum is 0.13, which is nearly the value St = 0.1 observed by Vallette15 for a jet
deviated by a crossflow.

The velocity dependence of the directivity maps provides interesting information. The frequency domain
where the tip noise is dominant increases with the inflow velocity. The excess noise spectra of the tip flow are
integrated to provide an estimate of the overall sound power generated by the tip clearance flow at various
velocities. It is found that the sound power increases with U5

0 . Although the velocity dependence was tested at
many flow velocities in the reference configuration that are not sketched here, this dependence is partly shown
on fig. 12, where the level of the sound power divided by U5

0 and integration constants is plotted against the
thickness-to-gap ratio e/h. It can be seen that although the sound power has a complex gap dependence, its
velocity dependence is consistent with U3

0 power law for intermediate gap values h = 5; 7; 10 mm. Another
result not shown here is the separate velocity dependence of the two possible source mechanisms: while
a U5

0 velocity dependence is found for the ‘low’ frequency source confirming the possible role of trailing
edge scattering in the underlying source mechanism, the ‘high’ frequency source has a U7

0 to U8
0 velocity

dependence indicating a possible volume source radiation that might be related to the leakage jet flow.

D. Influence of the gap size

The gap size is a major parameter of this flow, that is why its influence has been investigated in a large gap
range. However, the Laser sheet thickness and the reflections problems mentioned in section III, prevented
from carrying out measurements at gaps lower than 5 mm. The cross-stream mean velocity and turbulence
level in the reference configuration for gaps h = 5 and 15 mm and z = 3 and 7.5 mm are presented on
respectively on the top and bottom plots of fig. 10. Two trends can be observed as the gap is increased:

- the gap jet moves toward the trailing edge.

- the turbulence rates in the TLV region increase.
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0

Indeed, the TLV detachment position which is the chordwise location where the maximum cross-stream
velocity is reached, moves from x/c = 0.3 to 0.7 for h = 5 to 15 mm. The maximum cross-stream velocity
remains constant, at V/U0 ≈ 1.45. The maximum cross-stream turbulence rates in the TLV-Inflow interaction
region also increase from v′/U0 = 23% to v′/U0 = 29%. Moreover, when the gap increases the TLV grows -
i.e. the TLV section increases - over a shorter distance. These results are in agreement with those found by
Tang5 and Intaratep,6 even if no particular linear trend was found as in Intaratep’s results.

The smaller gaps could only be investigated with help of wall pressure and far field directivity measure-
ments. Fig. 11 shows spectra for gap h = 0 to 10 mm at x/c = 77.5%, on the suction side edge (probe 21),
under the blade tip (probe B) and at the pressure side edge (probe 46). Probe 41 is on the pressure side at
midspan near the Trailing Edge. The following conclusions can be drawn:

- the gap size has no influence on the wall pressure at midspan, as shown on fig. 11(a).

- there seem to be two flow regimes, depending on the gap size.

This second result is particularly interesting: there is no St = 4 hump on the suction side spectra for gaps up
to 5 mm, whereas in the vicinity of the gap on the pressure side (probe 46), the hump can be distinguished
for the h = 5 mm gap. On probe B, the hump is even found in the h = 3 mm case. A possible explanation
is that the hump corresponds to a flow separation occurring as the flow penetrates the clearance: according
this scenario, for narrow gaps, the flow would not detach at the gap entrance: this could explain that no
hump is found for h = 1 and 2 mm. For large gaps, the flow would detach at the gap entrance and not
reattach; thus the resulting pressure fluctuations would even be felt by probes located on the suction side
and in the TLV forming at the suction side. Finally, for intermediate values, the separation bubble would be
long enough and turbulent fluctuations would be strong enough to be felt on probe B (h = 3 mm) or even on
probe B and 46 (h = 5 mm) but would still reattach before leaving the clearance. This scenario has actually
been reported in literature. Indeed, Denton16 showed that the flow reattaches for blade thickness-to-gap
ratios greater than 2.5, whereas Storer and Barton17 showed that there is no reattachment when this ratio
is lower than 1.5. As discussed in the Part 2 of this study, the aerodynamic perturbations felt by probe
B originate from the half chord region, where the thickness is of the order of 14 mm. The corresponding
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V/U0 v’/U0

Figure 10. Influence of the gap size. Mean chordwise component (left) and cross-stream turbulence rate
(right) in the mid-gap plane for: h/c = 2.5% (top) and h/c = 7.5% (bottom).
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ratios are 14, 7, 4.6, 2.8 and 1.4 for gap size h = 1, 2, 3, 5 and 10 mm respectively. As expected, the flow
reattaches for gap sizes up to h = 3 mm, does not reattach for h = 10 mm and is in the transition domain
for h = 5 mm. In other words the clearance flow behaviour is ruled by the influence of the wall: when the
wall is far enough, its influence is not significant and the flow around the tip behaves almost as a free flow.
In other cases, the wall has an influence onto the tip flow and governs the reattachment of the separation
occurring at the pressure side edge: for a range of distances, the flow separates but reattaches before leaving
the gap. Finally it does not separate at all if the wall is sufficiently close to the the airfoil tip. This is a
very interesting result, because the noise source mechanisms discussed in section A could thus be strongly
affected by the thickness-to-gap ratio.
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Figure 11. Influence of the gap size onto the wall pressure spectra felt at ∼ 3/4 chord by probes 21 (suction
side tip edge), 46 (pressure side tip edge), B (tip) and near trailing edge by probe 41 (midspan pressure side).
α = 15 deg, U0 = 70 m/s h = 0, 1, 2, 3, 5 and 10 mm.

The latter result is consistent with the far field directivity measurements, as shown on fig. 12. Two gap
size explorations are carried out, one at U0=40 m/s and the other at U0=70 m/s. The overall sound power
level is estimated by integrating the spectra with respect to the frequency and the observation angle. The
results are plotted on fig. 12 with respect to the thickness-to-gap ratio, e/h, (e being the maximum thickness
of the airfoil) and divided by U5

0 . The evolution is steep between h = 3 and 10 mm and much slower outside
of this range.

Another interesting result is that there is no major sound level increase between h = 10 and h = 25 mm.
This supports the idea that the wall does not influence anymore the tip flow and the resulting TLV formation
for large gaps. At the other end, the fact that the ground value of the sound power for very small gaps
is independent of the gap size (provided this size is small enough), supports the assumption that the TLV
formation is not governed anymore by the tip clearance turbulence: thus for small gaps, the tip clearance
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flow only feeds the TLV with a cross-stream momentum whereas the turbulence is now generated only by
the TLV and its boundaries.
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Figure 12. Influence of the gap size onto sound power. Sound power is divided by U5
0 , by integration constants

and plotted against e/h: U0=40 m/s (blue); U0=70 m/s (red)

IV. Correlations

All results shown in this section are obtained in the reference configuration, that is, U0 = 70 m/s, α = 15
deg and h = 10 mm.

A. Pressure-pressure correlations

The top plot of fig. 13 shows the spanwise coherence obtained from a set of span-wise distributed probes
near the trailing edge in the lower corner of the airfoil suction side (probes 26 to 29 shown on fig. 2).
The time signals of the associated set of pressure probes provide coherence functions for a set of spacings η
comprised between 1.5 and 14.5 mm. The coherence functions are characterised by two dominant frequency
bands. One is a rather narrow peak with high coherence levels in the very low frequencies (≤ 300 Hz)
whose frequency range does not depend on the main flow velocity. The other frequency domain with a
high coherence is distributed over a wide range of frequencies comprised between 0.7 and 3 - 4 kHz in the
reference configuration: its frequency range corresponds to that of the pressure hump observed on the wall
pressure spectra and depends on the flow velocity in a similar way as the wall pressure spectra do. From
these functions, the spanwise coherence length is obtained at a given frequency by integrating the square
root of the coherence with respect to the spacing. The results are given for various velocities, gap sizes and
frequencies on the two bottom plots of fig. 13. In the reference configuration, the coherence length is about
8 mm at 1.5 kHz and falls down to ∼ 2 mm at 4 kHz. As shown on the left bottom plot where the coherence
length is plotted against the inverse of the Strouhal number St = fc/U0, the coherence length grows linearly
with the inflow velocity for a given frequency between 1 and 4 kHz and is proportional to the inverse of
the frequency for a given velocity within the range of values of U0 examined. This result is interesting for
modeling purposes since the coherence length appears to be predictable. On the right bottom plot of this
figure, the coherence length is plotted against frequency for various gap sizes h at U0 = 70 m/s. No clear
tendency arises from this plot: this is because the gap flow undergoes several regimes between 0 and 10 mm
as discussed in earlier sections.
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The convection velocity of the turbulent structures is another important quantity for aerodynamic models
based on gust theories. It is computed by measuring the phase difference between two pressure probes (see the
top plot of fig. 14) that are aligned in the stream-wise direction. In the case illustrated on fig. 14 the probes
are number 23 and 25 (see fig. 2). They are located 11 mm from each other each other, 1.5 mm above the
suction side tip edge at x/c = 0.9 and x/c = 0.955 respectively. The convection velocity is averaged on 500
Hz bands and the velocity is plotted for the center frequency of each band. Additional smoothing is obtained
by averaging this value over 10 neighboring frequencies. Thus the frequency dependent convection velocity
Uc(f) is obtained in the 0.35 - 5 kHz range and plotted on the bottom of fig. 14. 3 parts can be identified
on this curve. The first part is the lower end, say below 0.6 or 0.7 kHz, where quite high (up to 130 m/s)
convection velocities are measured. The part of the flow facing probes 23 and 25 is still located in the high
speed tip clearance flow. This could explain the fact that large structure are embarqued at such high speeds.
However, this value seems extremely high and therefore a potential interaction of the fluid between the two
probes seems likely to occur. This would be in agreement with the velocity independent low frequency part
of the coherence functions shown on fig. 13. The second and most relevant part of the convection velocity
curve, is the part comprised between 0.7 and ∼ 1.9 kHz, where the convection velocity oscillates between 30
and 45 m/s and reaches a local maximum near 1.4 kHz. This part of the curve corresponds to the the broad
band hump found on the wall pressure spectra and the coherence functions: it is the part that seems relevant
for broadband noise models. In the third part of the curve, the convection velocity can not be estimated
since the phase becomes random above 2.2 kHz. Similar observations are made for the set of probes 25 and
29 that are even nearer of the trailing edge and only 4 mm apart. In this case, the values of the second part
of the curve are higher but the trend is the same.

Figure 14. Convection velocity. Phase lag between Probes 23 and 25 (top) and convection velocity Uc between
probes 23 and 25 (bottom).

B. Velocity-velocity correlations

Spatial correlations are computed from the PIV fields. An example is given on fig. 15: the reference point is
located at x/c = 59.5% and y/c = 11.5%, which is closely upstream of the TLV detachment position and faces
the suction side gap. The measurements are carried out in the reference configuration, at z = 5 mm. The cor-
relation fields are referred to as Ruu, Ruv , Rvu and Rvv and correspond respectively to chordwise/chordwise,
chordwise/cross-stream, cross-stream/chordwise and cross-stream/cross-stream correlations.
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Several features can be observed:

- the turbulence is highly anisotropic: Ruu, Ruv and Rvu clearly show a main direction, which is to
compare with the TLV axis. Moreover Ruu spreads over a much larger region than Rvv. It is also
interesting to note that Ruu is positive over a large region upstream of the correlation point whereas
it becomes neutral to negative downstream of it. The oblique border line between the negatively and
the positively correlated regions may be regarded as an unsteady sink/source, that is, a region where
strong spanwise fluctuations occur. Such fluctuations are expected on the sides of the TLV;

- the cross-correlation fields Ruv and Rvu are not clearly symmetric, but are both separated into a
positively and a negatively correlated region by the same line as Ruu;

- all correlations involving the cross-stream component, and in particular Rvu and Rvv are weaker and
limited to a smaller region ( a few mm large spot in the case of Rvv).

So far, only a few correlation points have been explored and further computations are to be run in order
to study the influence of the correlation point and to find out velocity projections that are tailored to the
local flow physics.

Ruu Ruv

Rvu Rvv

Figure 15. Correlations close upstream from TLV detachment in the reference configuration: (Ruu, top left),
(Ruv, top right), (Rvu, bottom left) and (Rvv, bottom right). The circle symbolizes the reference point.

C. Joint pressure-velocity measurements

Some joint pressure-velocity measurements have been carried out as well:
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- joint pressure-single HWA (sampling: 64 kHz): results are shown in this section using classical statistic
approaches and in part 2 of this study using cross-wavelet techniques;

- one case with joint pressure-PIV for a cross-wavelet analysis (pressure sampled at 16 kHz; PIV at 10
Hz). 10 time series are measured and synchronised with altogether 600 PIV snapshots. Each time
series lasts for 60 s. Results are analysed and discussed in part 2 of this study.

The coherence functions between a hot wire located near the T.E. facing probe 29 (x/c = 0.95,z = 10
mm) at 1 mm from the wall and pressure probes distributed along the suction side tip edge (probes 19 to
29) are plotted on on the top left plot of fig. 16 whereas the corresponding probe locations are sketched on
the top right plot of this figure. Significant coherence levels are found from probe 29 up to probe 21 that
is already 1/4 chord upstream of the hot wire. Another interesting result is that the low frequency part of
the spanwise coherence found for the spanwise pressure coherence, is not present in these results. Finally,
it can be seen that the medium frequency hump that was also found in the spanwise coherence now splits
into two peaks at 2 kHz, one at frequencies ranging from 0.5 to 2 kHz, the other from 2 to 4 kHz. The
coherence functions between the hot wire almost located at the same position but slightly further off the
wall (facing the microphone probe 51) and pressure probes implemented into the bottom plate in the same
region (probes 49 to 53) as well an upstream (probe 56) are plotted on the left middle plot of fig. 16. The
corresponding probe locations are sketched on the middle right plot of this figure. The upstream probe (no.
56) is located on the plate at x/c=0.775 in the middle of the gap. The span-wise coherence is high at low and
medium frequencies (even for probes that are far from the wall) corresponding to the hump of the spectra
shown earlier (e.g. in fig. 5). It is interesting to observe that this plot also contains two types of functions,
some with a single medium frequency hump centered at 1 to 1.5 kHz ranging from 0.3 - 0.4 to 2 kHz, other
with an additional hump at ∼ 3 kHz ranging from 2 to 4 kHz similarly to those found in the top plot. This
second maximum is particularly strong when both probes are close together near the T.E.-tip corner. There
are two possible explanations for this: either the 3 kHz peak only exists in the vicinity if the T.E.-tip corner,
or it has a much shorter correlation length than the other hump and therefore vanishes as soon as the probes
separate. The interesting point about this second hump is that it is not observed on the pressure-pressure
coherence in the same region and could therefore be related to a specific aerodynamic event that does not
generate strong pressure fluctuations on the airfoil. The most surprising results come from the coherence
measurements between the hotwire and the probe 19: probe 19 is located 1/4 chord downstream of the
leading edge, at the beginning of the tip clearance jet, according to fig. 4. The hot wire is moved along an
oblique downstream line oriented away from the airfoil. Its spanwise coordinate is z ∼ 12 mm, slightly above
the gap, but facing probe 19 when it is in its vicinity. Results are shown on the bottom left plot of fig. 16
and the probe locations are sketched on the bottom right plot: the distance d is the wire-to-probe distance.
In a similar way as for the previous HW-pressure coherence results, 2 peaks are observed when the hotwire
is in the vicinity of the pressure probe, one low frequency peak, centered at 1.2 kHz and ranging from 0.7
to 3 kHz and a high frequency peak centered at 6 kHz and ranging from 3 to 9-10 kHz. The high frequency
peak is strongest when the distance is about 3.5 mm, suggesting that the high frequency flow perturbations
originate from the gap (thus the hotwire feels them slightly less when it faces probe 19, because it is shielded
by the airfoil). For higher values of d, only a low frequency peak remains that is centered at 0.8 kHz. The
low frequency part has already been identified and discussed on other measurements. The new feature is the
high frequency component, that corresponds to the high frequency noise component found in the far field.
Thus the high frequency noise radiation is generated by small eddies advected by the tip clearance flow that
probably radiate when they mix at the outlet of the gap. The behavior at d = 10.5 and d = 20.5 mm is less
clear. All these observations about the high frequency component comfort the conclusions made about the
directivity plot in section III.A. More generally, the coherence measurements confirm and to some extent
complete the observations made throughout section III.

V. Conclusions

The tip leakage experiment described in this study provided a huge amount of data. A few major results
from this data set have been reported and commented here. Three main goals were thus reached:

- the sound radiation of the tip leakage flow is now documented and related to the tip leakage flow
features; hence candidate source mechanisms were proposed;
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Figure 16. Pressure-velocity coherences: chordwise coherences for probes on the suction side edge at x/c =
25, 50, 77.5, 90, 95.5 and 97.5% (probe 19 to 29 respectively - top), cross-stream coherences for probes on the
disk at x/c = 97.5% and y/c = -10, 0, 5, 10, 25% (probes 49 to 53 respectively, the coherence with the probe
56 located at x/c = 77.5% and y/c = 0% being referred to as upstream - center) and coherences along the
TLV direction (bottom). The schemes on the right show the associated probe locations.
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- a new light was shed on known results: wall pressure spectra could be related to the velocity field and
to the far field;

- a database for tip clearance and trailing edge self-noise modelling as well as for CFD validation is now
available.

More specifically, it was confirmed that the tip clearance flow generates a strong (1.45U0) cross-flow that
is deviated by the main flow when it leaves the gap in a similar way as a side-jet in a main flow, leading
to the Tip Leakage Vortex (TLV) formation. In the conical mixing region between these two flows, high
turbulence levels are reached. The flow fluctuations in the gap region are dominated by a large hump around
St = 4 in the frequency domain. This hump is particularly pronounced in the gap but is correlated to
the TLV. It is probably generated by a flow separation on the pressure side tip-edge and results into an
upstream sound radiation. The U5 dependence of this far field contribution as well as its directivity indicate
that the flow perturbations might be scattered into sound as they are convected past the lower trailing edge
corner. Additionally, high frequency oscillations occurring near the suction side tip-edge contribute to a
rather jet-noise-like sound in the far field. Beside these aeroacoustic aspects, the parametric study led to
following conclusions:

- with increasing angles of attack, the TLV starts to develop further upstream and its turbulent intensity
grows as well;

- the non-dimensional aerodynamic fluctuations are velocity independent in the velocity range examined
here;

- as established in the literature, the TLV is highly sensitive to the gap size since the flow structure
itself depends on whether or not the flow separates inside the gap; the TLV formation region moves
downstream as the gap increases and as a flow separation bubble grows from the gap entrance to the
gap outlet;

- the spanwise coherence length in the lower trailing edge corner is proportional to the velocity and to
the inverse of the frequency, but its dependence vis-à-vis the gap size is related to the flow separation
in the gap.

In Part 2 of this study, a cross-wavelet analysis will be applied to joint pressure-velocity measurements
and in particular to synchronised pressure-PIV measurements in order to track coherent structures in the
gap flow.
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 Advanced post-processing techniques based on the wavelet transform are applied to 
pressure signals measured at the surface of an instrumented airfoil installed within the 
anechoic wind tunnel available at the Laboratory of Fluid Mechanics and Acoustics of the 
Ecole Centrale de Lyon. Two flow configurations, with and without a variable gap at the 
airfoil tip, are investigated. The scope of the post-processing procedure is to extract the most 
energetic non-periodic contributions, localized in time and in space, and to detect the fluid 
dynamic structures which may act as noise sources. The events tracking method is based on 
the computation of time-frequency energy maps from which it is possible to select events, 
determine their time of appearance, and perform conditional averages. The conditioning 
procedure has shown that the amplitude of the oscillations of the averaged pressure 
signature becomes larger for increasing width of the gap, probably as an effect of a roll-up 
phenomenon occurring at the tip edge of the airfoil. In addition, the pressure-velocity cross 
analysis, including data obtained from PIV measurements, yielded the location of the major 
fluid dynamic structure statistically related to the largest pressure fluctuations at the wall. 

Nomenclature 
a = geometrical angle of attack 
c = chord length 
CΨ = dimensionless coefficient in the wavelet expansion 
i = time index 
f = frequency 
p = pressure 
r = resolution time scale 
t = translation time 
U0 = inflow speed 
w = wavelet coefficients 
x = distance from the leading edge (LE) in chord-wise direction 
z = distance from the tip edge in span-wise direction 
Ψ = mother wavelet function 

I. Introduction 
uring the last decades, wavelet analysis has been extensively used to analyze random data obtained from both 
numerical simulations and experimental investigations conducted in turbulent flows. Comprehensive reviews D 
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about the wavelet theory and applications can be found in many reference papers or books (e.g. see among many ref. 
1 and 2). Conditional sampling techniques based on the wavelet transform have been applied to turbulence data3 and 
to pressure velocity measurements4 in order to extract the most energetic contributions of the original signals. In the 
present work, a wavelet based post-processing methodology is applied to pressure and velocity data measured on an 
instrumented airfoil installed within the anechoic wind tunnel available at the Laboratory of Fluid Mechanics and 
Acoustics of the Ecole Centrale de Lyon. The purpose of the study is to investigate the physical nature of the cause 
of the largest pressure fluctuations on the airfoil surface for both a self noise configuration and a fan-tip with 
clearance configuration. To this aim, a convenient wavelet-based post-processing technique is applied to 
experimental data permitting us to extract the most energetic non-periodic contributions to the pressure fluctuations, 
localized in time and in space and hidden in the original chaotic signals. 

A conditional average procedure based upon the wavelet analysis has been applied to both the wall-pressure and 
velocity data delivered by the experimental campaign, in order to recover the most probable shape of the most 
energetic pressure events detected over the airfoil surface and to obtain a statistical correlation between the flow 
dynamics (described by either single probe hot-wire anemometer and PIV measurements) and the largest wall 
pressure fluctuations (extracted from the wavelet treatment of single point pressure signals). A detailed description 
of the experimental apparatus, the measurements technique, the acquisition parameters and the flow conditions are 
given in part one of this paper (see Ref. 5). Here, we limit ourselves to describe the techniques adopted to analyze 
the experimental data and to present results which can be useful to better clarify physical mechanisms connected 
with the generation of the largest pressure fluctuations. 

II. Experimental set-up 
The experimental campaign was carried out in the anechoic tunnel of the Ecole Centrale de Lyon at a Mach 

number M ~ 0.2. Details on the experimental set up are given in Ref. 5 but, for the sake of clarity, the main features 
are briefly summarized in the following.  

The airfoil was placed into an open-jet flow, which was limited in the span-wise direction by two flat plates. The 
gap between the lower plate and the airfoil tip was adjustable. A 5% camber thick (10%) airfoil was used in the 
experiment, that is a NACA 5510, with a 15° geometrical angle of attack as reference value. The chord was 200 mm 
and the span increased from 190 to 200 as the gap decreased from 10 to 0 mm.  

The influence of various governing parameters was investigated in Ref. 5 by varying their values: the flow speed 
was increased from 20 to 90 m/s, the gap between the tip and the plate was varied from 0 to 10 mm and the angle of 
attack was varied between 0 and 18°. However here we concentrate mainly on two reference configurations. The 
former is a self-noise configuration (gap = 0) with the inflow speed U0 and the angle of attack α set to 70 m/s and 
15° respectively. In the following, it is referred to as the no gap reference configuration. The latter is characterized 
by a 10 mm gap width, again with U0 = 70 m/s and α = 15°.  In the following, it is denoted the reference gap 
configuration. 

Unsteady pressure measurements on the airfoil, both in the mid-span region and in the gap region were 
combined with far field and single probe hot-wire anemometer (HWA) measurements. A special care was given to 
placing the pressure probes on the tip of the airfoil, on the two tip edges and on the plate facing the tip. Moreover, 
two sets of pressure probes were installed in the mid-span region both chord-wise and span-wise near the trailing 
edge. 

Simultaneous PIV and single point pressure measurements were carried out both around the airfoil and in the gap 
region. Of particular interest here are the PIV-pressure data measured on the reference gap configuration. In this 
case, the measurement plane was located in the mid-gap plane (5 mm away from the tip edge of the airfoil) and the 
laser source was placed on the pressure side. Two near field pressure probes were placed on the airfoil tip along the 
mean line of the profile, at 6 and 155 mm far from the leading edge. A third pressure probe was placed in the far 
field, about 1 m away from the airfoil centre, on the suction side in the mid-span plane. 

The measurements were divided into 10 acquisition series. During each acquisition, 60 PIV snapshots were taken 
at a frequency of 1 Hz (which means 60 s per acquisition), while the pressure signals were sampled at 20 kHz. This 
yields a total of 600 PIV snapshots and 10 pressure series resulting from the experimental measurements.  

III. Wavelet analysis and the auto-conditioning method 
The post-processing procedure adopted therein is based on the wavelet transform of the wall pressure signals. 

The scope of the procedure is to extract the most energetic non-periodic contributions, localized in time and in 
space. The choice of the wavelet technique is motivated by the fact that the wavelet  decomposition, in spite of the 
Fourier transform, permits to represent a generic signal simultaneously in terms of a translation time (t) and a 
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resolution time scale (r), whose inverse corresponds to the frequency (f). The wavelet decomposition is 
accomplished by projecting the acquired signal over basis of compact support functions Ψ(t), i.e. localized both in 
the time domain and in the transformed space. We note that in the Fourier decomposition the projection is performed 
over trigonometric functions, so that the physical information is spread over a theoretically infinitely extended time 
domain. Localized events are therefore missed by the Fourier decomposition while they are correctly retrieved by 
the wavelet transform through the representation of the signal over a two dimensional map in the time-frequency 
domain. 

Formally, the wavelet transform of the signal p(t) at the resolution time scale r is given by the following 
expression. 

 ∫
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where denotes a coefficient which accounts for the mean value of Ψ(t), and the integral represents a 
convolution between p(t) and the dilated and translated complex conjugate counterpart of Ψ(t). 

2/1−
ΨC

The events tracking method is based on the computation of the so called Local Intermittency Measure2 defined 
as: 

 

t
trw
trwtrLIM

2

2

),(
),(),( =  (2) 

where the symbol 
t

• denotes a time average. Fig. 1 shows an example of LIM distribution computed for a portion 
of pressure signal recorded at the wall. It is worth noting that the numerator of eq. (2), i.e. square of the wavelet 
coefficients, represents the localized counterpart of the standard Fourier spectrum that can be recovered by simple 
time integration. An example of the Fourier spectrum recovered from the square of the wavelet coefficients plotted 
against the standard Power spectrum is reported in Fig. 2a while Fig. 2b reports similar results obtained with 
different wavelet kernels, demonstrating that the choice of the wavelet type does not influence the achieved results. 
It has been also checked that the results are independent from the use of orthonormal discrete or continuous complex 
wavelets. Examples elucidating these comparisons are not presented here for the sake of brevity. In the following 
analyses, except for the case of PIV/pressure data, an orthogonal discrete wavelet expansion is performed on the 
pressure signals by using a Fast-Wavelet-Transform algorithm with the Battle-Lemarie Mother wavelet Ψ(t). 

Peaks of LIM represent large contribution of pressure variations to the overall SPL. Therefore the LIM 
amplitude at a selected scale r,  can be thresholded in order to select events responsible for the largest pressure 
fluctuations and to determine how their appearance is distributed in time (see Fig. 3). Once the pressure events have 
been selected and well localized in the time domain, one may perform a conditional average of the original pressure 
signal. This auto-conditioning procedure leads to an ensemble averaged time signature of the fluctuating pressure, 
which represents the most probable shape of the most energetic structures which are hidden in the original chaotic 
signal. The wavelet transform is indeed needed to recover the phase of the events responsible for the largest pressure 
fluctuations at the wall. The phase is a random non-periodic and strongly non-Gaussian variable and the averaged 
pressure signature, whenever it is non-zero, helps to clarify the fluid dynamic origin of the selected events. The 
original method was introduced in Ref. 3 and successively applied to pressure signals and validated in Ref. 4 while 
applications to wall pressure data were presented in Ref. 6.  

IV. Averaged cross-conditioned structures 
As clarified in section II, velocity measurements using a single probe HWA have been conducted simultaneously 

to the wall pressure measurements in several configurations. Simultaneous PIV/pressure measurements have also 
been performed, in particular on the reference gap configuration. These experimental investigations provided useful 
data to perform a statistical analysis, which gives further clarifications on the physical nature of the fluid dynamic 
structures in the noise generation phenomenon. The conditioning method explained above has been applied to both 
the HWA/wall-pressure data and to the PIV/wall-pressure data, in order to extract aerodynamic events correlated to 
large localized pressure peaks at the wall of the airfoil.  
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In particular, once the pressure events have been selected and well localized in the time domain, the conditional 
average can be performed either on the single point velocity time series (HWA signals) or on the set of PIV 
snapshots available, provided that the velocity measurements are acquired simultaneously with the pressure signal 
analyzed. As a result, the outcome of the cross-conditional procedure analysis should be an averaged signature of 
velocity, representing the most probable fluid dynamic structure correlated to the pressure fluctuations at the wall of 
the airfoil. 

V. Results 

A. Auto-processing 
The auto-conditioning method provides the wall-pressure averaged signatures in several position over the airfoil 

surface. In the no gap reference configuration, significant results are obtained only with the probes placed in the 
mid-span region. As clarified below, in this region the effect of the chord-wise position seems to be relevant. 

An overall summary of results obtained considering probes located at mid-span (z = 0) for the no gap 
configuration is given in Fig. 4. It is shown that the shape of the averaged signatures significantly changes with the 
x/c parameter. The behavior obtained close to the leading edge seems to indicate that acoustic effects are dominant 
with respect to hydrodynamic perturbations. This is an expected result since in the LE region the boundary layer is 
very thin and not yet developed so that acoustic perturbations, generated by the impact of the incoming unsteady 
flow against the airfoil surface, are the main sources of noise.  

When we move towards the trailing edge (TE), a different behavior is observed, as shown in the x/c=0.25 case of 
Fig. 4. Here a pressure drop is observed thus suggesting that, in a statistical sense, the pressure fluctuations are 
generated mostly by vortical structures passing close to the pressure probe position.  

In the region close to the TE no significant results are obtained as an effect of the back-ground disturbance and 
the signal-to-noise ratio of the averaged pressure signatures is too low for any physical interpretations to be 
addressed. 

No significant results are obtained also in the pressure side confirming that being the boundary layer very thin, 
the hydrodynamic perturbations induced by vortical structures are very weak and, from a statistical viewpoint, are 
uncoherent.  An example of results obtained on the pressure side for the no gap reference configuration is given in 
Fig. 5. 

The presence of a gap leads to pressure oscillations in the averaged signatures, as evidenced in Figs. 6-8 for the 
reference gap configuration. In Figs. 6 and 7 one may note that the oscillations are more pronounced close to the TE 
and at the edge of the airfoil in correspondence of the gap. Fig. 8 shows that the amplitude of the oscillating 
averaged pressure signature becomes larger for increasing width of the gap, with both the angle of attack and the 
inflow speed kept fixed at their reference values.  

The observed behavior is due, probably, to vortex shedding from the side edge of the airfoil but, being such an 
effect not  evident in the pressure power spectra, it has to be attributed to intermittent unsteady events which are not 
revealed when the signal is projected onto the Fourier basis. The physical nature of the observed phenomenon could 
be found into the mechanism of roll up of the vortical structures shed from the lower side of the airfoil and further 
insights would be inferred from the cross-analysis of the next sections. 

B. Pointwise velocity/Pressure  conditional statistics 
As discussed in section II, simultaneous velocity/pressure measurements have been performed by placing a 

single hot wire probe close to the airfoil trailing edge at a mid-span location. The results obtained from the cross-
conditioning procedure for both the reference configurations are presented. In Figs. 9 and 10 the averaged velocity 
signatures for the no gap reference configuration are depicted: the HWA signal has been conditioned by extracting 
the pressure events in several location along the trailing edge and in the mid-span region. A relevant pressure 
velocity correlation can be evidenced only close to the trailing edge at the mid-span location (x/c = 0.975; z = 0). 

Then, considering the reference gap configuration, it is evident from Figs. 11 and 12  that no relevant gap effects 
occur in the mid-span region, whereas along the tip the presence of the gap increases considerably the 
pressure/velocity correlation and the shape of the velocity signature completely changes with respect to the one 
occurring in the mid-span region. The achieved results for the gap reference configuration are reported in Fig. 13 for 
different pressure probe positions. It is shown that moving along the tip, the phase of the signature changes. The 
non-zero time delay indicates that the fluid dynamic events (hot wire) associated to the emission of noise (pressure 
events) is not located spatially at the same position as the pressure probe. The location of the major fluid dynamic 
structure (which may act as a sound source) is upstream of the pressure taps. In fact, the phase delay increases as the 
distance between the pressure probe and the hot wire probe decreases. In account of the mean velocity and the 
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velocity of sound, the phase shift of the signatures can be converted into a spatial delay and the resulting position of 
the noise source, even though qualitatively, can be determined. The result reported in Fig. 14 show that such a 
location is upstream of the trailing edge at about x = 140 mm from the leading edge. 

C. PIV/pressure conditional statistics 
The joint analysis of PIV measurements (discussed in section II) and of single point pressure measurements is 

performed only for the reference gap configuration. On the basis of the HWA/pressure analysis presented above, we 
may expect the pressure signals recorded by the probe placed at x/c = 0.75 to provide the most useful data for the 
conditional PIV/pressure analyses. Thus, in the present investigation we concentrate primarily on this pressure 
signal that, once treated with the wavelet method, provides the set of instants from which the corresponding PIV 
velocity fields are selected. 

Contrary to the previous cases, in the present analyses, the pressure signal is processed by using a continuous 
complex wavelets expansion, so as to achieve a more accurate time frequency resolution. Once the pressure events 
are extracted at the wall, the conditional analysis has been carried out by averaging together the PIV snapshots 
corresponding to the selected timing of the wall pressure events. The LIM threshold criterion can be restricted to 
specific frequency bands in order to select wavelets of a given scale. Examples are shown in Figs. 15 and 16 for both 
low and high frequency containing events. The corresponding flow patterns are identified with the method described 
above. 

As stated in section II, 60 PIV snapshot are available from each 60 sec acquisition series. This represents a basic 
constraint to take into account, as it is evident that only some of the instantaneous velocity fields captured by these 
60 snapshots could be selected. It should be noted that the analyzed pressure segments are centered on the time 
instants corresponding to the PIV acquisitions timing (see e.g. Figs. 15 and 16). Therefore, the selection of a PIV 
field occurs only when the LIM peak is located in correspondence of the origin of the time axis which results in a 
very small number of selected events. 

The set of selected velocity fields are eventually averaged together leading to a non-zero averaged tip-flow 
structure which, should it exist, evidences the most probable fluid dynamic event responsible for the observed large 
pressure peaks. The selection procedure, applied to all the 10 acquisition series, provided a total of 119 pressure 
events. Furthermore, as shown on Figs. 15 and 16, the LIM peak frequency localization can vary from one case to 
another. Therefore a distinction has been also considered according to the frequency content of the pressure events 
(low or high frequencies). Among the 119 events selected, 18 presented a low-frequency behavior, whereas 75 were 
prevalently associated to high-frequency fluctuations. The remaining 31 fields evidenced events with a broadband 
frequency content.  

The achieved ensemble averaged field corresponding to high frequency events is shown in Fig. 17. No relevant 
differences have been evidenced neither when no distinction between high and low frequency events is performed 
nor when the low-frequency events are  considered. In the latter case a lower signal-to-noise ratio is documented due 
the limited number of samples selected. In any case, in the region upstream of the pressure probe position, thus very 
close to the region where the source was supposed to act, a non-zero fluid dynamic structure is revealed 

The robustness of the results has been verified by the application of the averaging procedure considering the 
other pressure probe located in the upstream region of the airfoil (see section II). An example of the achieved 
averaged field  is reported in Fig. 18 showing that the location of the resulting non-zero structure is consistent with 
the above presented results. 

From the physical viewpoint, this event seems to consist of a motion of the fluid from the pressure side of the 
airfoil towards the suction side. Actually, since the PIV snapshots are taken in mid-gap plane the figure shows the 
corresponding 2D cut of the structure. One may assume such structure to be associated to a roll-up phenomenon 
occurring at the tip edge of the airfoil, but an exact interpretation can not be proposed unless a cross section analysis 
of the flow is performed. 

 
 

VI. Conclusion 
 
A detailed analysis of wall pressure and Hot Wire/PIV velocity data measured around an airfoil with and without 

a tip leakage, have been presented. The post-processing procedure was based on the application of the wavelet 
transform to the wall pressure data and the computation of conditional averages of both the pressure and the velocity 
data. In the self noise configurations, hydrodynamic wall pressure fluctuations have been shown to be mostly related 
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to the boundary layer separation on the suction side near the trailing edge. The presence of a gap leads to quite 
different behaviors since the most probable  fluid dynamic event causing wall pressure peaks is found to be 
associated to a roll up phenomenon  occurring around the tip at 50-60% the chord from the leading edge. The 
location of the source have been determined from the conditional analysis of the Hot Wire data leading to an 
averaged structure exhibiting a phase shift with respect to the pressure timing. This result has been definitely 
confirmed by the conditional analysis of the PIV fields providing a 2D view of the most probable wall pressure 
source. 

Acknowledgments 
This work has been funded by the European Community as part of the 6th Framework Project PROBAND n° 

AST4-CT-2005-012222. R.C. also acknowledge partial support from Italian Ministry of Education, University and 
Research under a grant PRIN (2005). 

References 
1Mallat, S., “A theory for multiresolution signal decomposition: the wavelet representation”, IEEE Trans. PAMI 

11, 1989, pp. 674,693. 
2Farge, M., “Wavelet Transforms and their Applications to Turbulence,” Ann. Rev. Fluid Mech., Vol. 24, No. ??, 1992, pp. 

395, 457. 
3Camussi, R., Guj, G., “Orthonormal Wavelet Decomposition of Turbulent Flows: Intermittency and Coherent Structures,” 

Journal Fluid Mech., Vol. 348, 1997, pp. 177, 199. 
4Guj, G., Carley, M., Camussi, R., Ragni, A., “Acoustic Identification of Coherent Structures in a Turbulent Jet,” Journal 

Sound Vibr., Vol. 259, 2003, pp. 1037, 1065. 
1Jacob M. C., Grilliat, J., Camussi, R., Caputi-Gennaro, G., ”Experimental study of a tip leakage flow – part one: 

aerodynamic and acoustic measurements”, AIAA paper submitted to 13th AIAA/CEAS Aeroacoustics Conference, Rome, Italy, 
may 21-23, 2007. 

5Camussi, R., Guj, G., Ragni, A., “Wall Pressure Fluctuations Induced by Turbulent Boundary Layers over Surface 
Discontinuities,” Journal Sound Vibr., Vol. 294, 2006, pp. 177, 204. 

6Camussi, R., Guj, G., Di Marco, A., Ragni, A., “Propagation of Wall Pressure Perturbations in a Large Aspect-Ratio 
Shallow Cavity,” Exp. Fluids., Vol. 40,  2006, pp. 612, 620. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
American Institute of Aeronautics and Astronautics 

 

6



 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
Figure 1. Example of LIM distribution computed for a portion of 
pressure signal recorded on the airfoil surface. 

 

   
a) b) 

 
Figure 2. Power spectrum obtained from the wavelet transform 
compared with a standard Fourier spectrum (a) and with results 
obtained adopting different types of mother wavelets (b). 
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Figure 3. Selection procedure: the large value of LIM (red circle 
in the lower panel) indicates that an event occurs at the probe 
location in t = t0. Once the event is detected the portion of pressure 
signal centered in t0 is extracted to perform the conditional 
average. 

 

 

 
American Institute of Aeronautics and Astronautics 

 

8



 
 
 
 
 
 
 
 

-0.01 -0.005 0 0.005 0.01
-0.02

-0.01

0

0.01

0.02

0.03
x/c=0

t-t0 (sec)

< 
p 

>

-0.01 -0.005 0 0.005 0.01
-0.02

-0.01

0

0.01

0.02

0.03
x/c=0.25

t-t0 (sec)

< 
p 

>

-0.01 -0.005 0 0.005 0.01
-0.02

-0.01

0

0.01

0.02

0.03
x/c=0.775

t-t0 (sec)

< 
p 

>

-0.01 -0.005 0 0.005 0.01
-0.02

-0.01

0

0.01

0.02

0.03
x/c=0.975

t-t0 (sec)

< 
p 

>

 
Figure 4. Averaged pressure time signatures obtained for several 
chord-wise positions at mid span for the no gap reference 
configuration. 
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Figure 5. Examples of Averaged pressure time signatures 
obtained from several transducers in the pressure side of the 
airfoil for the no gap reference configuration. 

 

Figure 6. Averaged pressure time signatures obtained for 
several chord-wise positions in the tip region for the 
reference gap configuration. 
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Figure 7. Averaged pressure time signatures obtained in the 
trailing edge region for the reference gap configuration: 
effect of the distance from the gap (z). 

 

 
Figure 8. Averaged pressure time signatures obtained in 
the trailing edge region at the tip edge: effect of the gap 
width, with U0 and α kept fixed at their reference values. 
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Figure 9.  Pressure-velocity correlation in the trailing edge 
region for the no gap reference configuration. 
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 Figure 10. Pressure-velocity correlation in the mid-span 

region for the no gap reference configuration.  
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Figure 11.  Pressure-velocity correlation in the mid-span 
region at the trailing edge (x/c = 0.975): effect of the gap. 
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Figure 12. Pressure-velocity correlation in the tip edge region 
at the trailing edge (x/c = 0.975): effect of the gap. 
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   Figure 13. Pressure-velocity correlation in the tip edge 

region for the reference gap configuration.  
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Figure 14. Reference gap configuration: spatial delay vs 
pressure tap position (Xp), computed by the time delay 
resulting from the pressure-velocity correlation in the tip 
region. 
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  Figure 15.    An example of a low-frequency pressure event 
(evidenced by the black circle) detected in the wavelet time-
frequency domain from the pressure probe located at x/c = 
0.75. 

 
 
 
 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  
Figure 16. Same as previous plot but evidencing a high-
frequency event. 
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Figure 17. Averaged tip-flow field statistically related to the largest 
high-frequency pressure fluctuations on the wall. The blue circle 
denotes the pressure probe located at x/c = 0.75 and utilized in the 
conditioning procedure. 
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 Figure 18.  Same as previous plot but considering the wall pressure 

probe located at x/c = 0.075 (blue circle in the figure).  
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Rozenberg, Y., Roger, M., Guédel, A., Moreau, S. 2007 Rotating blade

self noise: experimental validation of analytical models. Proceedings of the 13th

AIAA/CEAS Aeroacoustics Conference, Rome, Italy, AIAA 2007–3709.

Saha, N. 1999 Gap size effect on low Reynolds number wind tunnel experiments.

M.S. thesis, Faculty of the Virginia Polytechnic Institute and State University,

Blacksburg.

Serrin, J. 1959 Mathematical Principles of Classical Fluid Mechanics. S. Flugge

(Ed.), Encyclopedia of Physics, VIII/1, Springer–Verlag, Berlin, pp. 125-263.

83



She, Z. S., Jackson, E. & Orszag, S. A. 1991 Intermittent vortex structures

in homogeneous isotropic turbulence. Nature 144, 226–228.

Sokolnikoff, I. S. 1951 Tensor Analysis: Theory and Applications. Wiley, New

York, NY.

Sokolnikoff, I. S., and Redheffer, R. M. 1966 Mathematics of Physics and

Modern Engineering. II Ed., McGraw Hill, New York, NY.

Storer, J. A. & Cumpsty, N. A. 1991 Tip Leakage Flows in Axial Compres-

sors. Trans. ASME 113, 252–259.

Tang, G. 2004 Measurements of the tip–gap turbulent flow structure in a low–

speed compressor cascade, Ph.D. thesis, Faculty of the Virginia Polytechnic In-

stitute and State University, Blacksburg.

Vassilicos, J. C. 1996 Topological classification and identification of small-

scale turbulence structures. In Eddy Structure Identification (ed. J. P. Bonnet),

Springer.

84


	AIAA 2007-3684 - Part 2.pdf
	AIAA 2007-3684 - Part 2.pdf
	Nomenclature 
	I. Introduction 
	II. Experimental set-up 
	III. Wavelet analysis and the auto-conditioning method 
	IV. Averaged cross-conditioned structures 
	V. Results 
	A. Auto-processing 
	B. Pointwise velocity/Pressure  conditional statistics 
	C. PIV/pressure conditional statistics 
	VI. Conclusion 
	Acknowledgments 
	References 




