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Introduction

“Begin at the beginning - the

King said, very gravely, - and go on

till you come to the end: then stop”

Lewis Carrol

"This structure has novel features which are of considerable biological interest". With
these words, appeared in a scientific paper on the 25th of April 1953 [1], J.D. Watson
and F.H.C. Crick announced to the world the discovery of the structure of DNA, the
molecule of life.
Nine years later, in October 1962, they shared the Nobel Prize in Physiology or Medicine
with M. Wilkins, for having solved one of the most crucial of all the biological puzzles.
More than half a century later, relevant new implications of this outstanding scientific
contribution are still emerging.
In particular, the DNA capability to hybridize in a specific and reversible fashion, due
the complementarity of the nitrogen bases, well defined by the Watson and Crick pairing
rules, has nowadays opened the way to an innovative field of science: structural DNA
nanotechnology [2, 3].
The exploitation of DNA for material purposes constitutes a new chapter in the history
of the molecule. Indeed, after the pioneering work of Nadrian Seeman in 1982 [4],
there has been a progressive shift from the classical vision of DNA as a biological
gene-encoding molecule to a much more innovative point of view, regarding DNA as a
building block of considerable nanotechnological relevance. In fact, the specific binding
between complementary DNA bases, which provides the biochemical groundwork for
genetics, can be exploited as a potent molecular recognition system to guide and control
the assembly of highly structured materials with precise nanoscale properties.
Moreover, the nanometric dimensions of DNA, with a diameter of around 2 nm, its short
structural repeat, with a helical pitch of around 3.5 nm and its very high stiffness, with
a persistence length of approximately 50 nm in its double-helical conformation, make
it appealing for nanotechnological purposes also from structural standpoints.
For all these reasons, in the last years, there has been an unprecedented development
in DNA-based nanotechnology: a rich variety of nanosized objects, such as geometric
shapes, hollow capsules and nanomachines, as well as more complex mesoscopic and
macroscopic structures with different forms and functionalities has been intelligently
assembled via the rational design of specific DNA sequences [5, 6, 7, 8, 9, 10, 11, 12].
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Besides the practical implications that these new materials might have, the achievement
of such a high level of control on the programmed self-assembly of matter demonstrates
the vast horizons opened by the possibility of building with DNA, which appear to be
limited only by human imagination.
In this work, following the lines set by structural DNA nanotechnology, we introduce a
new and challenging twist: DNA nano-constructs as man-designed particles to experi-
mentally explore unconventional phase behaviours conceived so far only in charta and
in silico [13, 14, 15].
In our view, DNA can be seen as a powerful tool to explore statistical physics be-
cause it enables to produce, via self-assembly, bulk quantities of identical particles with
controlled mutual interactions.
As a proof of concept, we focus here on the phase behaviour of limited-valence particles
(i.e. colloidal particles with a small controlled number of possible bonding opportuni-
ties), a topic which has received a considerable interest in the last few years [16], but
which has so far been confined to theoretical and numerical investigations.
These investigations predict that a solution of such particles should exhibit phase coexis-
tence, the colloidal analog of the gas-liquid coexistence in simple liquids, thus presenting
a critical point, characterized by a critical temperature and a critical density.
The location of the unstable region in the temperature-concentration (T − c) plane is
predicted to be significantly affected by the valence, i.e. by the number of bonds that
each particle can form.
Specifically, reducing the valence should lower both the critical temperature and the
critical concentration, thus shrinking the region in the T − c plane where the system
is unstable with respect to concentration fluctuations.
An indirect support to these theoretical predictions comes from recent experiments [17],
which have interpreted the irreversible aging dynamics of a synthetic clay, laponite,
as an equilibrium gelation process [18] appealing to an effective (although unknown)
limited valence of the clay particles.
However, despite such promising findings, the absence of a methodology for creating
bulk quantities of particles with reversible interactions and with controlled valence has
until now prevented the experimental investigation of the systematic dependence of the
coexistence region on the valence.
For these reasons, we decided to exploit the selectivity of DNA binding to simultane-
ously realize soft particles as well as to control the inter-particle interactions.
Specifically, we realized star-shaped DNA particles (nanostars) having three or four
double-helical arms, each one ending with a sticky single-strand overhang designed on
purpose to provide controllable and reversible interactions between individual particles.
Therefore, in our view, such DNA nanostars can be considered as limited-valence par-
ticles, whose valence f is determined by the number of the arms.
Being the binding between sticky overhangs stronger than the other inter-particle inter-
actions (excluded volume, van der Waals, electrostatic), these constructs represent an
optimal model for highlighting the role of the valence and closely mimic the investigated
theoretical model.
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Besides offering the remarkable possibility of realizing bulk quantities of particles with
limited valence, our approach provides a strong control over their mutual interactions,
since the cohesion between the sticky terminals can be easily tuned at will by changing
the temperature of the system.
The possibility of regulating the valence of the particles together with the chance of
finely tuning their interactions in a reversible and controlled fashion by simply aging on
the temperature provide the unprecedented opportunity of experimentally investigating
novel scenarios, such as equilibrium gelation processes.
Indeed, according to numerical predictions [18], equilibrium gelation is achieved when
colloidal systems are able to form stable particle networks through a series of equilibrium
states without the interference of phase separation. This can be easily realized when,
as in the case of our limited-valence particles, a mechanism for shifting the phase
separation (and hence the critical point) to low temperatures and densities is at hand.
In this situation, in fact, at low-intermediate densities, almost-ideal gel states may
become experimentally accessible through a careful equilibration procedure down to
very low temperatures.
Further to the remarkable prospect of exploring the eventual formation of equilibrium
gels, an additional important advantage offered by our self-assembling DNA nanostars
is given by their subtle sensitivity to the ionic strength. Indeed, it is known that the
ionic strength of the medium affects the binding-unbinding equilibrium of the DNA
strands, by modifying their bonding free energy.
Therefore, the ability to modulate the binding temperature of the overhangs with salt
offers the outstanding chance of directly investigating the role of the lifetime of the
sticky bonds on the dynamic behaviour of the systems.
In the specific case of limited-valence nanostars here addressed, such possibility, con-
jointly with the ability of tuning the binding selectivity, the strength of interaction and
the valence, set the basis to predict the thermal and kinetic stability of self-assembled
DNA hydrogels.
From an applicative standpoint, a similar finding has numerous and remarkable impli-
cations. For instance, being our self-assembling DNA nanostars non toxic and easily
biodegradable, the gelation process could allow materials (such as drugs or proteins) to
be encapsulated within the gel matrix, thus providing an innovative and effective route
for drug-delivery.
Therefore, besides representing the ideal candidates to experimentally investigate open
issues of statistical mechanics, our star-shaped DNA particles can be also exploited for
applicative purposes, involving the design and realization of commercial complex fluids
with specifically customized properties.
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Thesis outline
The main aim of this work is the experimental determination of the phase diagram of
solutions of DNA nanostars with limited valence, in order to test the aforementioned
theoretical predictions on the phase behaviour of reduced valence systems.
Specifically, in the present thesis, we mainly focus on the behaviour of f = 3 nanostars.
Indeed, since the project is carried out in collaboration with the research group of
Prof. T. Bellini (Complex Fluids and Molecular Biophysics Lab, Department of Med-
ical Biotechnology and Translational Medicine, University of Milan), who started the
investigation of f = 4 systems, from the comparative analysis of the experimental re-
sults obtained on both systems we can reasonably achieve a comprehensive panorama
of the phase behaviour of particles with well-defined and controlled valence.
Moreover, once determined the phase diagram for solutions of f = 3 nanostars, and
thus located the region of thermodynamics instability at low temperatures, we also aim
at investigating the dynamics of equilibrium gels and its eventual dependence on the
ionic strength of the solutions.
In the following we report a detailed scheme of the present dissertation, providing a
brief overview on the main topics that we will address in each chapter.

This thesis is divided in three main parts:

• in the first one we depict the theoretical framework encompassing our study;

• in the second one we describe the experimental techniques used to investigate the
system;

• in the third one we present the experimental data, providing a comprehensive
discussion of the obtained results.

Here is a complete list of the chapters:

1. Limited-valence colloids.
The first chapter introduces colloidal particles, showing how they can be used to
mimic the behaviour of atomic systems. Anyhow, the emphasis is on a specific
class of colloids, i.e. those characterized by reduced valence, which are the protag-
onists of the present study. Moreover, in this chapter, we address the important
issue of colloidal gelation, introducing fundamental concepts such as equilibrium
gels and empty liquids.

2. DNA nano-constructs.
In the second chapter we describe in details the physicochemical properties of
DNA, particularly emphasizing the peculiarities which make it appealing for nan-
otechnological purposes. Furthermore, we provide a brief overview on structural
DNA nanotechnology, illustrating its basic principles and showing how DNA can
be exploited to design and experimentally realize a large variety of all-DNA su-
perstructures, ranging from crystals to hydrogels.
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3. Methods.
Due to the intrinsic complexity of biological soft matter, a systematic investigation
of its structure and dynamics usually requires the concomitant use of a large
variety of complementary experimental techniques. In the third chapter we thus
present the basic principles of the different experimental methods that we used to
investigate the system, with a particular emphasis on Dynamic Light Scattering
measurements, which represent the large body of our experimental studies.

4. Design and preliminary investigation of DNA nanostars.
Chapter 4 focuses on the preparation and on the first characterization of our
f = 3 DNA nanostars, which was done through the use of various experimental
techniques, i.e. Gel Electrophoresis, UV absorption and Atomic Force Microscopy.

5. DNA goes critical.
In this chapter, we report the results of the experimental investigation performed
to determine the phase diagram for the f = 3 nanostars. Moreover, we also discuss
the critical dynamics of such system, which was deeply investigated through a
series of Dynamic Light Scattering measurements performed upon cooling the
system along the critical isochore.

6. Salt effects on the nanostar dynamics.
In the last chapter, we present a study of the ionic strength effect on the gelation
process of f = 3 nanostars. Specifically, we address the issue of whether the ionic
strength of the solutions may play an effective role on the rupture of the sticky
bonds between different nanostars, thus allowing for the possibility of finely tuning
their lifetime. To this aim, we present the results of a systematic light scattering
investigation performed on high-density DNA samples.
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Chapter 1

Limited-valence colloids

“No matter what anybody tells you,

words and ideas can change the world”

Prof. Keating, Dead Poets Society

Colloidal dispersions are heterogeneous systems in which particles of solid or droplets
of liquid with dimensions ranging from nanometers to micrometers are dispersed in a
liquid medium.
An interesting class of colloids which has recently captured a lot of interest is the one
represented by patchy colloids. From a theoretical standpoint, they can be seen as a
general category of particles with strongly anisotropic, highly directional interactions
given by short-range attractive spots, patches, located on their surface [19].
The discrete number of patches on the surface defines the valence f of the particles, i.e.
the maximum number of nearest neighbours that each particle can bond. Reducing the
valence, i.e. limiting the possibility of forming bonds with neighbouring particles, gives
rise to unusual collective behaviours in patchy particle systems, which are illustrated
in the present chapter.
As a starting point, in the first section we introduce colloidal particles, showing why
they can be used as a model to reproduce the behaviour of atomic systems and to
understand important mechanisms in soft matter such as phase transitions or dynamical
arrest processes. Subsequently, we provide a brief overview on patchy colloids, aimed
at introducing their peculiar properties and their potential relevance in the rational
self-assembly of predictable and ordered structures.
Moreover, at the end of the first section, we illustrate colloidal gelation, introducing
important issues such as equilibrium gels and empty liquids.
Eventually, in the second section, we focus on limited-valence particles addressing the
key role played by the functionality of the particles on the phase behaviour of reduced-
valence systems.
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1. Limited-valence colloids

1.1 Colloidal systems

The term ’colloids’ derives from the Greek words kolla eides (meaning “glue-form”
materials) and was introduced in the 19th century by T. Graham to describe a large
class of materials consisting of two separate phases: a dispersed phase composed of
mesoscopic particles, with characteristic sizes ranging from nanometers to micrometers,
and a continuous phase, whose particles have typical atomic length scales.
Colloids are ubiquitous in everyday life since they are involved in many applications of
soft materials, spanning from cosmetics to drug delivery systems. Familiar examples of
colloidal dispersions include industrial and domestic materials such as inks or foams,
food products such as ketchup or ice-cream and biological fluids such as blood or milk.
Due to their massive presence in daily life, their thermodynamic and dynamic properties
are currently the focus of numerous investigations in a wide range of research areas,
ranging from physics to biology and chemistry.

1.1.1 Colloids as superatoms
In physics, colloids can be used as model system for atoms since many of the forces that
dictate the structure and behaviour of matter (e.g. van der Waals interactions, elec-
trostatic forces, excluded volume interactions) dictate also the structure and behaviour
of colloidal dispersions. Moreover, owing to their large length scales and slow time
scales, their behaviour can be easily monitored via table-top experiments, which are
able to provide deep insights into processes that are not handily investigable in atomic
systems. For instance, the typical length scales of colloidal dispersions are comparable
to the wavelength of the light: light-scattering is thus a powerful method for study-
ing the structure as well as the dynamics of colloidal systems. Moreover, micron-scale
colloids are large enough to be easily observed using optical techniques (e.g. confocal
microscopy), thus offering the advantageous possibility of monitoring the individual
motion of each particle in the system.
In this respect, colloids can be considered as model “superatoms” and, for such reason,
spherically-interacting colloidal particles have been extensively investigated in the last
years to enhance the understanding of important mechanisms in soft matter such as
gelation, crystallization and glass transition [18, 20, 21].
In addition, the favorable possibility of tuning the interactions between particles makes
colloidal systems extremely appealing for exploring unconventional phase behaviours.
Indeed, unlike atomic and molecular system where the interactions are fixed by the
electronic structure, colloidal interactions can be tuned at will by simply changing
macroscopic parameters such as the ionic strength of the medium or the temperature.
Consequently, thanks to the unprecedented flexibility in the control of the inter-particle
potential, colloidal systems can show a variety of phase diagrams which have no coun-
terparts in atomic or molecular systems (e.g. by decreasing the range of the attraction
between colloidal particles it becomes possible to suppress the liquid phase, thus induc-
ing solid-solid phase transitions [22]).
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1.1. Colloidal systems

Despite being very complex in nature and number of components, colloidal dispersions
can be easily described by using rather simple potentials. Indeed, the solvent and
other additive degrees of freedom are quicker than the slow ones of the colloidal par-
ticles and they can thus be integrated out. Such eventuality provides the remarkable
opportunity of describing the behaviour of colloidal dispersions through simple effec-
tive one-component models that take into account solely the colloids (e.g. the DLVO
potential [23] or the Asakura–Oosawa model [24]).
For all these reasons, colloidal dispersions may be considered as model systems with
desired interactions whose behaviour can be experimentally tested and systematically
compared with theory and simulations.

1.1.2 Phase behaviour of spherically-interacting colloids

As mentioned in the previous section, a diversity of interactions between colloidal par-
ticles (e.g. van der Waals interactions, electrostatic double-layer forces, depletion in-
teractions) may lead to colloids either attracting or repelling each other, giving rise to
complex and interesting phase behaviours. Such phase behaviours can be viewed as the
analogs of the phase behaviours of matter, with colloids playing the role of atoms.
Usually, spherically-interacting particles, in the presence of attractive interactions, un-
dergo a gas-liquid phase separation, exhibiting a critical point characterized by a critical
temperature Tc and a critical density rc.
In colloidal dispersions, such critical point is metastable, being always located in the
region of the temperature-density phase diagram where the thermodynamic stable phase
is a crystal.
Below the critical temperature, colloidal solutions separate into two phases differing in
particle concentration: one poor in colloidal particles (gas phase) and the other one
rich in colloidal particles (liquid phase).
In the liquid phase, particles try to minimize their energy by maximizing the number of
nearest neighbouring particles. Anyhow, as the interactions between colloidal particles
are typically short-ranged (i.e. the range of the interactions is usually smaller than
the particle size), this turns out to be equivalent to maximize the number of contacts.
Hence, spherically-interacting particles in solution result encircled by approximately
twelve neighbours (such number is dictated by geometrical constraints) and, therefore,
the coexisting liquid is a quite dense state.
At sufficiently low temperatures (i.e. for temperature values such that kBT results lower
than the interaction energy strength, where kB indicates the Boltzmann constant) such
dense state shows the typical behaviour of a glass, since all the possible motions of the
colloidal particles are significantly hindered by the crowding.
Fig. 1.1 displays a schematic phase diagram for particles interacting with spherical
symmetric attractive potentials, showing the field of metastability for the liquid phase,
the gas-liquid coexistence region and the glass line.
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1. Limited-valence colloids

Figure 1.1: Schematic phase diagram for particles interacting with isotropic potentials. It
can be seen that the glass line hits the gas-liquid spinodal at large densities. Figure from [25].

The field of metastability is the region of the temperature-density phase diagram where
the equilibrium liquid phase exists for a time sufficiently long to allow for an exper-
imental observation. Even when all the crystallization processes can be ignored (e.g.
owing to the occurrence of a nucleation barrier longer than the time of the experimen-
tal measurement), the field of metastability is still delimited by the glass-line (which
prevents the equilibration of the system on the time scale of the measurement) and
by the liquid-gas spinodal (which prevents the equilibration of the system in eventual
homogeneous structures). As it can be seen, the glass line intersects the gas-liquid
spinodal on the liquid side and the phase separation process covers a large region of the
phase diagram.

1.1.3 Beyond spherical interactions: from superatoms to
supermolecules

In the previous sections we addressed the issue of how colloidal particles can be used
as model systems for atoms, taking into account only spherically-interacting colloids.
Anyhow, nowadays, a whole new generation of colloidal particles characterized by a
large variety of anisotropic interactions is making its appearance. Indeed, an unprece-
dented progress in colloidal synthesis methods is currently providing new strategies to
obtain high yield quantities of nano and micro-particles with different shapes, compo-
sitions and functionalities, thus offering a well-equipped arsenal for the fabrication of
tomorrow ‘supermolecules’ [26, 30].
Innovative classes of colloidal particles with original shapes different from the spherical
one (e.g. ellipsoidal, rod-like, cubic, polyhedral) are being conceived and synthesized
in large quantities [31, 32].
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1.1. Colloidal systems

At the same time, new generations of colloids with physically or chemically patterned
surfaces are making their appearance [33, 34, 35, 36, 37]. The strategy of patterning the
surfaces of colloidal particles with synthetic polymers or biological macromolecules (e.g.
complementary DNA strands or proteins) provides valence to colloids, thus giving rise
to specific anisotropies in the inter-particle interactions. The selectivity and direction-
ality of the built-in interactions are the key elements of these new colloidal particles,
which are generally named patchy colloids [19, 30, 33]. The number of patches (i.e. of
attractive spots on the particle surface) is always limited and rather low, thus providing
a well-defined coordination number of aggregation.
Beside the technological implications, understanding that anisotropic shapes and in-
teractions via patchiness represent novel strategies for directing the self-assembly of
targeted structures has greatly stimulated the research field, thanks to the outstanding
possibility to go beyond spherical interactions and to shift from the colloidal atom to
the colloidal molecule analog, by simply providing valence to colloids.
Such opportunity has rapidly catalyzed the research of new physical, chemical and
biosynthetic methods for the synthesis of novel anisotropic building blocks. Specifi-
cally, as summarized in [35], the developed physical methods include electrified jetting,
microcontact printing, emulsion drying, selective deposition, surface templating and
lithography. Chemical methods include selective crystallization and deposition. Bio-
logically inspired ones include instead the use of plant extracts, fungi and viruses to
synthesize nanoparticles of various shapes.
These innovative synthesis strategies have led to the experimental realization of a broad
collection of particles with specific anisotropy (Fig. 1.2), which in turn gives rise to a
large variety of particles properties due to their anisotropic shapes or patchiness.
Each particle class in Fig. 1.2 represents an eventual building block for innovative self-
assembled materials which could be reasonably inserted into hierarchical structures and
could thus be used in a wide range of applications.
Thanks to the specificity of the built-in interactions, such innovative supermolecules
with rationally designed shapes and attractive spots can be used not only to mimic the
behaviour of molecular systems on larger scales, but, mostly, to investigate novel and
unconventional phase diagrams. In fact, as in the case of spherical colloids where the
richness offered by the possibility of modulating the interaction potential has allowed
to go beyond the simple reconstruction of the atomic counterparts, the new generation
of patchy colloids with different shapes and functionalities incredibly enlarges the range
of possibilities. Indeed gelation [18, 21, 38, 39], gas-liquid phase separation [16, 40] and
crystallization [41, 42] are greatly influenced by patchiness.
For instance, recent investigations on the phase diagrams of patchy particles have sug-
gested that lowering the valence (i.e. the number of patches on the particle surface)
has the singular effect of shifting the gas-liquid phase separation to lower temperatures
and, more importantly, to lower densities [16].
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1. Limited-valence colloids

Figure 1.2: Examples of recently synthesized anisotropic building blocks. Particles are clas-
sified in rows by anisotropy type and increase in size from left to right. Figure from [35].

1.1.4 Colloidal gelation

Colloidal gels are arrested states of matter at low density or packing fraction (defined
as � = ⇡⇢�3/6, where � is the diameter of the particles), i.e. arrested states in which
a negligible fraction of the total volume is occupied by colloidal particles.
Similar to glasses, gels are metastable states out of equilibrium, that may interfere
with the underlying stable phases. Since all the thermodynamic functions appear to be
continuous upon crossing the arrest boundary, gelation cannot be considered a thermo-
dynamic transition. It is rather a kinetic phenomenon as the system gradually slows
down, not relaxing to equilibrium any longer.
Time scales are thus fundamental for determining whether a system is arrested or not.
Specifically, in colloidal dispersions, one can operatively consider the relaxation time
of the system, which can easily measured by Dynamic Light Scattering: if it is of the
order of around 100 s it is possible to state that the system has arrested.
Like glasses, gels are disordered solids: indeed, they do not flow, their structural proper-
ties do not exhibit a long-range order and their large time scales are typically associated
to the absence of long-time diffusion (even though in gels some motions are still allowed
on short length scales).
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1.1. Colloidal systems

Anyhow, unlike glasses, gels are dilute and always driven by attractive interactions.
Indeed, because of their peculiar low density, the only possible mechanism to sustain
stresses is for these systems to form stable networks of bonded particles: percolation
is thus strictly necessary to obtain gels. Anyhow, percolation cannot be considered a
sufficient condition since it has to be merged with dynamic information: the network
of particles must persist on the time scale of the measurement.
For this reason, a fundamental concept in gelation is represented by the lifetime of
the bonds between particles. According to it, it is possible to distinguish between two
mechanisms of gelation: i.e. chemical or physical, the former caused by the formation
of irreversible bonds between particles (i.e. bonds of infinite lifetime) whereas the latter
depending on bonds originating from physical interactions of the order of kBT (i.e. that
reversibly break and form several times during the course of an experiment).
Hence, for chemical gelation, percolation corresponds to gelation, since as the network
of bonds forms, it is, by definition, permanent. Therefore, in this case, where bond
formation and bond duration are coupled, the percolation concept is strictly connected
to the dynamics of the system and percolation theory represents the correct theoretical
framework for fully describing the gel transition. In contrast, for physical gels, which are
the ones usually formed by colloidal particles, the situation is much more complicated.
Indeed, in this case, bondings are transient and clusters of bonded particles dissolve
and form continuously. Therefore, percolation theory is only useful to depict the static
connectivity properties of colloidal gels.
In the following, we will address the subtle interplay between physical gelation and
phase separation as well as equilibrium routes to gelation following Zaccarelli’s work on
colloidal gels [18], to which we refer for further insights.

Physical gelation and phase separation

As mentioned above, percolation in physical gels does not coincide with gelation owing
to the finite lifetime of the bonds among particles. In general, bonds having long
lifetime require large attraction strengths. Anyhow, in all the systems characterized
by an hard-core interaction integrated with a spherically symmetric attraction, large
attraction strengths, further to increase the bond lifetime, lead to the onset of a gas-
liquid like (colloid rich–colloid poor in colloidal systems) phase separation.
Using the Hill’s work on liquid condensation, it is possible to rationalize the propensity
of a system to phase separate [43]. Indeed, according to it, the free energy FN of a cluster
of N particles can be written as a sum of a bulk and a surface term, proportional to
N and to N2/3 respectively. Thus, it can be seen that FN/N = fbulk + �N�1/3, where
g is proportional to the surface tension and fbulk is the free energy per particle in bulk
conditions. Hence, we can distinguish two cases:

• If g > 0, then FN/N is minimized for N → 1 and hence a condensed liquid phase
is expected.

• If � < 0 a bulk liquid–gas like phase separation will be disfavoured.
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Figure 1.3: Scheme of the arrested phase separation scenario: a quench into the two-phase
region may lead to an arrest of the denser phase. Figure from [18].

Interestingly, at sufficiently low temperatures, where entropic terms can be neglected,
the surface tension is proportional to the energy gain of surface particles over bulk
particles g / (esurface−ebulk), where e represents the energy of a particle in a cluster.
On the basis of these considerations, it is possible to make a fundamental distinction
between two different kind of arrest by distinguishing whether the system undergoes
gelation with or without the occurrence of phase separation.
If the phase separation boundary is crossed before that the arrest process occurs, the
system undergoes liquid condensation. Specifically, the coarsening process promotes
the formation of dense areas, which might arrest due to the crossing of the glass bound-
ary. Such scenario is known as arrested phase separation [44] and it represents a non-
equilibrium route to gelation, since it happens through an irreversible mechanism, i.e.
spinodal decomposition. As it can be seen (Fig. 1.3), by performing a quench inside
the spinodal in the temperature range T sp

g < T < TC (where T sp
g represents the inter-

section between the spinodal and the extrapolated glass line) the system undergoes a
gas-liquid like phase separation; if the quench is deeper (T < T sp

g ), the system starts
to undergo liquid condensation. However, with the progress of the coarsening process,
locally dense areas could meet the nearby glass transition boundary, thus arresting.

Equilibrium approaches to gelation

If phase separation does not intervene (i.e. when the condition � < 0 in Hill’s formalism
is fulfilled), the system is able to form a stable particle network through a reversible
series of equilibrium states. This particular route to gelation is an equilibrium one,
since, in this case, the gel state may be approached continuously from a single ergodic
phase, by simply allowing an equilibration time for the system to readjust its structure.
As previously mentioned, it is possible to adopt an operative definition of gelation
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1.1. Colloidal systems

Figure 1.4: Scheme of the stabilization of of an equilibrium cluster phase and gel, through
the inhibition of the phase separation region by an enhanced bond lifetime, when additional
long-range repulsions are considered. At low T , equilibrium clusters are formed due to the
microphase separation. At low T and larger �, gelation results as percolation of the long-lived
clusters. Figure from [18].

transition by considering the relaxation time of the system. According to it, a gel can
only be achieved when the lifetime of the percolating network is larger than 100 s (i.e.
the non ergodic behaviour persists for an observation time of 100 s). Rigorously, a true
ideal gel transition should only take place when the lifetime of the network becomes
infinite. Nevertheless, in the following, we will refer to equilibrium gel states as those
reached continuously from the ergodic phase and exhibiting a very long, although not
infinite, lifetime, maintaining the ideal gel concept only to those extrapolated states
where the lifetime of the network becomes infinite.
In general, for equilibrium gelation, it is possible to discriminate between two diverse
topological phase diagrams.
In the first case, the phase separation is moved towards higher attraction strengths [45]
and it can be substituted by micro-phase separation. Such a scenario can be realized
by effectively increasing the lifetime of the bonds, e.g. by inserting specific stabilizing
barriers in the potential with [46] or without [47] a clear microscopic interpretation.
Such a modification of the potential opens a window of stability for the equilibrium gel
by pushing the phase separation at larger attraction strengths. Specifically, in the low
density micro-phase separating region, equilibrium clusters can be found which merge
into a percolating network at larger densities. A schematization of such scenario is
shown in Fig. 1.4, where the t = 102 s-line indicates the slow dynamics, connecting the
gel and the attractive glass line at higher densities.
In the second case, instead, equilibrium gelation is achieved when a mechanism for
moving the phase separation not only to lower temperatures, but most interestingly to
lower density values, is available. This can be easily realized by inducing directional
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1. Limited-valence colloids

Figure 1.5: Scheme of the shift to lower packing fractions of the coexistence region with
the clear insurgence of an equilibrium gel phase, as well as of the ideal gel phase at T = 0.
The question mark refers to the unknown details of the crossover from gel-to-glass dynamics.
Figure from [18].

interactions between colloidal particles, preferably of low coordination. Indeed, low-
ering the average coordination number (i.e. the valence of the particles) is a crucial
condition to shift the critical point to lower packing fractions. In this case, � ! 0 in the
Hill’s formalism since at low temperatures the energy of a particle is the same in the
interior and on the surface of each cluster and the driving force for compact aggregation
decreases (promoting saturated network structures). Hence, a different topology of the
phase diagram is found (Fig. 1.5). As it can be seen, indeed, a wide region of stability
of an equilibrium network, to become a gel at sufficiently low temperatures, opens up
at low/intermediate densities. Through a careful equilibration procedure down to very
low temperature, almost-ideal gel states may become accessible.

Bond lifetime as a tunable parameter

Starting from the existing literature on chemical gelation, several models were gradually
developed to describe physical gelation.
The first work in which the idea of finite bond lifetimes was addressed is due to Liu and
Pandey [48], who investigated, on a simple cubic lattice, the dynamics of aggregation
of functionalized sites in two well-different conditions: irreversible and reversible ag-
gregation (reversibility was taken into account by a finite bond breaking probability).
Their results indicated a shift of the gel transition as a function of the bond breaking
probability, associated with different scaling features and exponents.
Later on, a lattice model was introduced by Del Gado et al. [49, 50] with the specific
aim of finding a relation between chemical and colloidal gelation as a function of a
tunable bond lifetime. Specifically, they used tetrafunctional monomers with a fraction
of randomly quenched bonds to reproduce the irradiation process of a polymer solution
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1.1. Colloidal systems

that induces chemical bonds. In their model, bonds form with a specific probability and
are permanent in the case of chemical gelation, while they can be broken with a finite
probability in physical gelation. By defining tB as the lifetime of the bonds, it results
that bonds break with a frequency 1/tB so that a fixed number of bonds must always be
present, thus allowing for the systematic comparison between the dynamics in the case
of permanent and transient bonds. Interestingly, they found a power-law decay of the
density correlation functions close to percolation for irreversible bonds (in agreement
with experiments on chemical gels). On the contrary, by considering instead a finite
bond lifetime, they discovered a crossover to a standard glassy dynamics, exhibiting a
typical two-step decay.
A revisitation of such study, in terms of an off-lattice model, was later presented by
Saika-Voivod et al [51]. Specifically, this last approach simply consisted of a variation
of a square-well model with the addition of an infinitesimally thin barrier of arbitrary
height uh. To reproduce irreversible bond formation, this model was firstly analyzed in
the case of infinitely high barrier [52, 53].
Advantageously, since the infinitesimally barrier has a zero measure in phase space, the
thermodynamic and static properties of the system are effectively the same, either in
the presence or in the absence of the barrier. Nevertheless, the dynamics of the system
is highly affected by the height of the barrier.
This was demonstrated by studying the wavevector dependence of the density correla-
tion functions Fq(t) via Molecular Dynamics (MD) simulations. Indeed, the results of
such investigation suggested that, in the case of infinite barrier height, the percolation
transition implies a breaking of ergodicity for the system only at q ! 0, thus confirm-
ing that gelation in attractive systems corresponds to the development of a network of
infinite connectivity. Beyond the percolation threshold, as the cluster size increases as
(p−pc)b, the non-ergodic behaviour is extended even to larger q, until all the particles of
the system become part of the same infinite cluster and the system becomes definitely
non-ergodic. Fig. 1.6 shows the behaviour of non-ergodic properties as the packing
fraction of the system increases in the case of infinite barrier height. For packing frac-
tion lower than the percolating one, all the density correlation functions at various
wavevectors decay to zero, while for higher packing fraction the insurgence of a plateau
can be clearly observed. The height of this plateau, i.e. the non-ergodicity factor fq,
results, at fixed packing fraction, strongly dependent on q. Moreover, by varying the
packing fraction above the percolation threshold, one finds that large q-values result
ergodic while small ones are not. Starting from the smallest q-value, which becomes
non-ergodic slightly above the percolation threshold, the system further becomes non-
ergodic at progressively larger q-values as � increases. Left panel of Fig. 1.7 shows the
�-dependence of Fq(t) at a fixed wavevector. As it can be seen, a non-ergodic behaviour
is evident only well beyond the percolation threshold (�p= 0.23). Even the trend of fq
(right panel) with increasing � signals the crossover from a low-q signal, revealing the
non-ergodic behaviour of the network, to a non-ergodic behaviour at all investigated q.
Interestingly, the a-relaxation time (i.e. the final relaxation to zero of the correlation
function) at infinite barrier height diverges for each wavevector at a different packing
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1. Limited-valence colloids

Figure 1.6: q-dependence of Fq(t) for chemical gelation at two fixed values of �: just below
percolation (left) and well within percolation (right). �p= 0.23 for this model. Data from [51].
Figure from [18].

fraction, coinciding with the percolation one only at the lowest studied q-values. Upon
increasing q, the divergence occurs when first the Fq(t) shows a finite plateau. There-
fore, non-ergodicity is completely dictated by percolation in the case of irreversible
bonds. As the bond lifetime is reduced, the system initially follows the percolation
regime, as long as tB is longer than a-relaxation time, and subsequently it crosses over
to a glassy dynamics consistently with the model of Del Gado et al [49].
An important result of this work is that, rescaling the time by considering the differ-
ent lifetimes of the bonds, all the observed curves superimpose onto a master curve.
Such behaviour clearly suggests that tB affects only the microscopic timescale: there-
fore, if enough time is waited to allow bond-breaking processes to occur, the long-time
behaviour becomes independent of the microscopic dynamics.

Figure 1.7: �-dependence of Fq(t) at the nearest-neighbour peak (left) and of the non-
ergodicity parameter fq (right) for chemical gelation. Data from [51]. Figure from [18].

26



1.2. Reduced-Valence Colloids

1.2 Reduced-Valence Colloids

As anticipated in the previous section, an innovative category of patchy particles is
that of colloids which, owing to the selectivity of the built-in interaction, have a well-
defined and fixed valence [30, 33, 54], defined as the maximum number of bonded
nearest neighbours. The study of simple models of reduced-valence colloids has recently
been the subject of numerous investigations [16, 55, 56, 57], focalizing on both the
thermodynamic and dynamic collective behaviour of such systems, as well as their
out-of-equilibrium dynamics. In this context, innovative scenarios like the so-called
empty liquids and the already mentioned equilibrium gels (which represent the analogy
between colloidal gels and network forming liquids) have been suggested and developed.
An experimental realization of limited-valence particles is reported in Fig. 1.8.

Figure 1.8: Top: Experimental realization of patchy particles from bidisperse colloids in water
droplets. Bottom: Schematic representation of the location of the square-well interaction sites
(centers of the small spheres) on the surface of the hardcore particle. Adapted from [18].

1.2.1 Phase Diagram
In Sec. 1.1.2 we have described the phase behaviour of colloidal particles in the pres-
ence of isotropic attraction, i.e. when each particle in solution can form bonds with any
neighbouring particle within the attractive well, independently of the relative orienta-
tions. Specifically, we have showed that, upon lowering the temperature, the system
tends to become as dense as possible, thus minimizing its potential energy and creating
two separate phases having different densities.
In what follows, instead, we address the situation in which there is a directional attrac-
tion between colloidal particles, which can be realized by decorating only small portions
of the particle surface with attractive patches (i.e. we now focus on the phase behaviour
of limited-valence particles).
Indeed, in the last few years, there has been the outstanding scientific finding [16] that
if the number of bonds that each particle can form is limited, then the propensity of the
colloidal particles to phase separate is strongly suppressed. In particular, it has been
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1. Limited-valence colloids

Figure 1.9: Schematic phase diagram for particles interacting with limited-valence potentials.
In this case, the shrinking of the gas-liquid coexistence region opens up a window in which an
extensively bonded network can form. Figure from [25].

shown that the reduction of the valence f provides an effective mechanism to shrink
the gas-liquid coexistence region, thus opening a large window of intermediate densities
in which there is no driving force for phase separation, as schematically shown in Fig.
1.9
Such scenario has been demonstrated theoretically (via application of the Wertheim
thermodynamic perturbation theory [58, 59]) and via numerical simulations on simple
patchy models. Specifically, it has been showed that the width of the liquid-gas coexis-
tence region progressively reduces on decreasing the valence[16], gradually disappearing
as the average functionality of the particles approaches two (Fig. 1.10). For small va-
lence, Wertheim theory is helpful in offering a precise parameter-free depiction of the
system in a broad window of densities and temperatures. This observed shrinking of
the gas-liquid coexistence region plays a fundamental role on the phase behaviour of
such systems since it provides the unprecedented opportunity to reach low temperatures
without encountering phase separation (at densities in which packing is not an effective
arrest mechanism). Such region of low temperatures (i.e. of long-lived bonds) and of low
densities (i.e. where packing is not relevant) cannot be reached in spherical symmetric
attractive potentials (Sec. 1.1.2) being usually pre-empted by phase-separation. On
the contrary, in the reduced-valence case, even at low-intermediate packing fractions,
most of the particles are fully bonded at low temperatures and there is no energetic
gain in further increasing the density. Hence, on progressively decreasing the valence,
also the critical density decreases. At coexistence, in the liquid side, the number of
bonded neighbours is comparable to the valence and thus minor than in the isotropic
case [60]. Therefore, the density of the liquid is lower than the one found for the case
of spherically-interacting particles.
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1.2. Reduced-Valence Colloids

Figure 1.10: Shift of phase coexistence region with the valence f of the particles. For spherical
attraction f = 12 from geometrical constraints; when f < 6 a systematic shift of both critical
point and coexistence region can be observed. Adapted from [16].

As shown in Fig. 1.10, the shrinking of the region of instability hinges on the average
valence per particle. In the limit of average valence approaching two (e.g. for a binary
mixture of patchy particles having two and three attractive patches, in the limit of van-
ishing concentration of particles with valence three) the coexistence region approaches
zero. Therefore, in this limit, a stable homogeneous empty-liquid phase of vanishing
density can be reached, in which the system is structurally constituted by long chains
of bi-functional particles cross-linked by three-functional ones [25].

1.2.2 Equilibrium Gels
The thermodynamic features that we have discussed in the previous section have sin-
gular consequences on dynamics of limited-valence systems. Indeed, as described, the
empty liquid region provides the possibility of quenching the system to very low tem-
peratures without encountering phase separation. Under these conditions, it becomes
possible to approach the equilibrium gel states discussed in Sec. 1.1.4.
Indeed, empty liquids at low temperatures are composed by stable networks of particles
which attempt to satisfy all the possible bonds. As a consequence, at a temperature
which is rather low but finite, the system is very close to its energetic ground state
(i.e. the state in which the maximum number of bonds that each particle can form is
fulfilled) and, thus, upon further decreasing the temperature, the structure of system
does not change anymore [55]. In this situation, the lifetime of the network is extremely
long and regulated by an Arrhenius dependence on temperature, i.e. e(EA/kBT ), where
EA represents an activation energy. The finite energy of the interaction guarantees that
the structure of the network is not permanently frozen (as in chemical gelation) but it
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can instead restructure itself, on a time scale fixed by the bond lifetime, which can be
tuned at will externally.
Therefore, from this discussion clearly emerges that reduced valence is an indispens-
able condition for creating arrested states at low temperatures which are not driven
by packing, as in the case of glassy systems, but by the development of a percolating
network of bonded particles which occupies only a small fraction of the sample vol-
ume. Indeed, given the low density of the system, crowding cannot be responsible any
longer for the slowing down of the dynamics upon cooling: therefore, dynamic arrest
in reduced-valence systems is not due to packing but by the formation of an extensive
network of particles which provides elasticity to the system.

1.2.3 A first experimental evidence

Despite this extensive theoretical and simulative work, the absence of a methodology
for realizing bulk quantities of particles with reversible interactions and with controlled
valence has till now prevented the experimental investigation of the systematic depen-
dence of the coexistence region on the valence.
Anyhow, a first indirect support to the theoretical predictions about the phase diagram
topology of limited-valence particles has recently been provided by a synthetic colloidal
clay: laponite.
Laponite consists of a suspension of disks with an heterogeneous charge distribution,
which behaves effectively as a system with a limited (although unknown) valence.
On this system, Ruzcicka et al. [17] have experimentally discovered a low-density phase
separation, terminating at a finite but rather low clay concentration (significantly below
close-packing). Such phase separation can be clearly observed in Fig. 1.11, which shows
several photographs of Laponite samples in the concentration range 0.1 < CW < 1.2%
for very long waiting times (v30000 h).

Figure 1.11: Photographs of Laponite samples in the concentration range 0.1 < CW < 1.2%
at very long waiting times (v 30000 h). Figure from [17].
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Figure 1.12: Evolution of the SAXS measured structure factor with waiting time for Cw =
0.8% (located inside the phase separation region) and for Cw = 1.2% (located outside the
phase separation region). The curve are measured at increasing waiting time: from the bottom
to the top tw = 500, 900, 1600, 2700, 3400, 4700, 6000, 8700, 11000 h). Figure from [17].

As it can be seen, all samples with Cw < 1.0% display two coexisting phases, separated
by an interface whose height progressively increases with the clay concentration.
Above this phase transition, they found a stable gel: SAXS measurements of its struc-
ture confirmed that the system was in a stationary state consistent with equilibrium
gels (Fig. 1.12).
Specifically, they investigated the behaviour of the static structure factor after a quench
(used to reproduce the irreversible aging process occurring in laponite dispersions) both
outside and inside the phase boundary, finding a totally different behaviour for the two
samples at sufficiently long waiting times. Indeed, while the intensity scattered at small
scattering angles increases continuously inside the phase separation region, it saturates
to a constant value in the empty liquid one.
Such behaviour clearly suggests that the lifetimes of the bonds between particles in the
system are so large that the empty liquid is arrested, thus forming an equilibrium gel.
Indeed, as expected by the predictions, once the system has reached its final equilibrium
configuration, where all possible bonds are fulfilled, its structure (and, hence, in turn
the scattering intensity) does not change anymore.
To strengthen such results, they also performed computer simulations for a simply
model of patchy disks with low valence, finding agreement with the experiments.
The phase diagram numerically obtained is reported in Fig. 1.13.
As it can be seen, it clearly indicates the phase coexistence region, the empty liquid
and the equilibrium gel regions. The topology of this phase diagram is thus consistent
with the one predicted for limited-valence colloids, thus providing the first experimental
confirmation of the empty liquid scenario.
Anyhow, in spite of this important result, a conclusive evidence, proving the dependence
of the critical parameters on the particle valence is still lacking.
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1. Limited-valence colloids

Figure 1.13: Phase diagram in the ⇢⇤ � T ⇤ plane, where ⇢⇤ is the number density scaled by
the close-packing density and T ⇤ is the thermal energy scaled by the bond strength. Figure
from [17].
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Chapter 2

DNA nanoconstructs

“At lunch Francis winged into the Eagle

to tell everyone within hearing distance

that we had found the secret of life”.

James Dewey Watson

As a genetic material, DNA plays a key role in biology as the carrier of genetic infor-
mation in all life forms, storing and encoding hereditary instructions.
For the last fifty year, DNA has been mainly competency of biologists or biologically ori-
ented researchers who have deeply investigated its biological functions and its molecular
configuration.
However, recently, scientists from different research fields, ranging from physics to ma-
terials engineering, have started to look at DNA from a completely different perspective,
embracing the idea of exploiting its outstanding peculiarities for innovative non biolog-
ical purposes.
Indeed, from material science and engineering standpoints, DNA’s physical and chem-
ical properties render it extremely useful for constructing new materials with tailored
properties. In particular, its nanometric size, double-helical conformation and capa-
bility of hybridizing in a specific and thermo-reversible fashion make it appealing for
designing nanoscale constructs with specific shapes and functionalities [2, 4].
Therefore, in the present chapter, we will spoil the DNA molecule from its biological
gene-encoding function, focussing on its material aspects.
To this aim, in the first section, we introduce the fundamental physicochemical prop-
erties of DNA, emphasizing the aspects which allow and guide its self-assembling capa-
bilities.
The following sections present instead the main developments in DNA-based engineer-
ing, focussing on its most recent applications to nanotechnology.
Specifically, after discussing the design parameters that can be exploited for engineering
DNA materials, we present the main DNA topologies (i.e. linear, branched, dendritic
and networked ones) which allow for the experimental realization of complex structures
in one, two and three dimensions.
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2.1 Basic Principles of DNA self-assembly

Self-assembly is the spontaneous formation - through free energy minimization - of
reversible aggregates from basic building blocks. Currently, it represents one of the
most promising routes for the realization of novel materials, as the possibility of tuning
the shape, the valence, the flexibility and the mutual interactions of the individual
building blocks provides the remarkable chance of finely control the physical properties
of the designed materials.
In this field, biological interactions, characterized by specificity, directionality, reversibil-
ity and tunability, offer new ways for realizing particles with peculiar properties.
Among the most promising candidates, DNA occupies an emergent role thanks to its
unique chemical/physical properties and to its incomparable molecular recognition ca-
pability which can guide the bottom-up assembly of complex materials with nanoscale
precision.
In the following, we thus introduce the DNA molecule, emphasizing the main features
that render it propitious as an innovative engineering material.

2.1.1 DNA structure
Deoxyribonucleic acid (DNA), the molecule of life, is a polymer consisting of monomers
named nucleotides. Each nucleotide has three major components: a sugar deoxyribose
(i.e. a five-carbon sugar molecule), a nitrogen base (nucleobase) and a phosphate group.
There are four types of nucleotides in DNA, each one associated to a specific nucleobase:
adenine (A), guanine (G), cytosine (C) and thymine (T). From a chemical perspective,
adenine and guanine are purines (i.e. two-carbon nitrogen ring bases), while thymine
and cytosine are pyrimidines (i.e. one-carbon nitrogen ring bases).
Each polynucleotide is characterized by a specific sequence of the nucleobases, conven-
tionally written in the direction from the 5’-end (i.e. the end of the DNA strand that
has the fifth carbon in the sugar-ring of the deoxyribose at its terminus) to the 3’-end
(i.e. the end of the DNA strand which terminates at the hydroxyl group of the third
carbon in the sugar-ring) of the sugar phosphate backbone.
A unique feature of the DNA polymer is that it can be either single-stranded DNA
(ss-DNA) or double-stranded DNA (ds-DNA).
To form ds-DNA, two complementary strands of ss-DNA hybridize into a double helix
structure in anti-parallel directions (one strand from 5’ to 3’ and the other from 3’
to 5’) [1]. The chirality conformation of the sugar moiety is responsible for the right-
handedness of the helix. In its most common conformation, known as B-form (Fig.
2.1), the bases remain on average perpendicular to the axis of the helix.
Physically, in such configuration, one helical turn of ds-DNA consists of 10 base pairs
(bp) with a length of around 3.4 nm and a diameter of approximately 2 nm.
Chemically, it is extremely stable, highly charged (bearing two elementary negative
charges per base pair due to its phosphate groups) and thus easily water soluble.
The specific sequence of nitrogen bases is responsible for the DNA capability of carrying
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Figure 2.1: Schematic representation of the B-form of the DNA double helix. The figure
shows the main forces which are responsible for the stability of the helix, i.e. base pairing and
base pairing. Figure from [5].

the genetic information: to this aim it is, thus, fundamental that the nucleotides might
form covalent bond chains (different nucleotides in a DNA chain are indeed bonded by
phosphodiester bonds, i.e. specific covalent bonds between the 3’ carbon atom of one
sugar molecule and the 5’ carbon atom of the neighbouring one).
Conversely, various non-covalent interactions, such as hydrogen bondings, hydrophobic
interactions and electrostatic forces drive the assembly of ds-DNA.
Such weak interactions are indeed fundamental to enable the unzipping of the double
helix, which represents the initial necessary step in DNA self-replication.
As we will see in the next section, two main forces are responsible for the stability
double helix: hydrogen bonds between complementary nucleotides (base-pairing forces)
and base-stacking interactions among adjacent aromatic nucleobases.
These forces govern the selectivity of the hybridization: indeed, as we will show, the
energy of binding hinges on the degree of complementarity of the sequences along the
polymers.
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2.1.2 Helix stability
As mentioned, the stability of the DNA double helix depends on a fine balance of
various interactions including hydrogen bonds between opposite bases and base-stacking
interactions between adjacent bases. Therefore, slight variations in the DNA sequence
may have deep implications on the stability of the helix.
For instance, mutations in the base sequence that result from errors that occur during
DNA replication may result in mismatches that lead to relatively unstable duplexes.
To gain a close insight into DNA duplex stability, and how it is affected by changes in
the base sequence, scientists have studied the structure and thermodynamic stability of
a variety of DNA duplexes by using a combination of physical methods including X-ray
crystallography, ultraviolet (UV) melting and NMR.
In the next paragraphs, following the lines set by Ref. [5], to which we refer for further
insights, we present an overview on the stability of the double helix, firstly addressing
the study of the main forces (i.e. base pairing and base stacking) which guide the
hybridization process and, subsequently, providing a thermodynamic description of it.

Base pairing and base stacking forces

In ds-DNA each type of nucleobase on one strand bonds just one type of nucleobase
on the other strand, following a mechanism named complementary base pairing. Base
pairing arises from the formation of hydrogen bondings between pairs of nucleotides.
The strength of such interaction is maximum when the nucleobases match according to
the Watson–Crick (WC) rule of complementary couples (Fig. 2.2), i.e. A-T (with the
formation of 2 hydrogen bonds) and C-G (with the formation of 3 hydrogen bonds).
According to it, DNA strands with high GC-content are more stable than DNA strands
with low GC-content.
As hydrogen bonds are not covalent bonds, they can be broken and rejoined relatively
easily: the two strands of DNA involved in a double helix can thus be pulled apart
like a zipper, either by mechanical forces or high temperatures, in a process called
denaturation. Such reversible and specific interaction between complementary base
pairs is crucial for all the functions of DNA in living organisms.

Figure 2.2: Schematic representation of the Watson-Crick pairing between nucleobases.
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Clearly, the free energy associated with the formation of the double helix depends on
the length of the nucleic acid chain and on the quality of the WC matching, decreasing
for pairs of strands with low complementarity. Hence, base-pairing forces act to provide
the necessary specificity of DNA bonds.
On the contrary, base stacking interactions are much less selective than pairing ones.
Indeed, probably due to the hydrophobic nature of the nucleobases, stacking forces
operate to pull the aromatic hydrocarbon rings of the nitrogen bases into mutual contact
and, thus, their strength mainly depends on the overlap between the aromatic rings.
Despite being non-selective as paring ones, base-stacking represents the principal source
of stability of ds-DNA.
Moreover, it is worth to note that, when combined with the geometrical constraints of
the sugar-phosphate backbone, stacking forces have also a structural effect, causing a
twist of each base pair of approximately 36° with respect to the neighbouring ones.
Hence, the double-helix structure of ds-DNA is the result of the synergetic action of base
pairing and base stacking forces: thermodynamic studies of DNA are thus focussed on
determining the combined value of stacking and pairing in the overall Gibbs free energy.

Nearest Neighbours Model

From a thermodynamic point of view, the hybridization of ds-DNA involves changes in
entropy (S) and enthalpy (H) and it can be thus described by considering the overall
variation in the Gibbs free energy G:

4G = 4H � T4S = GD �GU (2.1)

where GD and GU refer to the free energy associated to duplexes and unbound strands,
respectively.
Depending on the affinity between nucleobases and on the contribution from stacking
forces, the formation of the helix results strongly sequence-dependent: hence, evalua-
tions of �G must take into account the specific sequences of nucleotides involved in the
process.
The simplest general way to consider them is to assume that all the effects are dominated
by nearest-neighbours interactions, i.e. adopting the so called “Nearest Neighbours
Model” (NN) [61, 62].
Clearly, considering only WC pairing, we can have ten of such nearest-neighbours in-
teractions in antiparallel DNA strands, given by:

A-A A-T T-A A-G G-A A-C C-A G-C C-G G-G
: : : : : : : : : : : : : : : : : : : :
T-T T-A A-T T-C C-T T-G G-T C-G G-C C-C

Indeed, since pairing and stacking act together, the minimum entity which takes into
account both contributions is a quadruplet formed by two consecutive nucleotides on
one strand and the corresponding nucleotides on the other strand.
For the ten possible quadruplets, the hybridization free energies 4GQ are tabulated
together with the corresponding contributions in terms of enthalpy 4HQ and entropy
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Figure 2.3: Schematic representation of the NN approach to the calculation of free energy of
hybridization of a DNA sequence.

4HQ. On this basis, the variation of free energy involved in the formation of a double
helix can be simply estimated by using:

4G =
X

4GQ +4GIN (2.2)

where the summation is on all the quadruplets of the considered sequence (for an
example refer to Fig. 2.3) and 4GIN is an initiation free energy which represents
the energetic cost involved in constraining the two strands in the conformational space
available to them when they are bonded [63].
The scenario which arises by performing an accurate thermodynamic analysis by using
the NN model is that stacking forces always promotes the formation of the helix, while
base-pairing interactions only act to reinforce the correct WC pairing, by providing a
free energy penalty for invalid pairings.

2.1.3 Melting temperature
As explained in the previous section, the stability of ds-DNA crucially depends on weak
interactions between nucleobases which are responsible for the singular temperature
behaviour of DNA double helices. Indeed, as the temperature increases, the weak non-
covalent bonds between nucleobases break and the helices become gradually unstable
and denatured.
Operatively, it is possible to identify a specific temperature value that characterize such
behaviour by defining the melting temperature Tm of the system as the temperature
where, for half of the double helices, the two strands have unbound and split (i.e., where
�G = 0).
The term is appropriate because the sharpness of the transition approaches that of a
true phase transition. Indeed, for synthetic DNA, with a regularly alternating sequence
of bases, the fraction of double helices can decrease from 0.75 to 0.25 in 1°C or less.
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Figure 2.4: Thermal denaturation transition of a DNA helix: UV absorbance increases with
temperature in a sigmoidal shape, following the unstacking of the bases.

Such transition can be monitored by optical or calorimetric methods. An example is
reported in Fig. 2.4, where the UV absorbance of DNA is plotted as a function of the
temperature.
As it can be seen, the UV absorbance increases with temperature, following a sigmoidal
shape: Tm is thus determined as the middle point of double helix to single strand
transition (corresponding to a fraction of single strands equal to 0.5). The observed
melting curve is completely reversible and it is a sensitive function of environmental
conditions such as ionic strength, pH and solvent characteristics.

Ionic strength dependence

As previously mentioned, DNA bears two elementary negative charges per base pair
due to its phosphate groups in a wide range of pH values. As a consequence, ds-DNA
has a linear charge density of approximately �6e�/nm, which can be highly affected
by the screening of counterions in electrolyte solutions [5].
Indeed, the ionic-strength of the media can significantly alter the binding-unbinding
equilibrium of the DNA strands, by modifying their bonding free energy. In fact, DNA
strands are charged polymers and, if the terminal binding sequence would be missing,
would repeal each other. Such repulsive interaction is progressively screened by the
addition of salt, resulting in a more favorable binding condition.
Such behaviour is evident from the strong dependence of the melting temperature on
the ionic strength of the medium [62, 64]: e.g., for a 12mer, the melting temperature
of the strand increases by approximately 30°C upon varying the sodium concentration
from 0.05 M to 1 mM.
Interestingly, recent measurements [63] have reported that both 4H and 4S increase
upon increasing the ionic strength of the medium.
Moreover, Yakovchuk et al. [65] have investigated how the components of the quadru-
plet free energy, i.e. base pairing and base stacking, are affected by the salt. Unex-
pectedly, they found an unforeseen dependence of the stacking parameters on the salt
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concentration. Indeed, contrary to their original assumption that the base pairing term
was fully responsible for the ionic strength dependence of DNA melting stability, their
results clearly showed that, while base-stacking is influenced by the ionic strength of
the medium, base-pairing is not. Anyhow, since numerous concomitant factors govern
base-stacking interactions, it is not clear which one is mainly responsible for the evident
influence of the salt concentration on DNA hybridization [65].
For practical standpoints, the ionic strength dependence can be taken into account
in the evaluation of 4G and Tm using empirical equations that present a logarithmic
dependence on salt concentration which fairly reproduces the experimental data [62, 64].

2.2 Structural DNA-nanotechnology

In the previous section we have introduced the Watson-Crick pairing of adenine with
thymine and guanine with cytosine, showing how it appears to be the favored type of
interaction among nucleobases when the sequences permit it.
As mentioned, biology relies on the selectivity of such interaction for the expression of
genetic information. Nevertheless, biology is no longer the only field of science where
DNA plays a significant role. Indeed, nowadays, it has become possible to exploit the
DNA complementarity to gain control over the structure of matter, in order to build
innovative nanomaterials with tailored features.
Such a possibility is offered by the typical dimensions of the DNA molecule which,
as previously seen, are inherently on the nanoscale. Consequently, the specific branch
of science which focuses on DNA as a nanoscale building block of nanotechnological
relevance is commonly named ‘structural DNA-nanotechnology’ and its final goal is the
finest possible level of control over the spatial and temporal structure of matter.
According to the inventor of the field, N. Seeman, structural DNA nanotechnology rests
on three pillars [66]:

• Convenient synthesis of designed sequences;

• Hybridization;

• Stably branched DNA.

In what follows we will see how the interplay of these three elements can be exploit to
design and realize a large variety of all-DNA superstructures, ranging from crystals to
hydrogels.

2.2.1 Structure design
Building with DNA involves the rational design of specific sequences that will assemble
into the desired conformation.
Inspired by Seeman’s work, experts in the field have developed eight empirical rules for
properly designing stable branched DNA nanostructures which can be followed more or
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less strictly depending on the specific needs [67]. Such rules (involving detailed instruc-
tions on sequence length, GC content, Gibbs free energy, etc.) are briefly summarized
in the following:

1. Sequence Length:

The sequence should be designed long enough to form a stable DNA structure. To
this aim, a minimum of 8 nucleotides is required to give stability to the structure.

2. GC content:

GC-content represents the percentage of nitrogenous bases on a DNA molecule
that are either guanines or cytosines. Since the GC pairs are bound by three
hydrogen bonds, while AT pairs are bound by only two hydrogen bonds, DNA
with high GC-content is more stable than DNA with low GC-content. In general,
sequences are routinely chosen so to have a GC content of around 50%.

3. Non-Watson–Crick base pairing:

Sequences containing many consecutive guanines should be avoided since G-rich
sequences may lead to the formation of four-stranded helical structures with G
bases stacked on one another.

4. Gibbs free energy:

Low or intermediate free energies are desired for designing DNA sequences that
can form stable DNA duplexes. Currently, several DNA synthesis companies pro-
vide online websites for calculating the Gibbs free energy associated to a specific
sequence. These online services are useful for eliminating non-desirable sequences.

5. Secondary structure:

In general, sequences should be designed to achieve the least amount of secondary
structure.

6. Helix geometry:

It is important to take into account the helix geometry. Half-turns of the helix are
the quantum of the design (5*n bp, where n = 0, 1, 2 ..., are between junctions).

7. Symmetry:

To obtain stable self-assembling structures, the sequence symmetry of each arm
should be avoided. For instance, biologically derived branched DNA molecules,
such as Holliday junctions1, are inherently unstable, because they exhibit sequence
symmetry. Such symmetry enables an isomerization known as branch migration

1Holliday junctions are mobile junctions between four strands of DNA, which represent the cen-
tral intermediate structures in genetic recombination. Specifically, such junctions are formed by the
crossover of two strands of DNA between two helices with the same sequence.
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that allows the branch point to relocate. Branch migration can be easily elimi-
nated by choosing sequences that lack in symmetry in the vicinity of the branch
point. In general, minimization of the sequence symmetry leads to greater control
over the self-assembling structure.

8. Dimerization, triplexation, Z-DNA formation:

The sequence should not form a self-dimer, a triplex or adopt a Z conformation.

2.2.2 Sticky-end cohesion
As a chemically-based self-assembling system, DNA plays a key role in bottom-up
nanotechnology, i.e. in all those nanotechnological constructions in which molecules
self-assemble in parallel steps according to their molecular recognition properties.
Such bottom-up approach dates back to the seventies, when genetic manipulation was
performed for the first time by connecting molecules via the so called ’sticky ends’.
A sticky end is a single-stranded overhang sequence which protrudes from one terminal
of a ds-DNA molecule. Such overhangs need a particular attention since they are
commonly exploited to join DNA fragments.
Indeed, two molecules with complementary sticky ends can cohere to form a molecular
complex, as shown in Fig. 2.5a, where two double-helical molecules are shown to cohere
via hydrogen bonding.

Figure 2.5: Scheme of sticky-end cohesion. (a) Two linear DNA duplexes with complementary
sticky-ends are shown. Sticky-ends can bring these duplexes together through specific hydrogen
bonding. (b) The product of the association is the classic ds-DNA. Figure from [66].
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Sticky-ended cohesion represents a spectacular example of programmable molecular
recognition. Indeed, being available four different nucleobases, there is a wide diversity
to possible sticky end sequences (i.e. 4N for a sticky end of N bases); moreover, the
structure that they form at the site of the cohesion is well known since it is the clas-
sic Watson-Crick double helix (this key point is illustrated in Fig. 2.5b). Therefore,
sticky terminals offer predictable control over supermolecular assembly and predictable
geometry at the point of cohesion [66].
In this respect, DNA strands can be thus considered unique since they provides a
programmable recognition system with unprecedented control over intermolecular in-
teractions, together with well-known structures for their complexes.
Due to their fundamental role in the self-assembly process, sticky ends must be properly
designed. To this aim, a key concept that must be taken into account is the difference
between palindromic and non-palindromic sequences. Palindromic sequences allow for
self-hybridization since they present the same 5’ to 3’ base order as their complemen-
tary strand (e.g. 5’-CGATCG-3’ exhibits the same nucleobase sequence with its com-
plementary strand: 3’-GCTAGC-5’). Palindromic sticky ends self-recognize themselves
and this is useful for creating self-assembled materials such as DNA hydrogels. On
the contrary, non-palindromic sticky ends offer a high control on the bondings between
different DNA strands and it can be used to avoid self-ligation.

2.2.3 DNA topology
Despite the numerous possibilities offered by sticky-end cohesion, there is an additive
problem that needs to be solved in order to design interesting self-assembling materials:
double helices are unbranched structures. This means that connecting DNA strands
via sticky-end cohesion can only result in longer structures, possibly with specific con-
stituents arranged in a precise order in 1D.
Anyhow, to build useful materials using DNA strands, multiple-dimension synthesis is
required: to this aim, branched DNA structures are needed.
Consequently, despite the fact that linear DNA is relatively easy to design, it was
indispensable to create more complex DNA constructs to enlarge their efficiency as
basic building blocks. In particular, branched nanostructures, e.g. Y-shaped and X-
shaped DNAs, have been successfully realized [68].
Such branched structures can be rationally designed to present sticky-end sequences
which allow for the binding with other branched DNA building blocks, promoting the
controlled self-assembly of complex dendrimer-like structures. Moreover, they can also
form two dimensional and tridimensional networked materials, such as DNA hydrogels,
through the use of various physicochemical methodologies.
Hence, as for other synthetic polymers, it is possible to define several categories of
DNA topologies (i.e. linear, branched and networked), each one characterized by its
own properties and functions. In the next section, we, thus, present a brief overview
on the main DNA topologies, following the scheme of [69], to which we refer for further
insights.
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2.2.3.1 Linear DNA

Linear DNA is the first topology utilized for assembling nanomaterials: it can be used
to build complex structures through the combination with various elements, e.g. gold
nanoparticles, carbon nanotubes and proteins.
For instance, linear DNA has been widely exploited to guide the assembly of gold
nanoparticles in a broad range of applications, including biosensing [70]. Interestingly,
it has also been used in the design and realization of an innovative DNA-based strat-
egy for purifying single-walled carbon nanotubes from polydisperse mixtures of tubes
differing in nanotube diameter and chirality [71]. Moreover, Niemeyer et al. [72] have
demonstrated that the sequence-specific base-pairing of linear DNA can be a powerful
tool to control the location of proteins at the nanoscale, by studying the binding of
DNA–protein conjugates on a long ss-DNA scaffold.

2.2.3.2 Branched DNA

In order to go beyond the practical limits imposed by linear DNA, branched DNA
structures have recently been developed.
The construction of a branched DNA structure was the first challenge in the field of
structural DNA nanotechnology and it was overcome by Seeman [73], who succeeded in
creating the first four-branched structure: a synthetic replica of the Holliday junction.
Such structure is formed by four DNA partially complementary sequences of equal
length, each one able to hybridize with two of the other strands.
The resulting star-shaped DNA structure has four double-helical arms flanking around
a fixed branch point (Fig. 2.6).

Figure 2.6: Star-shaped DNA nanostructure, resulting from the hybridization of four partially
complementary sequences (blue, purple, green and red). Figure from [66].
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Figure 2.7: Self-assembly of branched DNA molecules to form larger arrangements. Left panel
shows a four-arm branched junction made from four differently colored strands. Right panel
shows how four junctions self-assemble through sticky-ended cohesion to form a quadrilateral.
Figure from [66].

Interestingly, four of such constructs can further associate via sticky-ended cohesion to
form larger and larger arrangements (Fig. 2.7) so that, in principle, the overall structure
can be extended to create an infinite lattice.
Following this line, other branched structures with increasing number of arms and
complexity have been built via the rational design of the sequences, including DNA
cubes, knots, Borromean rings and tetrahedra [74, 75, 76, 77].

Figure 2.8: Topological constructs built using DNA strands. (a) A 12-arm junction: it is
not possible to eliminate symmetry around the center of this junction, so identical nucleotide
pairs are spaced at four-step intervals around the junction. Figure from [75]. (b) A cube-like
molecule: such molecule is a hexacatenane; each edge corresponds to two double helical turns
of DNA. Each backbone strand is drawn in a different color (each one corresponding to a given
face of the cube). Figure from [76]. (c) A DNA-truncated octahedron: this molecule is a 14
catenane with each edge consisting of two turns of ds-DNA. Figure from [77].
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Moreover, branched DNA can grow to highly complex structures such as dendrimers or
“starbust polymers” ( (i.e. nanoconstructs having highly branched but regular internal
architecture) with different functionalities, including the possibility of using them as
molecular cages and carriers for gene delivery in living organisms.
Such dendrimer-like DNA (DL-DNA) are typically assembled in steps by recurring
unit components from several central multifunctional cores on which radially branched
’generations’ are attached through covalent linkages, thus achieving the creation of
nanostructures with a tree-like architecture.
DL-DNA can be used to construct anisotropic nanostructures by customizing the sticky
ends. For instance, recently Luo and coworkers [78] realized well-defined DL-DNA
structures by using branched Y-shaped DNA (Y-DNA) with non-palindromic sticky
ends, so that it could only be ligated to another Y-shaped DNA via base pairing. The
choise of using non-palindromic overhangs eliminates the possibility of self-ligations.
In this scheme, a flexible Y-DNA building block constituted the initial seed, to whom
farther Y-DNA structures having sticky terminals complementary to the core Y-DNA
were attached to realize the first generation, G1, of the dendrimer. Analogously, sub-
sequent generations (namely G2, G3, etc) were created by ligating peripheral Y-DNA
structures to the overhangs of the previously-formed generations (Fig. 2.9). The men-
tioned flexibility of the building blocks was necessary to achieve the remarkable goal
of filling space with the DL-DNA. Such DL-DNAs were exploited to investigate the
structure-dependent immunostimulatory activity enhancement [79].

Figure 2.9: Schematic illustration of (A) Y-shaped DNA building block and (B) dendrimer-
like DNA formation. Figure adapted from [78].
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2.2.3.3 Networked DNA

Networked DNA structures consist of several DNA strands which are crossed or inter-
connected either covalently or non-covalently. Typically, networked DNA structures are
characterized by an enhanced rigidity.
Indeed, while linear and branched DNA can be used to obtain complex DNA assemblies,
their absence of rigidity hampers the successful self-assembly of ordered two-dimensional
arrays for nanotechnological applications. In fact, all the aforementioned DNA branched
structures are floppy, being characterized by variable angles between their arms.
Therefore, in order to realize useful DNA materials, rigid junctions were needed to be
developed and this represented the second challenge in DNA-based nanotechnology.
Such challenge was again overcome by Seeman and collaborators, who joined two or
more double helices using a ss-DNA that begins on one helix and switches onto the
adjacent helix, thus resulting in a tile having a double crossover (DX molecule). In this
DX-motif, paired double strands are parallel and the interactions between single units
are introduced by sticky-ends located at their edges [80].
Interestingly, the persistence length of a DX motif is approximately twice that of a
linear duplex.
Later on slight variations of such motif were introduced, resulting in triple crossovers
(TX) and paranemic crossovers (PX), all characterized by an enhanced rigidity and a
highly planar format. A scheme of such motifs is shown in Fig. 2.10.

Figure 2.10: Schematic representation of double crossover, triple crossover and paranemic
crossover motifs. Figure adapted from [66].
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Figure 2.11: Schematic representations of several DNA tiles: rectangular, Y-shaped, X-
shaped and star-shaped. The AFM images show the two-dimensional lattices achieved from
the self-assembly of multiple copies of the same DNA tile. Figure from [69].

DNA tiles Combinations of these motifs were later exploited to build DNA tiles.
Such tiles may have analogous shapes to the branched Y-DNA and X-DNA, but they
can also exhibit more complicated arrangements, e.g star-shaped, from which more
useful two-dimensional structures can be realized (Fig. 2.11).
For instance, a diversity of two-dimensional patterns, such as checkered-pattern [81],
hexagonal [82], cross-shaped [83] and star-patterned [84] lattices have been rationally
assembled by exploiting DX DNA tiles.
It is worth noting that one initial limitation of the first developed 2D ordered patterns
was given by their limited domain size which was at most of few micrometers, making
them useless for any practical applications.
Such obstacle has been successfully overcome by Mao et al. [85] who introduced an
innovative approach to sequence symmetry for designing DNA structures. His approach
was apparently against the general believe that to create stable DNA structures, the
sequence symmetry should be minimized in order to avoid eventual undesired results
in the self-assembly. Anyhow, it should be clarified that the sequence symmetry here
addressed is among different DNA strands within the same motif at symmetric positions,
but in each individual strand the base-pairing symmetry is still avoided.
Exploiting the four-fold symmetry of the cross-shaped tile, the three-fold symmetry
of a three-point star and introducing perfect sequence symmetry in such tiles, they
were able to avoid any unpredictable distortions in DNA nanostructures. This further
allowed the formation of well-defined 2D DNA lattices with domain size over 1 mm.
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Besides assembling two-dimensional structures, DNA tiles have been used to achieve
more sophisticated three-dimensional structures with enhanced rigidity and stability.
Such achievement had a remarkable importance since three-dimensional structures built
by DNA offers a large range of possibilities, including the chance to be used as molecular
hosts in drug delivery systems or to encapsulate the folding and activity of encapsulated
proteins.
For instance, Mao and coworkers adopted the rules of symmetry to guide the three-
dimensional assemblies of building blocks with identical arms, realizing three-dimensional
DNA polyhedra by exploiting multiple copies of three-point star DNA tiles [86].
All the three-point star DNA tiles were created to face in the same direction, so that
their curvatures could add up and promote the formation of three-dimensional closed
structures.
By controlling the flexibility and concentration of these tiles, a range of tridimensional
structures including tetrahedra, dodecahedra and buckyballs were built from a minimal
set of building block.
A schematic representation of such polyhedra is reported in Fig. 2.12

Figure 2.12: A symmetric three-arm junction assembles into a three-dimensional tetrahedron,
octahedron or buckyball. Figure from [86].
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Figure 2.13: Top row: folding paths for realizing different shapes of DNA origami. Second
row: diagrams showing the bend of helices at crossovers and away from them. Bottom rows:
AFM visualization of the structures. Figure from [88].

DNA origami As shown, DNA tiles are useful for the assembling of ordered and
periodic structures with high stability; anyhow, they do not allow for design flexibility.
In this respect, the self-assembly of 2D and 3D patterns with increasing complexity
was greatly facilitated by the advent of DNA origami, a completely innovative DNA-
based design method able to create potentially any shape by simply programming the
nanoscale folding of a single continuous ss-DNA used as a ‘scaffold’, using a larger
number of smaller DNA strands.
The first experiment in this direction was performed in 2003 and it led to the self-
assembly of multiple DNA tiles (DX molecules) around a scaffold DNA strand for the
realization of a patterned DNA lattice displaying barcode information [87].
However, it was thanks to the dramatic impact of Rothermund’s scaffold DNA origami
[88] that this new approach to the design of self-assembled DNA patterns started to
develop. Indeed, in his work, Rothermund folded a viral single stranded DNA from
the bacteriophage M13 (whose sequence of 7249 has been completely sequenced) into
a variety of beautiful and complex 2D structures such as squares, disks, smiley faces
and stars (Fig. 2.13) by using a number of short oligomers, called staples. Such staple
strands were computationally designed to selectively hybridize specific sites of the long
scaffold DNA, thus forcing the long sequence to fold several times in a controllable
fashion. Later on, using this technique, researchers have assembled a large variety of
3D structures including boxes, gears, and vases [89, 90, 91].
It is worth to note that many rules that need to be strictly respected for the correct
self-assembly of DNA tiles are not necessary in this method, e.g. sequence design,
strand purity and rigorous concentration ratios of the strands. In addition it also
provides an easy way to obtain high yields of well-formed structures, thus displaying
great potentialities for the extensive assembly of large DNA patterns.
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Figure 2.14: On the left: Different branched structures giving rise to network of bonded
structures. On the right: X-DNA hydrogel synthesized in a cylindrical mould. The inset
shows the DNA gel stained with a specific dye (SYBR I). Figure adapted from [92].

Hydrogels The last class of networked DNA structures is composed by DNA hydro-
gels, i.e. amorphous water-swollen cross-linked DNA networks that typically extend
over macroscopic volumes.
The ability of creating networked DNA materials on a bulk scale is fundamental for
real-world applications: thus, a special attention must be paid on the efficiency and on
the total yield for the synthesis of DNA hydrogels.
Recently, different methods have been developed to obtain bulk quantities of such gels,
including enzyme ligation, chemical crosslinking and physical interactions.
For instance, using enzyme ligation, Luo et al. realized DNA hydrogels made of
branched DNAs such as X-DNA, Y-DNA and T-DNA (which acted as both monomers
and crosslinkers), interacting through self-complementary sticky ends (Fig. 2.14) [92].
After the hybridization of the sticky ends, enzymatic ligation by T4 ligase under physi-
ological conditions was used to permanently fix the bonds between different star-shaped
units in the network.
Specifically, in their scheme, the gel synthesis started with the realization of branched
DNA structures through base-pairing interactions among oligonucleotides; subsequently,
different branched DNAs were made adhering via sticky-ended cohesion and their bonds
were stabilized by the use of T4 ligase.
Interestingly, they showed that the topological properties of such gels could be easily
tuned by simply adjusting the types and concentrations of the branched monomers
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in the initial reaction mixture, thus allowing the hydrogels to be suitable for innovative
applications such as programmable drug delivery, tissue engineering, tridimensional cell
culture and a large variety of biomedical applications.
Indeed, such gelling processes were obtained under physiological conditions, enabling
biomaterials (e.g. proteins, drugs and living mammalian cells) to be encapsulated within
the matrix of the gel in situ, thus offering an innovative strategy for programmable drug
delivery.
Moreover, the described programmability and biocompatibility make such DNA gels
appealing as scaffolding systems for several biomedical applications, e.g. protein ex-
pression. Indeed, for instance, Prof. Luo’s group used a DNA hydrogel (called ‘P-gel’),
as a scaffold for cell-free protein production resulting in a 300-fold protein yield over
commercially available cell-free systems [93].

2.2.4 DNA as a smart glue for organizing nanoparticles
A conclusive remark must be made onto a completely different approach regarding DNA
as a smart glue to organize nanoparticles without using pre-assembled scaffolds.
Typically, such method involves the use of a solution of surface modified gold nanopar-
ticles (AuNP) presenting end labelled thiolated ss-DNA (DNA-coated nanoparticles) to
whom complementary ss-DNA are added.
Using this approach, Mirkin et al. [94] achieved the realization of a first example of
DNA-based sensing, by creating DNA–AuNP polymeric networks able to cause a red-
to-pinkish/purple color change in solution after the proper hybridization to the target
ss-DNA oligonucleotides, a finding which is currently at the basis of all the DNA sensors
present on the market.
Later on, the attention was focussed on the possibility of self-assembling extended reg-
ular crystalline arrays. Independently, the groups of Mirkin [95] and Gang [96] reported
the successful realization of tridimensional gold nanoparticle crystals, by programming
the AuNP to self-assemble into face-centered cubic and body-centered cubic crystal
structures of micrometrical dimensions.
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Chapter 3

Methods

“Truth is what stands

the test of experience”

Albert Einstein

As stated in the introduction, this thesis is mainly dedicated to the experimental study
of the phase behaviour of limited-valence DNA nanostars. As we will discuss in the
following chapters, such constructs represent an interesting model system to investigate
from both structural and dynamical standpoints. Anyhow, given the intrinsic com-
plexity of biological and soft systems, an accurate experimental characterization of the
structural and dynamical properties of the self-assembling nanostars may result rather
challenging. To overcome such challenge, we synergistically used a variety of experi-
mental techniques, in order to achieve a complete depiction of the system through a
comparative analysis of the results obtained from the different approaches.
In the present chapter we thus describe the main techniques that we used to experi-
mentally investigate the behaviour of our limited-valence particles. Specifically, since
the experiments were mainly based on Dynamic Light Scattering, we provide a detailed
overview on this method, following mainly Ref. [97, 98], showing how it can be used
to investigate the dynamics of network-forming systems as well as to monitor the ap-
proach to thermodynamics instability at low temperatures. Moreover, we show how
the intensity scattered by the samples can be used to study critical phenomena taking
place in the scattering media and to estimate the relevant critical parameters.
Subsequently, we focus on a method widely used in molecular biology to follow the
hybridization processes of nucleic acids, i.e. UV absorption, explaining how it can
be used to evaluate the melting temperatures of DNA strands as well as to check
the purity of synthetic DNA oligomers. Furthermore, a special attention is paid on
Atomic Force Microscopy, a very high-resolution type of scanning probe microscopy
with a demonstrated resolution on the order of fractions of a nanometer, i.e. more than
1000 times better than the optical diffraction limit. Eventually, in the last section, we
provide a very brief overview on gel electrophoresis, a technique widely used in biology
for separating mixed population of nucleic acids by length.
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3.1 Dynamic Light Scattering

Light is an element of primary importance for the experimental study of biological soft
matter since it constitutes a direct and not perturbative probe capable of characterizing
structural and dynamical properties of the investigated samples. Specifically, light
scattering (static or dynamic) is a noninvasive, highly sensitive technique which allows
for the analysis of the behaviour of biological macromolecules in solution. In particular,
static light scattering allows to measure static properties, as the shape or the mass of
the scattering particles, whereas dynamic light scattering allows to investigate dynamic
properties such as diffusion coefficients and hydrodynamic radii.

3.1.1 Basic Theory of Light Scattering

All the light scattering experiments rely on a specific optical property of matter, i.e.
its capability of diffusing light.
Diffusion phenomena derive from inhomogeneities in the refractive index of the scat-
tering medium. Indeed, while in perfectly homogeneous media light is scattered only
forward (i.e. along the direction of the incident beam), in non-homogeneous media,
eventual variations in the refractive index may cause light to be diffused also laterally.
In general, when photons impinge on a molecule they can either impart or even receive
energy from its translational, rotational, vibrational and electronic degrees of freedom.
The scattered light thereby suffers frequency shifts which are due to such degrees of
freedom of the molecules1.
In general, when electromagnetic radiation interacts with matter, the electric field in-
duces an oscillating polarization of the electrons in the molecules that consequently
act as secondary sources of radiation. The frequency shifts, the angular distribution,
the polarization and the intensity of the scattered light are determined by the size, the
shape and the molecular interactions in the scattering medium. Thus, from the charac-
teristics of the light scattered by a given system, with the aid of electrodynamics and
the theory of the time-dependent statistical mechanics, it becomes possible to extract
structural and dynamical information on the investigated system.
In a typical light scattering experiment, a monochromatic beam emitted from a laser
with wavelength �i, wavevector ki and a well-defined polarization is focussed on a sample
with unknown characteristics. The scattered light, with wavevector ks, is collected by
a detector placed at an angle ✓ between the incident and the scattered beam (Fig.
3.1). The volume of the sample illuminated by the incident beam is commonly named
“scattering volume”. Typically, in a scattering experiment, the scattering volume is
controlled through the use of apertures, slits or walls of the sample cell, or by optical
elements such as lenses.

1The present thesis deals with the characteristics of the light scattered only from translational and
rotational degrees of freedom, i.e. with Rayleigh scattering (in this case the energy of the incident
photon is conserved and only its direction is changed).
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Figure 3.1: Schematic representation of a light scattering experiments, showing the scattering
vector q.

In the description of light scattering process, a key role is played by the scattering
vector q = ki � ks, which represents the transferred momentum in the light-matter
interaction. Here the magnitude of the propagation vectors are given by |ki| = 2⇡n/�i

and |ks| = 2⇡n/�s , where �i and �s represent respectively the wavelengths in vacuum
of the incident and of the scattered beam and n is the refractive index of the scattering
medium. Assuming a “quasielastic” scattering process, we have that the wavelength of
the incident light is changed very little and, hence:

|ki| w |ks| (3.1)

Thus, the triangle in Fig. 3.1 is isosceles and the magnitude of q is given by:

q =
p

|ki � ks|2 =
p

|ki|2 + |ks|2 � 2ki · ks =
p
2|ki|2 � |ki|2cos✓ =

=

r
4|ki|2sin2

✓

2
=

4⇡n

�i

sin
✓

2
(3.2)

Description in terms of the classical theory of electromagnetism

In an ideal experiment, the incident light can be considered as a plane-wave:

Ei(r, t) = piE0e
i(kir�!it) (3.3)

where pi is the polarization, E0 the amplitude, ki the propagation vector (or wave
vector) and !i the angular frequency of the incident electric field. Such plane-wave
impinges on a medium with a local dielectric constant:

"(r, t) = "0I+ �"(r, t) (3.4)
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where �"(r, t) is the dielectric constant fluctuation tensor at position r and time t, "0
is the average dielectric constant of the medium and I is the second-order unit tensor.
In the following description of light scattering, we assume that the scattering is weak,
which means that:

1. most of the photons pass through the sample undeviated (and few of them are
scattered only once) so that the probability of multiple scattering is negligible;

2. the incident beam is not significantly distorted from the medium (Rayleigh-Gans-
Debye approximation);

3. the scattering process is “quasielastic”, causing only a very small variation in the
frequency. Hence, as seen, the propagation vector of the scattered beam is equal,
in modulus, to the propagation vector of the incident beam.

An important factor for the realization of a light scattering measurement is the refractive
index of the particles. Indeed, if the refractive index of the particles is too different from
that of the surrounding fluid, it can produce a significant phase shift of the incident
wave between the region of the medium and the one inside a particle. In order to avoid
it, the phase shift must be:

�� = 2⇡[np � ns]
a

�0
⌧ 1 (3.5)

where np denotes the refractive index of the particle, ns the one of the solvent, a
the radius of the particle e l0 the wavelength of the light in vacuum. Eq. 3.5 also
ensures that refraction of light at the interface fluid/particle is negligible. Therefore,
the direction of the incident wave is undeviated inside the scattering volume and eq.
3.3 gives a good description of the incident wave also inside the sample.
On the other hand, a refractive index too similar to the one of the medium must also
be avoided since molecules optically indistinguishable from the medium do not diffuse
light.
Indeed, light scattering is intrinsically related to the optical properties of the sam-
ple, which are described by its local dielectric constant. Therefore, by applying the
Maxwell’s equations to the problem of a plane electromagnetic wave propagating in a
medium with a local dielectric constant given by Eq. 3.4, it is possible to demonstrate
[97] that the amplitude Es(R, t) of the electric field of the radiation scattered to a point
detector at position R in the far field is given by:

Es(R, t) =
E0

4⇡"0

ei(ksR�!it)

R

ˆ
V
e�iq·r[ps · [ks ⇥ (ks ⇥ (�"(r, t) · pi))]]d3r (3.6)

where V indicates the scattering volume, q the scattering vector and ps the polarization
of the scattered electric field.
Last equation embodies all the fundamental physics of light scattering. The scat-
tered field consists of a spherical wave emanating from the scattering volume with a
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q-dependent amplitude which is the spatial Fourier transform of instantaneous varia-
tions in the dielectric constant of the sample. Indeed, Eq.3.6 clearly shows that, if the
medium is totally homogeneous, i.e. �"(r, t) = 0, there cannot be any scattering pro-
cess. In other words, such equation suggests that light scattering is due to the spatial
fluctuations in the dielectric properties of the scattering medium.
Eq. 3.6 can be simplified by working out the vector cross products, by using the identity
A⇥ (B ⇥ C) = B(A · C)� C(A · B):

Es(R, t) = �k2
sE0

4⇡"0

ei(ksR�!it)

R

ˆ
V

e�iq·r�"is(r, t)d
3r (3.7)

where �"is(r, t) ⌘ ps · �"(r, t) ·pi is the component of the dielectric constant fluctuation
tensor along the initial and final polarization directions.
Eq. 3.7 can thus be rewritten as the sum of the amplitudes of the fields dEs(R, t)
scattered by the volume elements dV ⌘ d3r at position r:

Es(R, t) =

ˆ
V

dEs(R, t) (3.8)

where:
dEs(R, t) = �k2

sE0

4⇡"0

ei(ksR�!it)

R
e�iq·r�"is(r, t)d

3r (3.9)

It is interesting to note that eq. 3.6, 3.7 and 3.9 have been written in general tensor
notation and are therefore independent from the laboratory coordinate system used for
the scattering experiment.
Later on, we will show how the scattering intensity (that can be calculated from the
scattered field by using the relation Is(R, t) = |Es(R, t)|2), averaged over time, can
provide information on the structure and dynamics of the investigated samples, by
simply looking at the spatial correlations between particles. Indeed, variations in time of
the local dielectric constant are directly reflected in temporal variations of the amplitude
and intensity of the scattered field.

Discrete Scatterers
In the case of a sample containing discrete scattering particles suspended in a liquid, it
possible to write the scattered electric field as a function of:

• the position Rj(t) of the center of mass of the particle j at the time t;

• the position rj(t) of the infinitesimal volume elements (dVj = d3rj) in particle j
relative to its center of mass (Fig. 3.2).

Considering N particles suspended in a scattering volume V , it is possible to show [98]
that eq. 3.7 becomes:

Es(R, t) = �k2
sE0

4⇡

ei(ksR�!it)

R
⇥

NX

j

⇢ˆ
V

[
"P (rj, t)� "L

"0
]e�iq·rjd3rj

�
e�iq·Rj(t) (3.10)
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Figure 3.2: Coordinates for discrete scatterers. Relative to an arbitrary origin O, Rj(t) is
the position of the center of mass of particle j at time t and rj(t) is the position of volume
element dV j in particle j, relative to its center of mass.

where "P (rj, t) is the local dielectric constant in the position rj in particle j, "L the
average dielectric constant of the liquid and "0 the average dielectric constant of the
entire suspension.
Eq. 3.10 can be rewritten by introducing:

4⇢(rj, t) =
k2

4⇡
[
"P (rj, t)� "L

"0
] (3.11)

so that:

Es(R, t) = �E0
ei(ksR�!it)

R
⇥

NX

j

⇢ˆ
V

4⇢(rj, t)e
�iq·rjd3rj

�
e�iq·Rj(t) (3.12)

Assuming that the “background” scattering due to spontaneous fluctuations in the
liquid itself is negligible, it is evident that the strength of the scattering depends on
the difference between the dielectric properties of the particle and those of the liquid.
The quantity 4⇢(rj, t) can be regarded as a measure of the local density of scattering

material.
Moreover, by defining the scattering length of particle j as:

bj(q, t) =

ˆ
Vj

4⇢(rj, t)e
�iq·rjd3rj (3.13)

(where Vj is the volume of particle j) it is possible to rewrite eq. 3.12 as:

Es(R, t) = �E0
ei(ksR�!it)

R
⇥

NX

j

bj(q, t)e
�iq·Rj(t) (3.14)

Such equation clearly indicates that the total scattered field is given by the sum of the
fields scattered by the individual particles. Each of these terms is the product of a
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3.1. Dynamic Light Scattering

scattering length, determined by the instantaneous distribution of material within the
particle, and a phase factor determined by the instantaneous position of the particles
in the sample.
Actually, in a light scattering experiment, one directly measures the scattered intensity
rather than the electric field. In this respect, considering that Is(q, t) = |Es(q, t)|2 =
Es(q, t)E⇤

s (q, t), it is possible to obtain an expression for the instantaneous scattered
intensity:

Is(q, t) =
E2

0

R2

NX

j

NX

k

bj(q, t)b
⇤
k(q, t)e

�iq·[Rj(t)�Rk(t)] (3.15)

Structural information on the investigated sample can be obtained by the ensemble
average of the intensity, which is equivalent to the time average when the scattering
medium is ergodic:

< Is(q) >=
E2

0

R2
<

NX

j

NX

k

bj(q)b
⇤
k(q)e

�iq·[Rj�Rk] > (3.16)

By writing the averaged scattered intensity as a function of the modulus of the scattered
vector, we have assumed that the sample is on average spatially isotropic (as expected
for a “liquid-like” dispersion or solution).

Scattering from non interacting particles
Let us consider a dilute system, i.e. a system composed by individual particles which
are, on average, widely spatially separated. If the concentration of such particles is
low enough, scatterers are independent from each others and their behaviours can be
considered uncorrelated. Neglecting the pre-factor, eq. 3.16 can be written as:

< Is(q,t) >=
NX

j

< |bj(q, t)|2 > +
NX

j

NX

k

< bj(q, t)e�iq·[Rj(t)] >< b⇤k(q, t)e�iq·[Rk(t)] >

(3.17)
Considering that over time, the particle j can occupy any position in the sample, unaf-
fected by the position of the other ones, the exponential terms are randomly distributed
around zero and < bj(q, t)e�iq·[Rj(t)] >= 0.
Hence, in the limit of non interacting particles, the averaged scattered intensity is given
by the sum of the averaged intensities scattered by the individual particles.
Moreover, assuming that the particles are identical (i.e. that the averaged intensities
scattered by the particles are the same) last equation becomes:

< Is(q) >= N < |b(0)|2P (q) > (3.18)

where P (q) = <|b(q)|2>
<|b(0)|2> is the form factor of the particle, which gives information on

the size, structure and shape of the particle, averaged over orientation and over any
distribution of size and shape.
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Focussing on the scattered fields in the simple case of identical non-interacting spherical
particles, eq.3.14 can be rewritten as:

Es(q, t) =
NX

j

e�iq·Rj(t) (3.19)

where we have omitted the pre-factors and considered that all the scattering lengths
bj(q, t) have the same time-independent value bj(q) = b(q).
The scattered electric field, given by the vectorial sum of N electric fields generated
by the scattering of randomly distributed particles, can be thought as a 2D random
walk of N vectors. Indeed, since the positions of the particles are totally uncorrelated,
the phase angles are homogeneously distributed in the interval [0 : 2p]. Moreover,
due to the the Brownian motion of the scatterers the positions Rj(t) and the phase
angles q ·Rj(t) change and the fluctuations of the scattered fields become completely
uncorrelated over time. In such conditions, the average value of the scattered field is:

< Es(q, t) >=
NX

j

< e�iq·Rj(t) >= 0 (3.20)

while the average scattered intensity becomes:

< Is(q, t) >=< |Es(q, t)|2 >=
NX

j

NX

k

< e�iq·[Rj(t)�Rk(t)] >=

=
NX

j

1 +
NX

j 6=k

< e�iq·Rj(t) >< e�iq·Rk(t) >= N (3.21)

where, in averaging the cross-terms (i 6= j) separately, we have used the assumption
that in dilute systems particle positions are uncorrelated.

Scattering from interacting particles
In a highly concentrated solution of particles, mutual interactions prevail on thermal
fluctuations. As a consequence, particles interact with each other, assuming positions
that are correlated to one another. This reciprocal interaction is formally expressed
through the structure factor S(q), defined as:

S(q) =
1

N

NX

j

NX

k

< e�iq·[Rj(t)�Rk(t)] > (3.22)

which modulates the shape of the scattering intensity:

< Is(q) >= Nb(0)2P (q)S(q) (3.23)

where, for simplicity, we have assumed that the particles are homogeneous identical
spheres, so that all bj(q) = b(q). Clearly, in dilute systems where particle positions are
uncorrelated, cross-terms in eq. 3.23 vanish and S(q) = 1.
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3.1.2 Dynamic Light Scattering
Dynamic Light Scattering (DLS) or Photon Correlation Spectroscopy (PCS) is one
of the most powerful techniques to investigate the dynamics of colloids, emulsions,
polymers and biological macromolecules.
Its basic principle is rather simple: a scattering medium, e.g a solution of colloidal
particles, is illuminated by monochromatic light and a detector, located at a scattering
angle ✓, collects the fluctuations of the scattered intensity. At any instant, the pattern
of scattered light collected by the detector is constituted by a grainy random diffraction
or “speckle” pattern (Fig. 3.3).

Figure 3.3: Schematics of a DLS experiment, showing the speckle pattern. Figure from [98].

Indeed, phase interference between the light scattered by the individual particles usually
yields to regions of large and small intensities. Moreover, since the scattering medium is
constantly changing with time (as the particle positions Rj(t) change due to Brownian
motion), the speckle pattern is not static but it rather fluctuates from one random
configuration to another.
In a typical dynamic light scattering experiment, one focus on a small group of speckles,
analyzing the intensity fluctuations in the specific region of the collector surface. Such
random fluctuations encode structural and dynamical information about the positions
of the scattering particles.

Fluctuations and time-correlation functions
In order to obtain information from the intensity fluctuations, we can simply consider
the time average:

< Is(q, t0, T ) >=
1

T

ˆ t0+T

t0

Is(q, t)dt (3.24)

where t0 is the starting time of the measurement and T is the time over which the mea-
surement is averaged (therefore, T must be larger than the period of the fluctuations).
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Figure 3.4: Fluctuations of the scattering intensity (left panel) and intensity correlation
function (right panel). The time-dependent part of the correlation function decays with a
time constant ⌧c which is equal to the characteristic time of the intensity fluctuations.

Clearly, in an ideal experiment the average would be done over an infinite time:

< Is(q, t0, T ) >= lim
T!1

1

T

ˆ t0+T

t0

Is(q, t)dt (3.25)

It can be shown that this infinite time average is independent from the starting time t0
(i.e. the scattering intensity is a stationary property of the system since its average is
independent of t0 []). Subsequently, eq. 3.25 can be written as:

< Is >= lim
T!1

1

T

ˆ T

0

Is(q, t)dt (3.26)

In general, the intensity of the light scattered at two different instants will give two
different values Is(q, t + ⌧) 6= Is(q, t). Anyhow, if ⌧ is very small compared to the
characteristic time ⌧C of the fluctuations (Fig. 3.4, left panel), Is(q, t + ⌧) will result
very close to Is(q, t).. As ⌧ increases, the deviation of Is(q, t + ⌧) from Is(q, t) will
be larger. Hence, the two values are correlated when ⌧ is small, while the correlation
is lost as ⌧ becomes larger than ⌧C . Such behaviour, typical of stochastic variables, is
well-described by the intensity autocorrelation function, which is defined as:

< Is(q, 0)Is(q, ⌧) >= lim
T!1

1

T

ˆ T

0

Is(q, t)Is(q, t+ ⌧) (3.27)

For zero delay eq. 3.27 reduces to:

lim
⌧!0

< Is(q, 0)Is(q, ⌧) >=< I2s (q) > (3.28)

For delay times much greater than ⌧c, Is(q, t) and Is(q, t+ ⌧) are uncorrelated and the
average in Eq. 3.27 can be separated:

lim
⌧!1

< Is(q, 0)Is(q, ⌧) >=< Is(q) >< Is(q, ⌧) >=< Is(q) >
2 (3.29)
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The scattered intensity is a nonconserved and nonperiodic property of the system: its
autocorrelation function, thus, decays from the mean of the squared intensity < I2S(q) >
to the square of the mean intensity < IS(q) >2 in the course of time. The characteristic
time of the decay is a measure of the typical time of the intensity fluctuations (Fig. 3.4,
right panel).

3.1.3 Dynamic Investigation using Dynamic Light Scattering
In a typical light scattering experiment, the output provided by the instrument is the
intensity auto-correlation function, which is directly calculated from a digital correlator
through a discrete representation of eq. 3.27:

g2(⌧) = lim
N!1

1

N

NX

i

Is(ti)Is(ti + ⌧)dt (3.30)

Actually, the interesting physical information are contained in the auto-correlation func-
tion of the scattered fields, which can be defined as:

g1(q, ⌧) ⌘
< Es(q, 0)E⇤

s (q, ⌧) >

Is(q)
(3.31)

where IS(q) =< ES(q, 0)E⇤
S(q, 0) > is a normalizing factor.

By substituting eq. 3.19 in eq. 3.31, we obtain for g1(q, ⌧) the expression:

g1(q, ⌧) =
1

N

NX

j

< e�iq·[Rj(0)�Rj(⌧)] >=< e�iq·[R(0)�R(⌧)] > (3.32)

where we have assumed that the average motions of identical particles are equal.
In order to find the relation between g2, which is determined experimentally , and g1,
which contains the physical information, the intensity autocorrelation function must be
explicitly calculated:

< Is(q, 0)Is(q, ⌧) >=
NX

j,k,l,m

< e�iq·[Rj(0)�Rk(0)+Rl(⌧)�Rm(⌧)] >= (3.33)

= N2 +N2| < e�iq·[Rj(0)�R(⌧)] > |2 (3.34)

By using the definition of the normalized intensity autocorrelation function

g2(q, ⌧) ⌘
< Is(q, 0)Is(q, ⌧) >

| < Is(q, 0) > |2 (3.35)

together with eq. 3.21, 3.31 and 3.33, it is possible to obtain the so-called Siegard

relation:

g2(q, ⌧) = 1 + |g1(q, ⌧)|2 (3.36)
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To take into account the experimental conditions, eq. 3.36, must be modified to:

g2(q, ⌧) = 1 + �|g1(q, ⌧)|2 (3.37)

where � is a parameter which represents the degree of spatial coherence of the scattered
light on the detector surface. Specifically, � depends on the ratio between the detection
area and the area of one speckle: if such ratio is much smaller than 1 (point detector),
b! 1; if, instead, the detector collects many independently fluctuating speckles b! 0.
In DLS experiments, the detector aperture is usually chosen to accept approximately
one speckle so that b ⇠ 1.
Moreover, another important parameter that is commonly introduced in eq. 3.36 is the
baseline value (B), which correspond to the value that the intensity autocorrelation
function assumes for long times:

g2(q, ⌧) = B(1 + �|g1(q, ⌧)|2) (3.38)

Intermediate scattering function
One important point to stress is that, although eq. 3.36 was derived in the hypothesis of
no spatial correlations between particles, it can be applied to every system in which the
range of spatial correlations is much smaller than the linear dimension of the scattering
volume. Indeed, in this case, the scattering volume contains a large number of correla-
tion volumes (i.e. portions of space where the positions of the particles are correlated)
and the derivation proceeds essentially in the same way (with the correlation volumes
taking the role of the independent particles).
Hence, we can extend the use of eq. 3.36 to solutions of interacting, non-identical and
non spherical particles. In this case, the field correlation function, commonly named
measured intermediate scattering function fM(q, ⌧), can be written as:

g1(q, ⌧) =

PN
j

PN
k < bj(q, 0)b⇤j(q, ⌧)e

�iq·[Rj(0)�Rk(⌧)] >
PN

j

PN
k < bj(q)b⇤j(q)e

�iq·[Rj(0)�Rk(0)] >
⌘ fM(q, ⌧) (3.39)

which, for spherical identical particles (b⇤j(q, t) = b(q)), becomes:

fM(q, ⌧) ⌘ f(q, ⌧) ⌘ Fc(q, ⌧)

S(q)
(3.40)

where f(q, ⌧) is the normalized intermediate scattering function, S(q) is the static
structure factor and

Fc(q, ⌧) =
1

N

NX

j

NX

k

< e�iq·[Rj(0)�Rk(⌧)] > (3.41)

is the collective dynamic structure factor.
In experiments, fM(q, ⌧) can be directly obtained from g2(q, ⌧), by inverting eq. 3.38:

fM(q, ⌧) =

s
(g2(q, ⌧)/B)� 1

�
(3.42)
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Characteristic time of the fluctuations
In the following, we discuss how it is possible to relate the brownian motion of the
scatterers to the field autocorrelation function.
In first approximation, we consider only identical non-interacting spheres. By rewriting
eq. 3.32 in terms of the particle displacement 4R(⌧) = R(⌧)�R(0) we obtain:

g1(q, ⌧) =< e[iq·4R(⌧)] > (3.43)

The particle displacement 4R(⌧) is a casual variable with a Gaussian probability dis-
tribution:

P (4R(⌧)) =


3

2⇡4R2(⌧)

� 3
2

e
� 34R2(⌧)

2<4R2(⌧)> (3.44)

The mean square displacement of the particle is:

< 4R2(⌧) >= 6D0⌧ (3.45)

where D0 is the diffusion coefficient of a free particle, given by the Stoke-Einstein
relation:

D0 =
kBT

6⇡⌘RH

(3.46)

where kB is the Boltzmann constant, T the absolute temperature, ⌘ the viscosity of the
suspension medium and RH the hydrodynamic radius of the particle.
The average value of eq. 3.43 calculated on the probability distribution 3.44 gives for
g1(q, ⌧) the following expression:

g1(q, ⌧) = e
�

q2

6 4R2(⌧)

�

= e�q2D0⌧ = e�
⌧
⌧c (3.47)

where ⌧c =
1

q2D0
is the characteristic time of the fluctuations.

Eq. 3.47 finally gives the relation between the field autocorrelation function and the
radius of the particles. By using such equation, it is thus possible to obtain the hydro-
dynamic radius of the particles, i.e. the radius of an equivalent particle which diffuses
with the same diffusion coefficient that is experimentally determined.
Anyhow, in real experiments, particles may have slightly different dimensions: it is
thus important to take into account the polydispersity of the size distribution of the
particles.
In the presence of polydisperse particles, eq. 3.47 becomes:

g1(q, ⌧) =

P
j b

2
j(q)e

�q2Dj⌧

P
j b

2
j(q)

(3.48)

where Dj is the diffusion coefficient of the particle j and the terms bj(q) represent the
contribution of each particle to the scattering process. Passing to the continuum:

g1(q, ⌧) =

ˆ
P (D)e�q2D⌧dD

ˆ 1

0

P (D)dD = 1 (3.49)
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where P (D) is the intensity-weighted distribution of the diffusion coefficients.
One important point to stress is that the the polydispersity of the size distribution
implies a broadening of the characteristic times ⌧c.
Indeed, in presence of polidispersity:

g1(q, ⌧) / e�(
⌧
⌧c )

�

(3.50)

In such case, the mean relaxation time is given by:

< ⌧C >=

ˆ 1

0

e�(
⌧
⌧c )

�

dt =
⌧c
�
�

✓
1

�

◆
(3.51)

In eq. 3.50 we have used a stretched exponential to describe the decay of the g1(q, ⌧),
where � is commonly known as stretching exponent. In general, stretching exponents
provide important indications on the steepness of the associated relaxation processes.
When the stretching exponent assumes values between 0 and 1, the graph of the func-
tion results characteristically stretched (whence the name of the function). In physics,
stretched exponential functions are typically used in the phenomenological description
of relaxation processes in disordered systems.

3.1.4 Ornstein-Zernike theory of the scattering amplitude
Light scattering is also a powerful tool to investigate critical phenomena. Indeed, suf-
ficiently close to a critical point, the correlation length of a system usually increases,
becoming as large as the wavelength of the light used to investigate the sample. In such
condition, density inhomogeneities in the scattering medium diffuse light strongly, caus-
ing a peculiar phenomenon, named “critical opalescence”. Specifically, on approaching
the critical point of the system, three interrelated effects can be observed:

• increase in the intensity fluctuations, which corresponds to an increase of fluctu-
ations in the particles concentration along the q direction;

• increase in the isothermal compressibility of the system Kt = � 1
V

�
@V
@P

�
T,N

, which
can be directly related to the fluctuations in the total number of particles in the
system [99]:

Kt

K0
t

=
< (N� < N >)2 >

< N >
(3.52)

where K0
t = 1

nkBT
is the compressibility of an ideal gas;

• increase in the range of the density autocorrelation function which measures the
correlations of the fluctuations of the density from its average value:

G(Ri,Rj) ⌘< {n(Ri)� < n(Ri) >} {n(Rj)� < n(Rj) >} > (3.53)
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where n ⌘< N
V

>. Assuming that the investigated system is spatially uniform
(i.e. translationally invariant), it is possible to demonstrate that :

Kt

K0
t

=
1

n

ˆ
G(r)dr (3.54)

which shows that a divergent compressibility near the critical point corresponds
mathematically to an increase in the range of the correlation function.

Therefore, in the investigation of the critical phenomena, the density correlation func-
tion plays an important role. Specifically, using eq. 3.23 and eq. 3.18 it is possible to
show that [99]:

Is(q)

Ios (q)
=

S(q)

n
=

1

n

ˆ
dre�iq·rG(r) (3.55)

where Ios (q) indicates the scattering intensity predicted if the particles of the medium
were not interacting and the structure factor S(q) is written as the spatial Fourier
transform of the density-density correlation function.
Such equation shows that the intensity of the radiation scattered by the medium is
changed from the value Ios (q) (that it should have if the particles were not interacting) by
an amount which is proportional to the Fourier transform of the density autocorrelation
function.
Therefore, when the critical point is approached, the integral in eq. 3.55 becomes
extremely large for small values of q. This dependence upon q is displayed in Fig. 3.5
for scattering from a binary alloy at several temperatures in the critical region.
Quantitatively, the Ornstein-Zernike theory (for an accurate description refer to [99])
demonstrates that, in the limit of q ! 0, I(q) has a Lorentzian shape:

Is(q)
Ios (q)

=
S(q)
n

=
R�2

(⇠�1)2 + q2
(3.56)

where R�2 is a phenomenological parameter introduced in the derivation (sometimes
called Deybe persistence length) and ⇠ the correlation length, that diverges as the
temperature approaches the critical value.

3.1.5 Light scattering setup
A He-Ne laser having a wavelength of � = 633 nm and a power of 17 mW has been
used. The laser beam is vertically polarized (perpendicular to the plane of the paper)
with a polarization ratio of 500:1. The full angle beam divergence is 0.82 mrad and its
longitudinal mode frequency is approximately 252 MHz.
The laser beam is accurately focussed on the sample through the use of a lens having
a focal length of 125 mm. The optical chamber is a transparent glass cell, containing
deionized milli-Q water which is used as an index matching fluid with the specific aim
of minimizing the refraction of the scattered light through the walls.
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Figure 3.5: q-dependence of the structure factor for several temperatures just above the
critical temperature of the system (Tc = 351.5�C). Figure from [99].

A NMR cylindrical, borosilicate glass tube containing the sample (dext = 3mm, dint =
2.4mm, h = 30mm) is inserted in the center of the optical chamber. The focal point
is in the center of such optical geometry.
The multi-angle scattering apparatus can simultaneously measure the time correlation
functions and the scattering intensity at different values of the scattering vector and it
is accurately designed to handle microliter-sized samples.

3.2 Ultraviolet absorption

The absorption of ultraviolet (UV) and visible (Vis) light represents one of the most
common techniques used to investigate the structure of biopolymers.
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It can be exploited for several purposes, ranging from the determination of the concen-
tration of a given substance to the resolution of complex structural issues.

3.2.1 Basic Theory of UV Absorption
As all the spectroscopic techniques, UV absorption is based on the energy exchange
between matter and radiation. When an electromagnetic radiation impinges on a
molecule, it causes an oscillation of its electrons. Such electrons may have different
energies, depending on how tightly they are linked to the nuclei of the atoms that com-
pose the molecule. Energetic levels are discrete, each one corresponding to a specific
electronic state.
If the energy of the incident photon is equal to the difference between two different
electronic states, it is probable that the molecule will absorb the photon, passing from
an electronic state to another with an higher energy. Typically, the energetic sepa-
ration between different states is in the range 1 − 10 eV: electronic transitions, thus,
require radiations in the visible or in the UV. UV-VIS spectroscopy (200-700nm) ex-
ploits transitions of electrons of the valence shell, which can be either free or involved
in a bond.
Electronic transitions in a molecule are always accompanied by vibrational and rota-
tional transitions. Indeed, for each electronic state Ee exist vibrational states with
energy E⌫ , which are associated to numerous rotational states Er, both due to the
motion of the nuclei of the molecule (Fig. 3.6). Neglecting the coupling between the
various contributions, the total energy of the molecule is given by:

E = Ee + E⌫ + Er (3.57)

Hence, an electronic transition gives rise to a set of frequency bands:

⌫ = ⌫e + ⌫⌫ + ⌫r (3.58)

Figure 3.6: Energetic levels: for each electronic state Ee exist vibrational states with energy
E⌫ which are associated to numerous rotational states Er.
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Figure 3.7: Energetic levels corresponding to molecular orbitals with the respective electronic
transitions.

Since ⌫e > ⌫⌫ > ⌫r (4Ee
⇠= 1034E⌫

⇠= 1064Er), the wavelength � of the maximum of
the band is essentially determined by the frequency ⌫e , i.e. by the electronic transition.
As the energies of the electronic states are not negligible (30 - 70 Kcal·mol�1), all the
electronic transitions start from the fundamental electronic level, which is the only
populated at room temperature (as stated by Boltzmann distribution).
Absorption spectra in the UV-VIS region are thus composed by a large number of
marked spectral bands, associated to the electronic, vibrational and rotational transi-
tions of the delocalized bonding electrons. Such delocalization can extend to the entire
molecule or it can be limited to some specific groups of atoms, separated by saturated
bonds which avoid the delocalization. In the former case, the absorption spectrum
is unique and hardly understandable through simple rules; in the latter case, it can
be considered as the sum of multiple absorptions due to various unsaturated groups,
commonly named cromophores.
In order to quantitatively study the absorption by cromophores in the UV-VIS region,
one needs to define the energetic levels in complex molecules. For polyatomic molecules,
the calculation methods to determine the molecular energetic levels are based on various
approximations; the most common one is the molecular orbital method. Such approx-
imation uses linear combinations of independent atomic orbitals (LCAO) that must
have similar energy and appropriate symmetry to give maximum interaction (overlap).
Combinations with lower energy give rise to bonding orbitals (sv, p) while combinations
with higher energy give rise to antibonding orbitals (sv*, p*). Moreover, there can be
orbitals occupied by an electron pair which do not interact with other orbitals, named
non-bonding orbitals (n). The final result gives a complete set of molecular energetic
levels, each one characterized by its symmetry properties with respect to the symmetry
elements of the molecule. Fig. 3.7 shows energetic levels corresponding to molecular
orbitals with the respective electronic transitions. The most studied electronic transi-
tions are those from the Highest Occupied Molecular Orbital (HOMO) to the Lowest
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Unoccupied Molecular Orbital (LUMO).

3.2.2 Lambert-Beer law
The experimental law describing absorption phenomena of electromagnetic radiations
is commonly known as the Lambert-Beer law.
In order to introduce such law, consider a beam of light with intensity I0 and wave-
length � that impinges on a sample (usually a solution of absorbing molecules with a
concentration of C mol·l�1 ) for a path length of 1 cm.
The light that is not absorbed by the sample emerges with intensity I. If the sample
is orthogonal to the direction of light propagation and slight enough (dl) so that the
intensity of the light inside the sample is essentially constant, the fraction of absorbed
light (dI/I) is given by:

�dI

I
= C✏0dl (3.59)

where ✏0 is the molar extinction coefficient.
Such quantity is independent from the concentration for a given set of non interact-
ing molecules and it contains the dependence from the wavelength of the absorption
spectrum.
By integrating eq. 3.59 on the entire sample:

ln

✓
I0
I

◆
= C✏0l (3.60)

that, by converting the logarithm to the base 10, becomes:

A(�) ⌘ log

✓
I0
I

◆
= C✏(�)l ✏ = ✏0/2.303 (3.61)

The quantity A is called absorbance.
The range in which the relation between absorbance and concentration is linear, i.e. in
which the Beer-Lambert law is valid, goes from A ⇡ 0.1 to A ⇡ 0.8.

3.2.3 Spectroscopic Analysis of DNA
The concentration of nucleic acids in solution are routinely determined from their strong
absorbance at 260 nm. Indeed, amounts of nucleic acids are often given in terms of
’A260 units’. The intensity and the right position of this absorbance peak are functions
not only of the base compositions but also of the state of the base-pairing interactions
present, the salt concentration of the solution and its pH.
The absorption arises almost entirely from complex electronic transitions in the purine
and pyrimidine components. Indeed, being aromatic, purine and pyrimidines strongly
absorb between 250-300 nm, where they undergo a series of overlapping n ! ⇡⇤ and
⇡ ! ⇡⇤ transitions.
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Figure 3.8: Absorbance bands for purines and pyrimidines: when considered together, their
spectra merge into a single band with lmax ⇠ 260 nm.

Such absorption is relatively strong due to inherently low symmetry among nucleo-
sides2 (Tab. 3.4) and it gives rise to the four absorbance bands reported in Fig. 3.8.
Despite their rather simple appearance, these four bands result from a number of dif-
ferent electronic transitions taking place in the four aromatic rings. As it can be seen,
purines have an absorbance maximum slightly below 260 nm, while pyrimidines have
a maximum slightly above 260 nm. When considered together, their spectra merge
into a single band with lmax ⇠ 260 nm so that it is not easy to separate the different
contributions. As a consequence, the extinction coefficient of DNA may vary depending
on the specific sequence. Anyhow, very long DNA sequences are usually composed by
roughly the same amount of each nucleoside, so for each of them, it is possible to use
an average molar extinction coefficient of 1.1 ⇥ 104M−1cm−1. Such assumption is not
true for short DNA chains: thus, in this case, the molar extinction coefficient of the
sequence must be evaluated by accurately weighting the extinction coefficient of each
type of nucleoside for its proper extent in the sequence [100].

Nucleoside ✏(260nm) (M−1cm−1)

Adenosine 14, 900
Cytidine 9, 100

Guanosine 9, 000
Thymidine 9, 700

Table 3.1: Extinction coefficients relative to each nucleoside.

2Nucleosides consist of a nucleobase bound to a deoxyribose sugar via glycosidic linkage.
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Figure 3.9: Typical example of hypochromicity observed in DNA solutions.

.

DNA hypochromicity

An important point to stress is that, when two ss-DNAs hybridize to form a ds-DNA,
their extinction coefficient (and hence their absorbance) decreases due to stacking in-
teractions between neighbouring bases. Indeed, base stacking results in a decrease of
✏, a situation commonly known as hypochromicity. This arises from dipole-dipole in-
teractions that depend on three-dimensional structure of an oligonucleotide and ranges
in magnitude from 1-11% for deoxyribonucleoside phosphates to 30% for most helical
polynucleotides. As a result, the absorbance for ss-DNA will be effectively higher than
that for ds-DNA at the same concentration (Fig. 3.9).

Experimental determination of DNA purity

In order to determine the purity of DNA oligomers, it is possible to compare the ab-
sorbance at 260 nm with the absorbance at the maximum absorbance peaks of proteins,
i.e. l = 280 nm (which is the wavelength at which the aromatic rings on tryptophan
and tyrosine absorb).
As a useful rule, DNA samples are considered pure for A260/A280 > 1.8. For lower
ratios, DNA is badly contaminated with protein and may not behave well in subsequent
experiments. Moreover, the ratio A260/A230 is used as a secondary measure of nucleic
acid purity. Expected A260/A230 values are commonly in the range of 2.0 - 2.2. If the
ratio is appreciably lower than expected, it may indicate the presence of contaminants
which absorb at 230 nm (as, for example, residual phenol from nucleic acid extraction
or residual glycogen used for oligo precipitation).
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3.2.4 Melting experiments
UV absorption is a convenient way to monitor the melting behaviour of DNA. Indeed,
the stability of DNA complexes is often measured by thermal denaturation experiments.
Heating a sample always results in a change in absorbance properties, which in turn
reflects a conformational variation of the molecules in solution. One may perform
thermal denaturation experiments using a UV-visible spectrophotometer by recording
absorbance at 260 nm as a function of the temperature. The resulting plot is commonly
named melting curve. The principle of such an experiment is presented, for instance,
in Ref. [101]. A typical UV-absorbance melting curve is shown in Fig. 3.10.
As it can be seen, such curve allows for a quantitative analysis of the melting process
since:

• the transition from the associated duplexes to the unfolded single strands takes
place in a relatively narrow temperature interval. Since such transition is ob-
tained at moderate temperatures, it is possible to accurately measure a number
of experimental points both below and above the observed melting temperature;

• the Y-signal variation is relatively important (both in absolute terms 4A and
relative terms 4A

A
);

• duplex denaturation results in a hyperchromism of 15% – 20%. This seems mod-
est, but the variations in the absorbance at 260 nm are hardly ever higher.

Figure 3.10: A thermal denaturation curve corresponding to a parallel bimolecular duplex at
pH 6.5. Figure from [102].
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A very popular method to calculate Tm from a melting curve is simply to determine
the maximum of the first derivative of the absorbance signal (dA/dT or dA/dT�1).
This approach is simple and user-independend, and several softwares allow for an au-
tomatic Tm calculation by using this method, usually claiming a precision of ±0.1°C.
No subjective baseline choice is required.

3.2.5 UV absorption setup
The instrument used for the melting experiments is a commercial dual-beam spec-
trophotometer JASCO v-570 UV/VIS/NIR.
Its resolution is of 0.1 nm in the UV-VIS region and 0.5 nm in the NIR region.
The light source consists of a deuterium discharge tube in the UV region (190-350 nm)
and of an iodine tungsten lamp in the region between 330-2500 nm.
The detector is composed by a photomultiplier tube and a photoconductive cell, which
operate in the UV/VIS and in the NIR range, respectively.
Such apparatus allows to operate in several photometric modes, i.e. absorption, reflec-
tion, transmission. In particular, it allows for the collection of the absorption spectrum
for 190 < � < 2500 nm.
The operation diagram of the instrument is rather simple: light from the source is
conveyed on a monochromator and subsequently it impinges on a mirror, which divides
it into two beams: one incident on the investigated sample and the other incident on
a reference sample. Such reference sample represents the background of the measured
spectrum and it must be removed from the spectrum to elaborate.
The light, after having crossed the sample, impinges on the detector, where is converted
in an electric signal and digitized to be elaborated by a micro-computer. The elaborated
signal is then visualized on the output device.
Absorption measurements can be also realized as a function of the temperature. In
such case, one can use a thermostated Peltier cell (Fig. 3.11).
Such cell uses a thermal panel and exploits the Peltier effect

3 to keep the temperature
constant within a certain accuracy.
Equipped with a stirrer, the thermal panel allows for a uniform temperature control
inside the cell. The temperature setting varies between -10°C and +110°C, with a
sensibility of 0.1°C.
All measurements that we will report were taken in a thin quartz cell (optical path
length: 1 mm).

3Peltier Effect: In a bimetallic circuit containing a generator that makes current flows, one observe
that one junction heats up and the other one cools down. By inverting the direction of the current,
one can observe the opposite phenomenon, which is thus independent from the Joule effect. Indeed,
the latter, quadratic in the current, is the same whatever is the current direction. If I is the intensity
of the current, the power that needs to be exchanged in a junction to keep the current constant is:
P = ⇡1,2I where ⇡ is the Peltier coefficient related to the metals; it depends on the temperature and
on the materials, but it is independent from the geometric characteristics of the contact and from the
current intensity. If we invert the current direction the power remains equal in modulus but it changes
sign ⇡1,2 (i.e. Peltier effect is reversible).
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Figure 3.11: Schematic representation of the thermostated Peltier cell used in UV-VIS spec-
troscopy.

3.3 Atomic Force Microscopy

Atomic Force Microscopy (AFM) is a powerful technique that allow us to visualize and
measure surface structures with exceptional resolution and accuracy. For instance, an
Atomic Force Microscope allows for the visualization of the arrangement of individual
atoms or the structure of individual molecules in a sample.
AFM is completely different from other microscopies, since it does not create an image
by focussing light or electrons onto a surface, as in other optical or electron microscopies.
Indeed, an Atomic Force Microscope scan the surface of the sample using a sharp probe,
thus building up a map of the height of the surface. This is different from any other
imaging microscope, which only measures a two-dimensional projection of the sample’s
surface. In the following we only provide a brief introduction to this technique, referring
to Ref. [103] for further insights.

3.3.1 Basic Theory of AFM
AFM is the most commonly used kind of the Scanning Probe Microscopy (SPM) classes
of techniques. The growth of such techniques started with the development of the
scanning tunneling microscope in 1981 by researchers at IBM [104]. The ability of the
STM to visualize the surface of the investigated samples with atomic resolution earned
the inventors the Nobel Prize in 1986.
However, a general limitation of the STM is that it could only be used for conductive
or semiconductive specimens.
In order to exploit this kind of microscopy to study also insulators, the Atomic Force
Microscope was developed as a collaboration between IBM and Stanford University in
1986 [105].
Typically, an AFM measurement is performed by scanning a sharp tip on the end
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Figure 3.12: Schematic representation of the major components of an Atomic Force Micro-
scope.

of a flexible cantilever across a sample surface, while maintaining a small, constant
force. The tips generally have a radius of curvature of 5-10 nm, although this can vary
depending on the tip type.
The scanning motion is controlled by a piezoelectric tube scanner which scans the sharp
metallic probe over the surface in a raster pattern (Fig. 3.12).
When the tip is brought into proximity of the sample surface, forces between the tip and
the sample (e.g. van der Waals, capillary, electrostatic or magnetic) lead to a deflection
of the cantilever according to Hooke’s law. The tip-sample interaction is monitored by
reflecting a laser spot from the top of the cantilever onto a split-photodiode detector.

Topographic Modes

The basis of AFM as a microscopic technique is that it measures the topography of
the investigated sample: as already mentioned, in fact, the resulting datasets are not
conventional images, as those obtained by optical microscopy, but a map of height
measurements. These are later transformed into more naturalistic images using light
shading, perspective, etc. to help in depicting the shape of the samples.
In order to make such height measurements, a variety of modes have been developed.
The two most commonly used modes of operation are contact mode AFM and Tapping
Mode TM-AFM, which can be performed in air or in liquid environments.
In contact mode AFM, a constant deflection of the cantilever is maintained by a feed-
back mechanism that moves the piezoelectric scanner vertically at each lateral data
point to generate the topographic image.
By keeping the deflection constant during scanning, a steady vertical force is maintained
between the probe and the sample. Applied forces during imaging typically range
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between 0.1 and 100 nN. Even though contact mode is currently exploited in a wide
range of applications, it is not suited for soft samples. Indeed, close to the surface of
the sample, attractive forces can be so strong to cause the tip to adhere to the surface.
On the contrary, TM-AFM consists of oscillating the cantilever at its resonance fre-
quency (typically around 300 kHz) and scanning over the surface with a constant,
damped amplitude.
The feedback loop uses the piezoelectric actuator to control the height of the cantilever
above the sample, continuously adjusting the height to maintain constant the oscillation
amplitude as the cantilever is scanned over the sample. The topographic profile is thus
generated by imaging the force of the intermittent contacts of the tip with the sample.
The advantage of TM-AFM is that it operates with lower vertical forces than the contact
mode AFM, eliminating lateral, shear forces that can damage samples. Thus, TM-AFM
is currently the favorite technique for imaging soft, fragile or adhesive samples

Non-Topographic Modes

All the Scanning Probe Microscopies can be used to obtain more than just topographic
informations. In this respect, a large variety of non-topographic modes in AFM imaging
have been developed, each one useful to probe a particular property of the sample
(different from its topography).
Among this non-topographic modes, a remarkable role is played by “phase imaging”.
Such approach in AFM refers to the possibility of recording the phase shift signal
in intermittent-contact AFM: such phase signal is particularly sensible to variations
in composition, adhesion, friction and viscoelasticity and it also reflects topometric
differences of the investigated samples.
This is because the phase provides an effective indication of the energy dissipation
involved in the contact between the probe and the sample which depends on a number
of factors, including adhesion and contact area.
Despite various complications involved in its proper interpretation, phase imaging is one
of the most commonly used techniques for the mechanical characterization of sample
surfaces, being easy to obtain and not requiring post-processing of the data.

3.3.2 AFM on nucleic acids

AFM can be exploited to generate highly accurate images of nucleic acids under phys-
iological conditions with nanometric resolution.
Hence, AFM can be considered a potent analytical technique to study DNA [106].
Such methodology has been used to characterize nucleic acid structures such as super-
coiled, kinked and looped DNA as well as DNA-protein complexes [107, 108, 109].
In order to be properly resolved by AFM, samples must necessarily be immobilized onto
smooth stationary substrates. For this reason, some kind of surface modification may
be required to immobilize biomaterials biological materials for AFM studies.
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In the case of DNA, its negatively charged backbone can be utilized for immobilization
onto charged substrates by means of electrostatic interactions: muscovite mica is the
most widely used substrate for this purpose.
Divalent cations are typically used as a sort of bridge for immobilizing charged DNA
molecules onto mica substrates [110]. The cations must be water soluble and they
must bind tightly to both the backbone of the DNA and the mica surface in order to
bear the force applied by the AFM probe during imaging. Typically, Nickel (Ni2+) and
Magnesium (Mg2+) are utilized for this purpose since since they meet these criteria.

3.3.3 AFM setup
Atomic force microscopy (AFM) was performed with a Dimension Icon (Bruker AXS)
instrument. AFM images were acquired in air, at room temperature and under ambient
conditions, by employing two oscillating imaging technique, Tapping mode and Scan
AsystTM mode.
The Scan AsystTM mode is a Bruker-proprietary imaging mode which continuously
monitors the quality of the image and self-optimizes the acquisition parameters by using
an algorithm operating in Peak Force TappingTM. In this algorithm is the peak force
which is used by the feedback as its control signal. By applying a precisely controlled
force response curve at every pixel, Peak Force TappingTM permits the use of ultra-
low imaging forces than Tapping mode, protecting soft samples from damage without
compromising the image resolution.
In Tapping mode, we employed high resolution RTES (Rotated Tapping Etched Silicon)
probes (VEECO Probes, US).
These probes have a sharp tip (radius of curvature specified by the manufacturer R ⇠
2 nm) which is asymmetrically connected to the rectangular cantilever (length 125 m,
nominal resonant frequency 300 kHz, nominal spring constant 40 N/m).
Such asymmetry (the front angle is 15° and the back one is 25°), that justifies the ad-
jective “rotated” in the probe name, partially compensates for the cantilever inclination
angle, providing a more symmetric representation of features over 200 nm.
For the images in ScanAsystTM mode, we employed dedicated probes characterized by
an ultra-sharp silicon tip (nominal radius of curvature 2 nm) that, analogously to the
RTESP probes, are mounted asymmetrically on a silicon nitride cantilever.
In this case the cantilever is triangular, with a very low spring constant (0.4 N/m)
and a nominal resonant frequency of 300 kHz, allowing for the required high level force
control on soft samples in air.
Images have been analyzed using the Gwyddion 2.28 free soft- ware (http://gwyddion.net/)
and are presented as raw data, except for flattening.
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3.4 Gel electrophoresis

Gel electrophoresis is a technique widely used in biology for the separation of biological
macromolecules (e.g. nucleic acids and proteins) based on their size and charge. For
what concerns nucleic acids, the basic principle is rather simple: DNA or RNA molecules
are separated by applying an electric field that cause the motion of the negatively
charged molecules through the matrix of a gel.
Indeed, following a phenomenon commonly named as sieving, the short molecules move
quickly in the gel (since they can easily migrate through the pores of the matrix) and
they thus migrate farther than the longer ones.
In most cases, the gel is a crosslinked polymer whose composition and porosity is chosen
on the basis of the specific weight and composition of the target to be analyzed.

3.4.1 Types of gels
Commonly, two types of gel are most typically used to run electrophoretic experiments,
i.e. agarose and polyacrylamide gels. In both of them, the size of the pores of the
gel matrix depends on the specific concentration of the element used to create the gel.
Clearly, each kind of gel is appropriate for specific species and sizes of analytes.

Agarose gel

An agarose is a polysaccharide polymer material, able to form a gel matrix without the
need of additional cross-linkers.
Agarose gels are three-dimensional matrices composed by helical agarose molecules
aggregated into supercoiled bundles which present structural pores of non-uniform but
rather large size through which biological macromolecules can pass.
Agarose gel electrophoresis is commonly used for the separation of DNA fragments
ranging from 50 bp to several megabases (even if the largest ones need a specialized
apparatus).
As the DNA migrates through the gel, the different fragments form bands: each band
is composed by several identical copies of a specific-size sequence of DNA.
The distance between DNA bands of different lengths is affected by the percentage of
agarose in the gel, with higher percentages requiring longer run times.
Most agarose gels contains a percentage of agarose between 0.7% (high resolution for
large DNA fragments, i.e. 5–10 kb) and 2% (high resolution for small DNA fragments,
i.e. 0.2–1 kb).

Polyacrylamide gel

Unlike agarose gels, polyacrylamide gels are usually obtained by mixing different concen-
trations of acrylamide with a crosslinker, thus producing different sized mesh networks
of polyacrylamide.
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In this kind of gel matrix, samples usually run in denaturing conditions.
Advantageously, the size of the pores can be tuned at will by controlling the concentra-
tions of acrylamide and bis-acrylamide powder used in creating a gel.
In contrast to agarose gels, polyacrylamide ones usually present a uniform pore sizes
which make them appealing for the purification of DNA oligomers.
Indeed, such gels are particularly suited for oligomer purification since traditional DNA
sequencing techniques such as Maxam-Gilbert or Sanger methods use polyacrylamide
gels to separate DNA fragments differing only by a single base-pair in length.

83





Part III
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Chapter 4

Design and preliminary investigation

of DNA nanostars

“Putting what you want

where you want it in three dimensions,

when you want it there”

Nadrian Seeman

As already discussed in the second chapter, it is possible to exploit the selectivity of
DNA interactions to design self-assembling structures with controlled mutual interac-
tions.
In this study, following the lines set by structural DNA nanotechnology, we have in-
troduced a challenging twist: the realization of DNA nanoconstructs as man-designed
particles to experimentally explore unconventional phase behaviours conceived so far
only in charta and in silico [14, 15]. Specifically, we took advantage of the recently built
knowledge on programmable DNA self-assembly, to design mutual interacting particles
with controlled valence, to experimentally investigate the limited-valence issue described
in the first chapter.
In this respect, in the first section of this chapter, we introduce the protagonists of
our investigation: self-assembling DNA nanostars with four and three sticky terminals
(having valence four and three respectively), showing how they can be design to mimic
the collective behaviour of limited-valence particles. As explained in the introduction,
being the work in collaboration with the group of Prof. Bellini, who was already work-
ing on DNA tetramers in Milan, here we mainly focus on DNA nanostars with valence
three, i.e. DNA trimers. In particular, in the second section, we describe the experi-
mental preparation of DNA nanostar samples, describing the developed procedures to
obtain the maximum yield of well formed structures. The last part of this chapter
is instead dedicated to the preliminary characterization of our systems. Indeed, via
the combination of different experimental methods (gel electrophoresis, UV absorption,
AFM) it was possible to check whether the protocol of structure formation was effective
as well as to monitor the self-assembling process.
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4.1 Structure design

To generate DNA nanostars with specific valence, we dissolved equimolar quantities of
ss-DNA 49-mers, designed to self-assemble around Tsa ⇡ 65◦C (in 50 mM NaCl) into
star-shaped particles with f double-stranded arms of 20 bases each (Fig. 4.1).

Figure 4.1: Schematic representation of the pairing of the DNA sequences in (a) f = 4 and
(b) f = 3 nanostars.

To enable angular flexibility between different arms, bases with no complementary
partner were inserted between the arm-forming sequences. To control the inter-particle
binding, each arm terminates with an identical ss overhang six bases long with sequence
CGATCG. This self-complementary sequence allows for mutual association via Watson-
Crick pairing of the overhangs of close-by structures.
The use of the same overhang sequence for f = 3 and f = 4 provides an identical inter-
action strength in structures of different f , enabling us to ascribe eventual differences
in the phase behaviour of the systems to the different valence.
Since the binding between sticky overhangs is stronger than all other inter-particle
interactions (excluded volume, van der Waals, electrostatic), DNA nanostars provide
an optimal model for highlighting the role of the valence. Similar DNA nanostars
were studied by Luo and colleagues [78] to investigate their gelation in the presence
of enzymatic catalysis. Here, we operate instead in the absence of any enzymes to
benefit of the reversibility of the DNA interaction and systematically investigate the
equilibrium phase behaviour.
As mentioned, star-shaped DNA nanostructures are formed from the controlled self-
assembly of complementary oligomers. Each nanostar is thus composed by a number
of sequences which is equal to the number f of double-helical arms.
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In particular, f = 4 nanostars are self-assembled starting from the following four 49mer
sequences:

1. 5’-CTACTATGGCGGGTGATAAAAACGGGAAGAGCATGCCCATCCACGATCG-3’

2. 5’-GGATGGGCATGCTCTTCCCGAACTCAACTGCCTGGTGATACGACGATCG-3’

3. 5’-CGTATCACCAGGCAGTTGAGAACATGCGAGGGTCCAATACCGACGATCG-3’

4. 5’-CGGTATTGGACCCTCGCATGAATTTATCACCCGCCATAGTAGACGATCG-3’

The three sequences forming f = 3 nanoconstructs are instead:

1. 5’-CTACTATGGCGGGTGATAAAAACGGGAAGAGCATGCCCATCCACGATCG-3’

2. 5’-GGATGGGCATGCTCTTCCCGAACTCAACTGCCTGGTGATACGACGATCG-3’

3. 5’-CGTATCACCAGGCAGTTGAGAATTTATCACCCGCCATAGTAGACGATCG -3’

Each strand is designed to bind to two other strands with two 20 bases long segments,
leading to the formation of the double helical arms of the structure.
As already mentioned, two A bases without complementarity are placed in between
the arm-forming segments to release angular constraints between the arms arising from
the crowding of paired strands at the center of the constructs, thus creating a branch
point. With such choice, arms are allowed some flexibility in their mutual angles. For
the same reason, another A base with no complementary partner is added before the
six bases overhangs. In this way each overhang is allowed to rotate. This minimizes the
constraints on the mutual orientation of two bound constructs, since each can freely
rotate around the axis connecting the centers of the two structures.
Despite the flexibility of the structures, electric charges on the phosphate groups tend
to keep the construct arms away from each other, favouring a nearly 3D tetrameric
shape for the f = 4 constructs and an open flat structure for the f = 3 constructs.

4.1.1 Temperature behaviour
It is worth to note that, being the structure of our DNA nanostars characterized by
two different length scales (i.e. the length of the double helical arm and the length of
the sticky terminal), the system exhibits a very-well defined temperature behaviour.
Indeed, the melting temperature of a DNA chain crucially depends on its length, i.e. on
the number of nucleobases forming the strand. In general, the longer the sequence, the
higher the melting temperature will be. Therefore, since the length of the overhangs -
6 bases - is much smaller than the length of the arms - 20 bases - the binding between
overhangs of different nanostars should start becoming relevant at Tb ⇡ 42°C ⌧ Tsa.
Hence, a large temperature interval Tb < T < Tsa is found in which in which nanostars
with desired valence are well-formed but weakly interacting.
As a consequence, upon decreasing the temperature from high values, the system
changes from a mixture of single strands at T > Tsa, to a solution of independent
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Figure 4.2: Right: Representation of f = 3 (top) and f = 4 (bottom) nanostars. Left:
Schematic of the temperature behaviour of the systems.

constructs in the interval Tb < T < Tsa to a state in which the nanostars are bound in
a three-dimensional network when T < Tb (Fig. 4.2). Indeed, for T < Tb, the number
of bonded overhangs progressively increases, giving rise to a tridimensional network of
bonded nanostars.

4.1.2 Estimate of 4G and Tm for nanostar overhangs
By using the NN model (Sec. 2.1.2), one can provide an estimate of the free energies and
the melting temperatures for the sticky terminals from database values. Specifically, by
adopting the values for �HQ and �SQ listed in Ref. [62], it is possible to determine the
enthalpy and entropy associated to the hybridization of the sticky ends, thus providing
the interaction energy between the DNA structures.
Specifically, by summing up all quadruplet contributions one finds:

�H(CGATCG) =
X

N−1

�HQ +�HINIT = (4.1)

= (−10.6−8.2−7.2−8.2−10.6 + 0.2) kcal/mol = −44.6 kcal/mol

and
�S(CGATCG) =

X

N−1

�SQ +�SINIT +�SSALT = (4.2)
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= (−27.2−22.2−20.4−22.2−27.2−5.7−6.7) cal/molK = −132 cal/molK

The term �SSALT represents a correction due to the fact that tabulated values refer
to 1 M NaCl while our experiments are mostly performed at a total ionic strength of
around 50 mM [62].
Moreover, the hybridization energy and enthalpy estimates enable us to predict the
melting temperature Tm of the duplexes. Indeed, the melting temperature of the sticky
ends is a crucial parameter in designing the structures and in determining the proper
length of the overhang sequences. When dealing with self-complementary sequences, as
the 6-mer forming the overhangs, Tm can be simply expressed as:

1

Tm

=
R

4H
ln(f [c]) +

�S

4H
(4.3)

where [c] is the molar concentration of the DNA nanostars.
As we will see in the following chapter, the critical concentration for our f = 3 nanostars
will be cDNA = 4.5mg/ml: for such value, the calculated melting temperature in 50mM
NaCl results equal to Tm = 26.7°C.

4.2 Sample preparation

In order to realize DNA nanoconstructs with specific valence, the first step was to define
a systematic and reproducible protocol of sample preparation. Given the necessity of
creating only nanostars with the correct valence, sample preparation resulted highly
tricky. After numerous trials, it was possible to develop and progressively optimize a
standard procedure which guarantees the correct formation of the desired structures.
The developed protocol for structure formation consists of 4 steps: purchase, recon-
struction, deposit and sealing, annealing.

1. Purchase:

DNA sequences were purchased from two different companies, PRIMM and IDT, with
different degrees of purification. Both companies provided us samples of dehydrated
synthetic oligomers.
Purchasing DNA oligomers from different companies was useful to create a robust pro-
tocol of sample preparation, independent from the way in which the synthetic DNA
was delivered. Moreover, such choice allowed a direct comparison between the yields
of well-formed structures achieved by following slightly different protocols of sample
preparation (due to the differences in DNA oligo delivery) and it provided a quantita-
tive evaluation of the reproducibility of our measurements.
One crucial point to achieve a significant yield of DNA nanostars with the correct
valence was the definition of the proper degree of purification suited for our synthetic
DNA sequences. Indeed, during DNA synthesis, each nucleotide is sequentially attached
to the growing chain of synthetic nucleobases: thus, in each attaching cycle, a small
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percentage of the oligo chains may not be extended. As a consequence, the resulting final
product is always a mixture of full length sequences and truncated ones. Therefore,
after the chemical synthesis, some truncation products and small organic impurities
typically contaminate the final oligomers. In order to avoid it, companies provide
different methods of oligo purification which result in different degrees of purity of the
final products. In general, higher degrees of purification guarantee a much cleaner
sample, in term of length polidispersity and synthesis impurities, but this reflects in a
much lower oligo yield. Typically, companies provide three options for oligo purification:

• Polyacrylamide Gel Electrophoresis (PAGE): This method of purification uses
high percentage acrylamide gels to separate and elute the full-length product
from all shorter species with great efficiency. PAGE is the most efficient means
of purification for oligonucleotides that are unmodified. PAGE purification does
result in an unavoidable loss of mass because it is physically impossible to recover
every bit of full-length product from a gel slice. However, the loss of mass is
typically an acceptable trade for the increase in purity. This kind of purification
selectively separates oligonucleotides as a function of their length. The accuracy
of the procedure ensures a very high purity level of product (up to 95-99% of
full-length product) and control quality measurements can be done by using ESI
(a particular kind of mass spectrometry). This degree of purification is highly
recommended for oligomers longer than 60 bases.

• High Performance Liquid Chromatography (HPLC): HPLC is a form of column
chromatography that utilizes a column to hold a stationary phase while the sample
is applied within a mobile phase. The analyte’s motion through the column is
slowed by specific chemical or physical interactions with the stationary phase as
it passes through the length of the column. The amount of retardation depends
on the nature of the analyte, stationary phase and mobile phase composition
and, thus, retention time is unique for each analyte. This kind of purification
helps to remove truncated synthesis products and to enrich purity. Such degree
of purification is recommended for oligos greater than 40 bases in length and
for many modified oligos. Again, there will be an unavoidable loss of mass due
to purification but this will be offset by the gain in purity. HPLC purification
typically results in approximately 85% purity. Purity guarantees are issued on
sequences up to 60 bases as long as they are not heavily modified or do not
contain significant secondary structures. In general, HPLC tends to produce
oligonucleotides that are slightly less pure than PAGE, but typically, with a higher
guaranteed yield.

• STANDARD DESALTING: This procedure represents the basic oligo purification:
it only removes residual by-products from the synthesis, cleavage and deprotection
procedures. For many applications, standard desalting is acceptable for oligos less
than or equal to 35 bases in length since the overwhelming abundance of full-length
oligo outweighs any contributions from shorter products.
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Finding the purification suited for our specific aims was a difficult task. Basically, we
tried to find a compromise between the need to work with very high DNA concentrations
(which in turn requires a very high oligo yield) and the necessity to minimize the number
of ill-formed structures (which can achieved by having more than 95% of full-length
oligos). After numerous experimental trials, PAGE purification, providing the higher
percentage of full length product, emerged as the best solution to reduce the amount
of ill-formed structures.

2. DNA Reconstruction

Since both companies provided us dehydrated DNA oligomers, the second step of our
protocol for sample preparation consisted of DNA dissolution in appropriate quantities
of NaCl electrolyte solutions with controlled ionic strength. In particular, experiments
were performed at different salt concentrations, ranging from 50mM to 500 mM NaCl.
NaCl solutions were prepared using degassed ultra-pure deionized water with an elec-
troresistance above 18 m⌦ cm�1 obtained by a Milli-Q system present in our chemical
laboratory.
f = 3 nanostars were formed by mixing equimolar quantities of the three strands in-
volved in the structures. To minimize the amount of ill formed nanostars we took par-
ticular care to ensure that the f distinct oligomers were present in equal stoichiometric
amount in all samples. In the case of PRIMM oligomers, the company pre-mixed the
f sequences, preparing a single starting solution by mixing the sequences in equal ra-
tios. The obtained homogeneous mother solution was then divided into several aliquots,
which were then dried for subsequent use and delivered. IDT, on the other hand, did
not pre-mix the f sequences: we thus received f different aliquots each one containing a
specified amount of only one of the three sequences in a dehydrated form. In this case,
after redissolving the aliquots, we could prepare the solutions of nanostars by directly
mixing equimolar quantities of the three sequences.

3. Deposit and Sealing

DNA samples were inserted into cylindrical, borosilicate glass tubes, commonly used in
NMR preparation (inner diameter d = 2.4 mm). Such tubes are equipped with little
home-made teflon caps, endowed with a very narrow hole in their center which acts
like a guide for a syringe needle. This expedient helped in achieving a very accurate
preparation of the samples, allowing the correct deposit of all the DNA solutions on
the bottom of the cuvette, without the risk of losing part of them on the cuvette walls.
All samples were topped with about 30 ml of silicon oil in order to avoid evaporation
and condensation on the tube walls and flame sealed using a butane lamp.

5. Annealing

Solutions were inserted in a oven, brought to 90°C for 20 minutes (thermal denaturation)
and slowly cooled to room temperature in approximately 8 hours.
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4.3 Preliminary Investigation

Once defined the procedure for structure formation, the following step was to check
whether the self-assembling nanostars behave as expected. To this aim, we carried
out a preliminary investigation on our DNA samples, with the specific aim of testing
the validity of the sample preparation procedure. Specifically, in collaboration with the
Biology Department of the University of Milan, it was possible to run gel electrophoresis
experiments to evaluate the percentage of well formed nanostars. Moreover, using UV
absorption measurements, it was possible to monitor the two-step melting profile of
our f = 3 DNA nanostars, thus confirming both the formation of the structures as
well as the binding of different nanostars via Watson-Crick base pairing of the sticky
terminals. Interestingly, using this technique, was also possible to investigate how the
melting process was affected by the ionic strength of the medium. Eventually, AFM
measurements allowed for the visualization with nanometric resolution of both isolated
and bonded DNA nanostars.

4.3.1 Gel electrophoresis
In order to verify the formation of the desired structures, f = 4 and f = 3 nanostars
were dissolved in NaCl electrolyte solutions (considering that each phosphate dissociates
one cation, the ionic strength of the solution was chosen so that the resulting counterions
concentration of the sample is approximately 48 mM NaCl), diluted in TBE buffer to
a concentration of ⇡ 100 ng/ml (maintaining the same ionic strength), marked with
ethidium bromide and inspected via gel electrophoresis (4.3). Electrophoretic runs were
performed under non-denaturing conditions in 3% agarose gel at temperatures between
33◦C and 35◦C to minimize interactions between the sticky-ends. The temperature
could not be increased further because the agarose gel melts at 40◦C.

Figure 4.3: Gel electrophoresis of f = 3 nanostars after running for 20 minutes in agarose gel.
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In lane C a ds-DNA size marker (pUC8 HaeIII fragment lengths varying from 587 to
80 bp) was used to approximately gauge the position of the DNA structures. In lane A
and B a solution of f = 3 nanostars and of f = 4 nanostars were respectively loaded.
From the analysis, performed by the group of Prof. Bellini, emerged that fully formed
structures involve about 93% of the total DNA for both f = 3 and f = 4 nanostars.

4.3.2 UV melting profiles
As explained in Sec. 4.1.1, our DNA nanostars are designed to undergo a well-defined
two-step self-assembling behaviour. In particular, the hybridization process leading to
the formation of the nanostars should take place at temperature values significantly
higher than those at which the mutual interactions between overhangs start to occur.
In order to verify such presumed behaviour, we performed UV absorption measure-
ments to experimentally evaluate the melting temperatures of our system, aiming at
confirming the presence of a temperature gap in which nanostars are formed but weakly
interacting. For these measurements, DNA solutions of f = 3 nanostars were prepared
at a very low concentrations (0,075 mg/ml) in order to operate in the range in which
the relation between absorbance and concentration is linear, i.e. in which the Beer-
Lambert law is valid (for 0.1 < A < 0.8). For the same reason, we also decide to use a
spectrophotometric cuvette with a very short optical path (1 mm). To properly moni-
tor the structure formation, samples were annealed directly in the spectrophotometric
cuvette. For each investigated sample, we equilibrated the DNA solution at 90°C for 20
minutes with the specific aim of thermally denaturing any possible mismatched ds-DNA
randomly formed before the annealing, obtaining an homogeneous solution of ss-DNA.
Fig. 4.4 shows the absorption spectrum acquired after a waiting time of 20 min at 90°C
on a solution of f = 3 nanostars (50 mM NaCl).

Figure 4.4: Absorption spectrum at 90°C on a solution of f = 3 nanostars (50 mM NaCl).
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The reported spectrum is the typical absorption spectrum for ss-DNA: as expected
purine and pyrimidines bases absorb strongly only in the near ultraviolet region. Specif-
ically, saving the peak at approximately 200 nm, where nearly everything absorbs, one
can clearly observe the typical absorbance band of DNA between 240 and 380 nm, with
the expected peak at � ⇠ 260 nm (inset of Fig. 4.4).
As discussed in Sec. 3.2.3, the position of such peak depends on several factors (in-
cluding the base composition of the sequence) and can be thus slightly shifted from
the aforementioned value. Indeed, in our case, the wavelength corresponding to the
maximum absorbance is � = 258.5 nm.
Once obtained the absorbance spectrum at 90°C, where the system is entirely composed
by single strands in solution, the next step was to acquire the same spectrum at a lower
temperature (e.g. T = 5°C), where most of the DNA sample is supposed to be in a
double helical conformation. Indeed, as previously shown in Fig. 3.9, we expected a
change in the absorption spectrum due to hypochromicity.
Fig. 4.5 shows the result of the comparison between the two spectra acquired at 90°C
and 5°C. Interestingly, a marked hyperchromism of around 20% results from the com-
parative analysis of the two spectra, thus allowing for the investigation of the melting
processes.
After this important confirmation, it was possible to perform a melting experiment by
monitoring the absorbance at 258.5 nm as a function of the temperature. Specifically,
after equilibrating the sample at 90° for 20 minutes, we slowly lower the temperature to
5°C, with a cooling rate of 0.32 °C/min (since, below room temperature, condensation
may occur we gently blew a stream of liquid nitrogen through the sample compartment).
The choise of such a low temperature gradient is due to several reasons. Firstly, ther-
mal equilibrium must be reached between the Peltier temperature controller and the

Figure 4.5: Comparison between spectra at 90°C and 5°C for f = 3 nanostars (50mM NaCl).
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solution in the cuvette. In fact, despite many experimental settings simply assume that
the Peltier controller temperature is equivalent to the temperature of the sample, this
assumption is often inaccurate. Actually, the temperature of the sample may differ by
as much as 6–7°C (especially at very high or very low temperatures). Transmission
of heat to the cuvette (to reach thermal equilibrium) is also not instantaneous. With
temperature gradients above 0.5°C/min, the sample temperature may thus not reach
equilibrium. Moreover, not all association processes are as fast as Watson-Crick duplex
formation . Rapid decrease in temperature may thus lead to experimental curves that
do not correspond to the equilibrium curves. This may in turn lead to an inaccurate
Tm determination (overestimated by the heating profile, underestimated by the cool-
ing profile). For such reasons, following [102], we decided to work with temperature
gradients in the 0.1–0.4°C/min range (i.e. 6–24°C/hour).
Fig. 4.6 shows the normalized cooling profile (in the 70°-5°C temperature range) for
a solution of f = 3 nanostars (NaCl 50 mM). The molar concentration of NaCl was
chosen so that the melting temperature of the two processes (i.e. nanostars formation
and overhang hybridization) should fall in the investigate temperature window. Indeed,
numerical prediction from http://www.nupack.org, suggested that, at the investigated
DNA concentration, the melting temperature for the structure formation should be
Tm ⇠ 64°C, while the one for the sticky end hybridization should be approximately
Tm ⇠ 11°C. As it can be observed, the temperature behaviour of the system follows
our expectations: starting from high temperatures, the melting curve clearly shows two
distinct decays. By determining the maximum of the first derivative of the absorbance
signal (Fig. 4.7), one can easily observe that the experimental Tm = 61.0°C is in a
good agreement with the aforementioned numerical predictions. The first melting can

Figure 4.6: Cooling profile for a solution of f = 3 nanostars (NaCl 50 mM). The inset shows
the T-interval in which the absorbance remains nearly constant.
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Figure 4.7: First derivative of the absorbance signal for both the observed melting processes
(50 mM NaCl).

be thus be ascribed to the formation of DNA nanostars from the solution of comple-
mentary ss-DNAs. By further lowering the temperature, one can find a well-defined
temperature interval, ranging roughly from 45°C to 25°C (inset of Fig. 4.6), in which
the absorbance values remain constant. Such region confirms the presence of a temper-
ature interval in which DNA nanostars are formed but not yet interacting. At lower
temperatures, a further decrease in the absorbance indicates the formation of bonds be-
tween different structures through the hybridization of the sticky terminals. Clearly, as
this hybridization process involves only six bases, the associated absorbance decrease is
much less pronounced than the previous one. Nevertheless, it is still enough to evaluate
the experimental melting temperature for this process, which results Tm = 15.4°C

Ionic strength dependence

Once established the validity of the melting protocol, we performed a series of analogous
cooling experiments, aiming at investigating the effect of the ionic strength on the
temperature behaviour of our system.
Indeed, as already discussed, the melting temperature of a DNA strand crucially de-
pends on the salt concentration of the medium: in low salt, a given DNA sequence
will melt at a lower temperature than in a higher salt concentration. Such behaviour
can be ascribed to the polyanionic nature of the DNA molecule. In fact, the salt has
an effective role in “shielding” the negative charges of the phosphate groups: when
such charges are not shielded, the electrostatic repulsion makes it energetically more
favorable to separate the strands, lowering the melting temperatures.
Therefore, in principle, the temperature behaviour of the system may be tuned by
simply changing the ionic strength of the medium.
In order to check the validity of such assumption, we prepared several solutions of DNA
nanostars, fixing the DNA concentration to 0.075 mg/ml and progressively increasing
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Figure 4.8: Cooling profile for a solution of f = 3 nanostars (500 mM NaCl). The inset shows
the T -interval in which the absorbance remains nearly constant.

the ionic strength of the solutions (up to 500 mM NaCl). As a significant example,
we discuss in the following the cooling profile (90° - 20°C) of a DNA sample having a
500mM NaCl ionic strength. The experimental melting curve is reported in Fig. 4.8.
As it can be easily seen, the higher ionic strength results in a significant shift of both
melting processes towards higher temperatures (Fig. 4.9). As a consequence, the tem-
perature interval in which the nanostars are well-formed but weekly interacting is still
present, but it also shifted towards higher T values (inset in Fig. 4.8).

Figure 4.9: First derivative of the absorbance signal for both the observed melting processes
(500 mM NaCl).
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Figure 4.10: Cooling profile for a solution of f = 3 nanostars at different salt concentrations.

Therefore, as expected, the ionic strength of the solutions plays a very thin role on
the temperature behaviour of our system which can be successfully monitored via UV
absorption.
A comparative summary of the experimental cooling profiles at different salt concen-
trations is reported in Fig. 4.10.
As we will show in the following, such results provided a robust reference for subse-
quent experiments on the dynamic behaviour of f = 3 DNA nanostars at different salt
concentrations.

[Na+] (mM) TI
m(°C) TII

m(°C)
50 61.0 15.4
100 65.7 19.3
150 68.8 21.9
500 74.6 30.4

Table 4.1: Summary table of the experimental melting temperatures for f = 3 nanostars.

Reversibility

So far, we have shown how UV absorption measurements can be used to experimentally
verify the programmed self-assembly of the desired structures as well as to control the
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effects of the ionic strength on the melting processes.
Anyhow, a crucial point that still needs to be investigated is related to the thermo-
reversibility of the observed temperature behaviour. Indeed, a fundamental and widely
exploited feature of programmable DNA interactions is given by their thermo-reversible
nature, which make them appealing for the design of innovative smart materials.
In this respect, following our purpose of creating a thermo-reversible equilibrium gel of
limited-valence DNA nanostars, we performed further melting experiments to directly
evaluate the reversibility of the assembling processes.
Being our samples chemically resistant to heat degradation, we carried out a simple
reversibility test, which consists of a melting cycle (cooling! heating) starting with a
cooling experiment. Indeed, starting from a low temperature implies that the initial
state corresponds to a thermodynamic equilibrium state, and it is often difficult to
estimate the incubation time required to achieve it. At high temperature, on the other
hand, the samples should be denatured, and the dissociated state is thus well defined.
An example of such a cooling-heating experiment is presented (80°C ! 10°C ! 80°C)
in Fig 4.11.
As it can be seen, the heating and cooling profiles are perfectly superimposable. Such
behaviour indicates that any experimental problems, e.g., presence of air bubbles in the
solution, evaporation at high temperature, sample degradation, have been successfully
avoided and that the observed transitions are both kinetically reversible.

Figure 4.11: Superimposable heating and cooling profiles for f=3 nanostars (150mM NaCl).

101



4. Design and preliminary investigation of DNA nanostars

4.3.3 AFM Visualization
Once verified the validity of our protocol of structure formation, we performed a series of
AFM measurements on samples of DNA nanostars in order to visualize both the struc-
ture of the isolated DNA constructs as well as the texture of the self-assembled samples.
Due to the nanometric dimensions of the individual nanostars (the double helical arms
consists of 20 bp, i.e. approximately 8 nm), such measurements required special at-
tention to obtain good resolution images. Anyhow, AFM visualizations of nanometric
DNA structures (such as Y-shaped, H-shaped or DNA polyhedra) previously reported
in literature [109, 110] ensured the feasibility of such delicate measurements.
As already mentioned, in order to be properly resolved by AFM, samples must be immo-
bilized onto flat, smooth, stationary substrates. To this purpose, after numerous trials,
we developed a specific protocol for the immobilization, incubation and visualization of
our DNA samples. Specifically, such method involved the use of divalent cations (i. e.
Mg2+) as bridges to immobilize charged DNA molecules onto mica surfaces.
The main steps of the protocol are schematically summarized in the following:

• Sample dilution with 2mM MgCl2 solution;

• Deposit onto freshly cleaved mica;

• Overnight incubation to electrostatically immobilize the investigated samples on
the mica surface (this step may be done at room temperature or in a controlled
temperature environment);

• Rinsing with ultra-pure deionized Milli-Q water (electroresistance above 18 m⌦ cm�1);

• Drying under nitrogen flux;

• Promptly imaging using Tapping-Mode AFM.

Following the scheme, we managed to visualize with proper resolution the self-assembled
nanostars deposited on the mica substrate. In order to reduce experimental problems
related to adhesion of the sample on the AFM probe, we started the AFM investigation
by using solutions of highly diluted DNA nanostars (i.e. 0.1 mg/ml). In fact, since
the tip of the AFM probe and the mica substrate have similar surface chemistries, the
cations and the DNA sample can also stick to the AFM probe in a similar manner as
they adhere to the mica. All measurements were performed at room temperature.
Fig. 4.12 shows an example of good resolution images obtained by using TM-AFM. As
it can be seen, after the incubation, isolated nanostars adhere to the mica substrate. In
the white frame, panel b, one can clearly observe a branched structure (the area within
this frame is shown at a greater magnification in panel c). The height profile along the
white line (Fig. 4.12d) confirms that the observed structure is a DNA structure, being
its height slightly lower than 2 nm, as expected for DNA deposited onto mica surfaces
[113]. Since AFM measures topography, it actually collects matrices of data (x, y, z)
relative to the scanned areas: a tridimensional graph can thus be plotted to have an
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Figure 4.12: AFM images of isolated DNA nanostars: topography channel (a) and phase
channel (b). The area within the white frame is shown at greater magnification in panel (c).
Panel (d) shows the height profile along the white line in the image of panel (c).

accurate visualization of the investigated structures. Therefore, to better resolve the
observed branched structure, a tridimensional plot is reported in Fig. 4.13.
Fig. 4.14 shows another example of high resolution AFM visualization of our nanostars.

Figure 4.13: 3D visualization of an isolatedf = 3 nanostar.
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Figure 4.14: AFM images of isolated DNA nanostars: topography channel (a). The area
within the white frame is shown at greater magnification in panel (b). Panel (c) shows the
height profile along the white line in the image of panel (b).

As the DNA concentration is higher than the previous one (0.2 mg/ml), it is possible to
observe a large number of branched DNA structures, isolated or bonded one to the other.
Again, in Fig. 4.14b, we show a magnification of a well-resolved trimeric structure,

with the height profile relative to the white line (Fig. 4.14c). Even in this case, the
height distribution is compatible with the expected one for DNA chains immobilized
onto mica substrates. Interestingly, the tridimensional representation shown in Fig.
4.15 confirms the expected open and flat structure for the f = 3 nanostars, which can

Figure 4.15: 3D visualization of an isolated f = 3 nanostar.
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Figure 4.16: AFM images of two bonded DNA nanostars: topography channel (a). The area
within the white frame is shown at greater magnification in panel (b). Panel (c) shows the
height profile along the white line in the image of panel (b).

be reasonably ascribed to the electrostatic repulsion between the negatively charged
double helical arms.
A careful look to Fig. 4.14, panel a, reveals that, even at such low concentration,
some nanostars result bonded to the neighbouring ones. Even if complex aggregates
are difficult to resolve, appearing as large clusters of amorphous and not well defined
shapes, smaller aggregates (e.g. of only two nanostars) can be easily identified. A well-
resolved example is reported in Fig. 4.16. Even in this case, the 3D reconstruction is
helpful for visualizing the structural details of the two bonded nano-structures.

Figure 4.17: 3D visualization of two bonded f = 3 nanostars.
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One fundamental point that need to be discussed involves the apparent sizes of the
observed structures. In fact, due to the convolution with the tip of the AFM probe,
the objects visualized through this technique tend to be larger than the real ones. Such
a problem has been deeply investigated in the AFM field and it apparently originates
from the geometry of the AFM probe tip itself which can directly affect the image
resolution, thus creating imaging artifacts. Currently, the most common method to
avoid the problem is to use appropriate AFM tips with a curvature radius smaller than
the characteristic sizes of the investigated structures.
Following this line, we performed all the measurements using a tiny tip, with a very small
radius of curvature (2 nm), which is particularly useful in preventing imaging artefacts
related to the tip geometry. The selected tip significantly minimizes this effect, though
the observed star-shaped DNA structures still appear slightly larger than they actually
are.

Network of bonded DNA nanostars

Once visualized the isolated nanostars, we performed a set of measurements aimed at
investigating the texture of the self-assembled network.
Indeed, as already discussed, each arm of the nanostars terminates with a self-complementary
sequence which allows for the mutual association via Watson-Crick base pairing of the
overhangs of close-by structures. Therefore, we expected that at sufficiently low tem-
perature (i.e. lower than the melting temperature of the overhangs) a spanning network
of bonded nanostars should be present in our samples.
Since, as shown by UV measurements, the melting temperatures crucially depend on
the salt concentration, the samples for this investigation were prepared by using an
electrolyte solution having 500 mM NaCl ionic strength, so that the network already
forms at room temperature. Higher salt concentrations need to be avoided, as the
presence of salt crystals may interfere with the AFM measurement, with the serious
risk of irreparably damaging the tiny AFM tip.
With the same purpose of creating a network of bonded nanostars, we increased the
DNA concentration so to have a much denser sample (the total DNA concentration is
equal to 2.5 mg/ml).
Moreover, to ensure the proper formation of the spanning network, we slightly varied the
preparation protocol, performing the deposition and incubation of the sample directly
in an environment with a controlled temperature of T = 4�C.
By using these shrewdnesses, we managed to immobilize the network of bonded struc-
tures on the mica surface.
Fig. 4.18 shows an AFM topographic scan of the sample surface. As it can be seen, the
topographic profile exhibits evident differences with respect to the previous samples.
Indeed, while in the previous cases, samples were mainly characterized by the presence
of individual nanostars (or small clusters of few aggregated ones), the present one clearly
shows the coexistence of a network of bonded nanostars (white arrows) and of isolated
ones (white squares). Such result nicely supported the expected temperature behaviour
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Figure 4.18: AFM topographical scan of a sample of f = 3 nanostars (cDNA = 2.5mg/ml).

of the system, confirming the possibility of creating networks of self-assembled DNA
structures by simply exploiting the Watson-Crick base pairing.
From the tridimensional plot (Fig. 4.19) one can accurately visualize the texture of the
self-assembled network, which appears to be constituted of structures whose sizes are
compatible with ones expected for our f = 3 nanostars.

Figure 4.19: 3D visualization of a sample of f = 3 nanostars (cDNA = 2.5mg/ml).
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Figure 4.20: AFM topographical scan of a sample of f = 3 nanostars (cDNA = 9.0mg/ml).

A further attempt to visualize the texture of the network of bonded nanostars was done
by using a different strategy.
Specifically, we tried to significantly increase the DNA concentration up to cDNA =
9.0mg/ml (in 50 mM NaCl), where, as we will see in Chapter 5 and 6, we expected the
formation of a stable DNA hydrogel at low enough temperatures.
Hence, as in the previous case, we performed the deposition and incubation of the
sample directly in an environment with a controlled temperature of T = 4�C.
Once again, in line with the expectations, AFM reveals the presence of a network of
bonded nanostars.
A topographical scan of the investigated sample is reported in Fig. 4.20.
As it can be seen, the difference with the previous sample, prepared at much lower
DNA concentration, is evident. Indeed, in the present case, we can easily observe the
occurrence of a network of much more tightly bonded DNA nanostars which is in line
with the expected topography of biological hydrogels.
Trimeric entities are difficult to recognize in the thick texture of the gel. Nevertheless,
some of them can hardly be observed in the regions where the texture of the network
is less compact (white squares in Fig. 4.20).
Currently, we are working to analyze the periodicity of the image in order to quantita-
tively estimate the mesh size of the self-assembled hydrogel.
As shown in Fig. 4.21, the height distribution associated to the previous AFM scan is
centered on a value which is compatible with the one expected for DNA nanostructures,
thus confirming the formation of a gel entirely made by all-DNA particles.
By combining the precedent information, it was possible to obtained a tridimensional
reconstruction of our DNA hydrogel (Fig. 4.22).
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Figure 4.21: Height Distribution associated to the topographical scan of Fig. 4.20.

As it can be seen, the image appears slightly more noisy than the ones obtained for sam-
ples at lower DNA concentrations. Indeed, at such high DNA densities, the enhanced
viscoelasticity of the sample hampered the successful execution of the measurement.

Figure 4.22: 3D visualization of a sample of f = 3 nanostars (cDNA = 9.0mg/ml).
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Chapter 5

DNA goes critical

“There is no such thing as a failed experiment,

only experiments with unexpected outcomes”

Richard Buckminster Fuller

One of the most intriguing peculiarities of our DNA nanostars is represented by the
possibility of finely tuning their self assembling behaviour by simply changing the tem-
perature of the system. In the previous chapter we have shown how this possibility can
be experimentally proved: to this aim, we have introduced our limited-valence DNA
nano-structures and systematically characterized their peculiar temperature behaviour.
Here, instead, we address the fundamental issue of experimentally determining the
phase diagram of such limited-valence DNA particles, with the specific purpose of test-
ing recent theoretical predictions concerning the key role played by the valence on the
phase behaviour of colloidal systems.
In order to do this, in the first section of this chapter we focus on the phase separation
phenomena that we observed in our solutions of DNA nanostars (in a well-defined
range of DNA concentrations) on cooling down the systems below a critical temperature
value. Specifically, after showing empirical evidences confirming the occurrence of phase
separation in our samples, we present an experimentally determined phase diagram for
f = 3 and f = 4 nanostars.
Moreover, in the second section, we deeply investigate the critical behaviour of DNA
samples, showing how scattering experiments can be used to directly monitor the critical
phenomena, providing accurate estimates of important parameters, such as the critical
temperature or the correlation length of the systems.
Eventually, in the last section, we discuss the results of a series of DLS measurements
performed on critical samples which clearly indicates that the dynamics of our systems
is surprisingly much richer than anticipated. Indeed, as the critical point is approached,
the field correlation functions become characterized by a two-step relaxation process.
Interestingly, the slow relaxation time exhibits an Arrhenius behaviour with no signs of
criticality, thus demonstrating a novel scenario where the critical slowing down of the
concentration fluctuations is enslaved to the large lifetime of the sticky bonds.
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5.1 Phase behaviour of DNA nanostars

As already mentioned, one of our main goals was the experimental investigation of the
phase behaviour of f = 3 nanostar systems.
To this aim, we systematically explored a large window of DNA densities in a rather wide
range of temperatures to determine the region in which the system forms a supramolec-
ular network, the region in which the network becomes nonergodic and the region in
which the network formation is precluded by phase separation (a schematic represen-
tation of these regions is shown in Fig. 5.1).
By comparing the results of such investigation with the ones obtained by the research
group of Prof. T. Bellini on f = 4 solutions, we were able to evaluate the role played
by the valence on the phase behaviour of our systems.

Figure 5.1: Schematic representation of the relevant thermodynamic and dynamic properties
of network-forming limited-valence systems.

5.1.1 Meniscus visualization
On discussing the temperature behaviour of our systems (Sec. 4.1.1), we have shown
that below a specific temperature value Tb (defined as the temperature at which 10% of
the sticky ends are hybridized), the interactions between overhangs of different nanos-
tars start becoming relevant. As a consequence, for T < Tb, a state can be found in
which the nanostars are bound in a percolating network (which eventually arrests at
very low temperatures).
In such a frame, phase-separation may open an even more interesting scenario. Indeed,
if the DNA concentration of the investigated solution falls inside the window of con-
centrations (densities) at which phase separation is expected to occur (Fig. 5.1), at
sufficiently low temperatures we should detect a phase-separation process inside our
sample.
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5.1. Phase behaviour of DNA nanostars

In order to verify this expected behaviour, we prepared a set of f = 3 samples at
various DNA concentrations, ranging from 1.7 mg/ml to 6.5 mg/ml (the ionic strengths
of the solutions were chosen to yield similar ionic conditions in all the samples despite
the difference in the DNA concentrations. For all the samples here investigated, the
resulting conterion concentration is about 50 mM NaCl).
At room temperature, all the samples remained homogeneous with no detectable sign
of phase separation. Anyhow, by decreasing the temperature below a specific DNA
concentration-dependent value, we discovered a dim meniscus of phase separation be-
tween two phases differing in nanostars concentration. Visual inspection of the meniscus
and of its temperature dependence provided a qualitative characterization of the coex-
isting densities, allowing for a preliminary localization of the region of instability.
To speed up the observed macroscopic process of phase separation and to properly
visualize the coexisting phases, samples were centrifuged at 3000g for several hours, by
using a refrigerated/heated centrifuge (EPPENDORF 5702 RH), helpful for achieving
a sharper meniscus inside the samples. The use of a temperature-controlled centrifuge
allowed to determine, for each investigated DNA concentration, a specific value of
temperature T ⇤ such that, samples centrifuged at T < T ⇤ developed a clear meniscus,
while samples centrifuged at T > T ⇤, did not exhibit any sign of phase separation.
It is worth to mention that, while in solutions of f = 4 nanostars the difference in density
between the two coexisting phases was large enough to enable an easy visualization of
the meniscus by naked eye, in the case of the solutions of f = 3 structures, the visual
inspection of the meniscus was much harder and not always possible.
To overcome such difficult, samples were visualized using a Leica Fluorescence Micro-
scope (CCD Zeiss AxioCam ICc3 Digital Camera) endowed with a 20x objective which
allowed for a high resolution visualization of the meniscus inside the samples (Fig. 5.2).

Figure 5.2: Fluorescence microscope visualization of the meniscus (Mag 20x). On cooling,
all investigated samples were found to phase separate into coexisting small droplets, providing
evidence of a phase separation process between two phases differing in particle concentration.
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5.1.2 Phase Diagram
Once located the region of instability for f = 3 nanostars, in collaboration with the
group of Prof. Bellini, it was possible to directly evaluate the coexisting concentrations
via UV absorption.
Specifically, by measuring the absorbance at 260 nm for different temperatures, we
managed to determine the temperature-dependence of the DNA concentration in the
two phases for both f = 3 and f = 4 nanostars and to build the phase diagram reported
in Fig. 5.3 [114]. As mentioned, all the measurements here presented refer to nanostar
solutions having an ionic strength of approximately 50 mM NaCl.
Operatively, to determine such phase diagram, identically prepared samples of f =
4 and f = 3 DNA nanostars were inserted into capillaries and cooled down to the
target temperatures. After a 4 hour-centrifugation at 3000g, each capillary was cut in
sections and for each of them the DNA concentration was determined by measuring the
absorbance at 260 nm with a Thermo Scientific NanoDropTM 1000 Spectrophotometer
(all the measurements were performed in the Department of Medical Biotechnology and
Translational Medicine, University of Milan).
As it can be seen, the range of DNA concentrations where phase separation takes place
is rather limited and it significantly decreases on going from f = 4 to f = 3.

Figure 5.3: Experimentally determined consolution curve for nanostars with f = 3 (blue
dots) and f = 4 (red dots) in the temperature - nanostar concentration plane. The inset
shows the same consolution curve as a function of the total DNA concentration (mg/ml) of
the solutions.

114



5.2. Critical Behaviour

Indeed, our data indicate that the dense phase at coexistence for f = 4 and f = 3
nanostars have markedly different DNA concentration, in good agreement with the
theoretical predictions [16] based on Werheim thermodynamics perturbation theory.
Interestingly, the concentration of the dense phase for both systems is comparable to
the concentration of regular networks in which DNA nanostars are fully-bonded with
f neighbours each. Indeed, simple geometrical considerations indicate that the DNA
concentration of such networks is rather small and strongly depends on the nanostar
valence. For instance, a diamond lattice formed by f = 4 nanostars in which all paired
arms were perfectly aligned would have a DNA concentration of cDNA ⇡ 13.3mg/ml
(this clearly represents a low estimate, since any bending fluctuation of the bonded
nanostar arms may reduce their distance, increasing the concentration). Our findings
thus indicate that the dense fluid phase has indeed a density comparable to the fully
bonded network state.
Moreover, we also found that the critical temperature of the system significantly de-
creases upon lowering the valence, varying from TC ⇠ 25°C for f = 4 nanostars to
TC ⇠ 11°C for f = 3 ones.
Therefore, besides providing the first experimental observation of a critical behaviour
in DNA solutions, such results nicely confirm the theoretical and numerical predic-
tions [16] concerning the role of the valence on the phase behaviour of limited-valence
systems. Indeed, in line with the expectations, the region of instability is found to sig-
nificantly shrink upon decreasing the valence and the critical parameters of the system
(i.e. temperature and nanostar concentration) appear to be strongly dependent on f .

5.2 Critical Behaviour

The experimentally determined consolution curve (Fig. 5.3) necessarily terminates, at
high temperature, in a critical point, which marks the divergence of the concentration
fluctuations. Therefore, in order to characterize the critical behaviour of our DNA
nanostars and to provide evidence that the observed phase separation originates from
a second-order critical phenomenon, we investigated the amplitude and the dynamics
of the pre-transitional concentration fluctuations by studying the amplitude and the
intensity fluctuations of the light scattered by the solutions.
Specifically, a solution of f = 3 nanostars was prepared at the critical concentration (i.e.,
according to the experimental phase diagram, at cc = 4.5mg/ml) and, starting from
high temperatures, the temperature of the system was slowly cooled down to approach
Tc. Measurements were done via static and dynamic light scattering, for different angles
covering the wave-vector range 8.2 mm−1 < q < 30.6 mm−1. This experimental approach
takes advantage of the large refractive index of DNA, enabling an effective detection
of concentration fluctuations. All the measurements were performed in the one-phase
region, by firstly thermalizing the sample at 45°C for 2 hours and then progressively
cooling it in steps. After changing temperature, the sample was allowed to thermalize
for approximately 2 hours before running measurements.

115



5. DNA goes critical

5.2.1 T -dependence of the scattering intensity along the
critical isochore

As discussed in Sec. 3.1.4, the Ornstein-Zernike theory of dynamic critical phenomena
predicts that the scattered intensity I(q), for small values of q, is properly described by
a Lorentzian shape (in addition to a small non-critical background component Inc):

I(q) =
IL(0)

1 + q2⇠2
+ Inc (5.1)

where the zero-wavevector Lorentzian component IL(0) and the correlation length ⇠
diverge as power laws IL(0) = I0(T/Tc� 1)−�and ⇠ = ⇠0(T/Tc� 1)−⌫ with Ising critical
exponents � = 1.237 and n = 0.630 [115]. I0 and x0 provide the reference values
of the critical scattering intensity and of the thermal correlation length far from the
critical point, while Inc accounts for the (small) non-critical component of the scattered
intensity.
Such equation properly expresses the dependence of the scattering intensity on the
temperature and on the scattering wavevector in the critical region and it can thus be
used to accurately estimate important critical parameters such as Tc.
In order to do this, as already mentioned, the intensity scattered by a solution of f = 3
nanostars (prepared at the critical concentration) was detected at different angles by
cooling down the system along the critical isochore (Fig. 5.4).
The simultaneous best fit of the scattered intensity at all the measured T and q values
provided a robust estimate for the four fitting parameters Tc, x0 , I0 and Inc.

Figure 5.4: Intensity scattered by solutions of f = 3 nanostars at the critical density. Mea-
surements were performed at different scattering angles. Lines represent the lorentzian fit (Eq.
1). Figure from [114].
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An analogous analysis has been performed on solutions of f = 4 nanostars.
The resulting values for the critical temperatures are: Tc = 11.6 ± 0.1 °C and Tc =
25.5± 0.1 °C for f = 3 and f = 4, respectively.
The best fit yields x0 = 3.2 nm and x0 = 1.9 nm for f = 3 and f = 4, respectively.
These values are in the range of the hydrodynamic radius of the nanostar (⇡ 4.5 and
4.7 nm for f = 3 and f = 4) and reflect the different critical density of the two systems,
smaller in the case of f = 3.

Critical opalescence

The marked increase of the intensity as the critical temperature is approached provides
a clear evidence of the growth of critical concentration fluctuations. In fact, as already
discussed, sufficiently close to a critical point, the correlation length of a system may
significantly increase, becoming as large as the wavelength of the light used to investi-
gate the sample. In this condition, density inhomogeneities in the scattering medium
diffuse light strongly, thus causing a critical opalescence phenomenon, which can be
easily detected in critical samples.
Fig. 5.5 shows the time fluctuations of the intensity scattered at 90° by the solution of
f = 3 nanostars at the critical concentration.
As it can be seen, on cooling down the system from high temperature, the intensity
fluctuations become progressively more and more pronounced. In proximity of the crit-
ical point (T=12.7°C), we can clearly detect the onset of critical fluctuations, signaling
the imminent phase separation of the sample.

Figure 5.5: Fluctuations of the intensity scattered at 90° by a solution of f = 3 nanostars at
the critical density. Close to the critical point, critical opalescence enhances the fluctuations.
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5.3 Dynamic Behaviour

Once characterized the critical behaviour of DNA nanostar systems, we focussed our
attention on the experimental investigation of their dynamics. Specifically, through dy-
namic light scattering it was possible to characterize the collective density fluctuations
of the systems in a wide region of temperatures and densities. Indeed, the shape of
the correlation functions, associated to the quantitative information inferred from the
scattering intensity, allowed to accurately quantify the approach to the gel state as well
as the approach to the thermodynamic instability at low densities.

5.3.1 Field autocorrelation functions for f = 3 nanostars

Fig. 5.6 shows a set of field autocorrelation functions, reflecting the kinetics of the
DNA concentration fluctuations, measured via dynamic light scattering at the critical
concentration. Analogous measurements were performed on several solutions at various
DNA concentrations, by firstly thermalizing the samples at 45°C for 2 hours and then
slowly decreasing the temperature by steps.
As can be seen, the dynamic behaviour of the system is characterized by the emergence
of a two-step relaxation function, with an intermediate plateau whose amplitude grows
progressively on cooling.

Figure 5.6: Field correlation functions for f = 3 nanostars detected at 90° at the critical
concentration. Measurements were performed at various temperatures: T = 40.4, 30.9, 25.3,
19.8, 18.1, 16.6, 14.7, 13.7, 12.7 °C (symbols). Data are fitted to a single stretched exponential
for T =40.4°C and to a sum of two stretched exponentials for the other Ts (lines).
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Figure 5.7: Example of two-step correlation function (dots) for f = 3 nanostars at at the
critical concentration. The black line indicates the double stretched exponential fit (Eq. 5.2)

This suggests that initially the correlations decay in a frozen environment, with a
timescale significantly different from the slow-process. Only for long time, the structure
relaxes the correlations to zero.
It was found that the observed two step correlation functions can be well fitted to the
sum of two stretched exponentials:

g1(⌧) = Af · e
�( ⌧

⌧f
)�f

+ As · e�( ⌧
⌧s

)�s (5.2)

where Af , ⌧f and �f represent respectively the amplitude, the characteristic time and
the stretching exponent associated to the fast relaxation process. Analogous notation
holds for the slow component.
Fig. 5.7 shows an example of correlation function (dots) and double stretched expo-
nential fit (line).
A closer inspection to the observed behaviour of the field correlation functions enables
to interpret the dynamics of the system: at the highest temperatures explored, the
correlation function is a simple exponential (as expected for freely diffusing particles),
thus confirming the existence of a range in which the constructs are formed and their
interaction is weak.
Instead, as the critical point is approached, the field correlation functions become char-
acterized by a two-step relaxation process, with the appearance of a plateau whose
height (the so-called non-ergodicity factor in glass physics [116]) increases on cooling.
Such behaviour clearly reflects the onset of the programmed attractive interactions be-
tween DNA overhangs, which gradually increase as the temperature is lowered, leading

119



5. DNA goes critical

to the formation of progressively larger clusters of bonded nanostars whose size diverges
at the percolation line. Close to the critical point, which is always located inside the
percolation region [117], an infinite cluster is present. The decay of density correlations
is thus enslaved to the restructuring time of such infinite cluster and hence controlled
by the bond lifetime.

5.3.2 Anomalous dynamic behaviour of nanostar solutions
As seen in the previous section, while I(q) follows what expected from the Ornstein-
Zernike theory of the scattering amplitude (Sec. 3.1.4), the dynamic behaviour of
system appears to be much richer than anticipated. Indeed, according to the theory of
dynamic critical phenomena, we would expect an exponential decay of the correlation
functions characterized by a single characteristic time diverging as power-law upon
approaching the critical point (the so-called critical slowing down).
Here, instead, we found a two-step relaxation of the correlation functions. Moreover,
by fitting the observed curves to the double stretched exponential of eq. 5.2, we discov-
ered an even more surprising behaviour of the characteristic times relative to the two
decorrelating processes.
Specifically, as the temperature decreases, the two characteristic times behave very
differently (Fig. 5.8). At high temperature, the dynamics is the one expected for
independent, free-diffusing DNA nanostars, with a single, exponential decay process
with a characteristic time in agreement with what expected from the nanostar radius.

Figure 5.8: T -dependence of the decay times. At high T the system exhibits a single decay,
with a decay time indicating a hydrodynamic radius of 4.0 nm, consistent with expectations
for independent nanostars. At lower T s a second, slower, decay arises (open symbols).
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As the temperature is lowered, such relaxation develops continuously into the fast
component, with the characteristic time of the fast relaxation changing only very mildly,
similarly to what expected for the temperature dependence of free diffusion.
Quite different is the behaviour of ts, which slows down by nearly three orders of
magnitude in a continuous fashion.
As it can be seen, ts does not show the power-law divergence which is expected for the
critical slowing down.
Fig. 5.9 shows, instead, that the characteristic time of the slow relaxation process
behaves surprisingly as an Arrhenius activated process:

⌧ = ⌧0e
� �G

kBT (5.3)

where ⌧0 is the characteristic time found in the limit of high temperatures.
Interestingly, by fitting the slope of ln(⌧s) as a function of 1/T, it was possible to the
determine �H, the enthalpic component of �G.
Specifically, for the investigated solutions of f = 3 nanostars we found �H = 82
kcal/mol. Such value corresponds to approximately 1.8 times the enthalpic compo-
nent expected for the binding of the sticky overhangs (see Sec. 4.1.2).
To extract the entropic component of �G associated to the slow relaxation, it was
necessary to have an independent estimate of t0. A very simple choice is to assume
t0 = tf , which leads to �S = 266 cal/(mol K). Such value corresponds to about 2
times the entropic component expected for the binding of the sticky overhangs (see
Sec. 4.1.2), in line with what obtained for the enthalpic component.

Figure 5.9: ln(⌧s) plotted as function of 1/T (full symbols) and fitted by an Arrhenius law
(dashed line).
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f = 3 f = 4

�H [kcal/mol] 82 120
�S [cal/(mol K)] 266 386
Number of bonds ⇠ 2 ⇠ 3

Table 5.1: Experimental estimates of �H and �S for f = 3 and f = 4 systems.

An analogous study was parallely done on the f = 4 system. The results of both
analyses are reported in Table 5.1.
Thus, the analysis of the activated dynamics clearly indicates that as critical fluctu-
ations start to develop, ergodicity is achieved via the breaking of the bonds between
nanostars.
Local disruptions of bonds may enable the readjustment of the network of bonded
structures either through nanostars evaporating away from the network and recon-
necting elsewhere or through the rearrangements of network portions which are made
flexible by the opening of bonds. The kinetics of this process is limited by the rate of
unbinding events and it is thus slower than the free diffusion of the structures, being
the lifetime of short-paired oligonucleotides easily spanning into the millisecond regime.
Thus, the analysis of the activated slowing down consistently indicates that to achieve
ergodicity, the system undergoes readjustments that involve the breaking of a number
of bonds which is lower than the particle valence. This notion makes good physical
sense because breaking events take place more probably where the network is weakest,
and less probably involve the disconnection of fully bonded nanostars.
Therefore, as observed, the characteristic time of the slow process, which is closely
associated to the dynamics of critical density fluctuations of DNA nanostars, decay with
a T -dependence that shows no sign of criticality as the critical point is approached.
We interpret the dominance of the activated dynamics over the conventional slowing
down as a consequence of the long lifetime of the bonds between DNA structures, which
is larger than the time necessary for free structures to diffuse over distances comparable
to x. In this conditions, the decay of density correlations hinges on the restructuring of
the large clusters and it is thus determined by the bond lifetime.
The critical slowing down in this system is thus confined in a temperature interval
around Tc, where the collective diffusional time across x becomes larger than the acti-
vated bond rupture. Simple estimates indicate that such interval is too narrow to be
experimentally accessed with our instrumentation (refer to [114] for further insigths).
The breakdown of dynamic universality here observed has strong analogies with the
behaviour of polymeric solutions in the proximity of their critical demixing point: upon
approaching the critical point, such systems feature a double relaxation and follow an
unconventional critical dynamics [118, 119].
In these systems, as in ours, the dynamic behaviour is modified because of the presence
of slow microscopic mechanical relaxations that overshadow the collective dynamics.
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Such anomalous kinetic behaviour may extend in a large range of temperatures, in-
cluding temperatures close to the critical point where the critical behaviour is typically
expected, while the cross-over to the conventional slowing down is pushed to tempera-
tures so close to Tc to be practically undetectable.

5.3.3 T -dependence of the other fitting parameters
Once clarified the behaviour the characteristic times associated to the fast and to slow
relaxation processes of the correlation functions, it is worth to investigate the temper-
ature dependence of the other fitting parameters.
Specifically, in the following, we discuss the behaviour of the decay amplitudes and of
the stretching exponents associated to both the slow and to the fast processes of the
decorrelation.

Amplitudes of the decorrelating processes

Fig. 5.10 shows the temperature dependence of the decay amplitudes associated to the
fast and to the slow correlating process of decorrelation.
As it can be seen, upon lowering the temperature, the two parameters shows con-
sistently opposite trends: while the amplitude of the slow relaxation increases up to
approximately 0.9, the amplitude associated to the fast one decreases till around 0.1.
Clearly, such amplitudes are related to the importance of the corresponding relaxation
processes: from the observed behaviour we can thus confirm our interpretation, al-
ready evident from the correlation functions, that at sufficiently low temperatures, the
dominant process of decorrelation is the one associated to the slow relaxation.

Figure 5.10: T -dependence of the amplitude for the fast and for the slow relaxation process.
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Stretching exponents

It also interesting to investigate the temperature dependence of the stretching exponents
�s and �f associated respectively to the slow and fast relaxation processes of the field
correlation functions.
As it can be seen from Fig. 5.11, even in this case, we can observe a markedly different
behaviour of the exponents associated to the two decay processes.
Specifically, as the temperature is gradually lowered, �f progressively decreases from
around 0.75 to a value of approximately 0.6, on approaching the critical temperature.
At the same time, �s exhibits a moderate increase from around 0.75 to approximately
0.85.
Interestingly, we can interpret the decreasing of the stretching exponent associated to
the fast relaxation as an evidence of an increasing polydispersity in sizes in the isotropic
ergodic phase: indeed, on approaching the critical point, we expect that progressively
larger clusters of bonded DNA nanoconstructs form on gradually cooling down the
system to low temperatures.

Figure 5.11: T -dependence of the stretching exponents for the fast and for the slow relaxation
process.
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Chapter 6

Salt effects on the nanostar dynamics

In this chapter, we present a study of the ionic strength effect on the gelation process
of f = 3 nanostars.
The phase diagram reported in the previous chapter shows that the range of DNA
concentrations where phase separation takes place is rather limited and decreases on
going from f = 4 to f = 3. Since, as discussed, the concentrations of the dense phase are
rather low, our solutions of DNA nanostars offer the promising chance of experimentally
investigating the region of the phase diagram where equilibrium gelation should occur.
Indeed, as explained in Sec. 1.1.4, when phase separation is not intervening, the gel
state can be reached continuously from an ergodic phase through a series of equilibrium
states, always allowing an equilibration time (longer than the bond lifetime) for the
system to rearrange itself. Hence, through a careful equilibration procedure down to
very low temperatures, almost-ideal gel states might become experimentally accessible.
It is known that the ionic-strength affects the binding-unbinding equilibrium of the
DNA strands, by modifying the bonding free energy. Indeed, DNA strands are charged
polymers and, if the terminal binding sequence would be missing, would repeal each
other. Such repulsive interaction is progressively screened by the addition of salt,
resulting in a more favorable binding condition. Indeed, as discussed, the melting
transition of DNA strands is affected by the ionic strength in a predictable way [62, 64].
The ability to modulate the melting temperature of the overhangs with salt offers the
possibility to investigate the role of the bond lifetime (which as we have seen is sensitive
to temperature) on the behaviour of the correlation functions. Specifically we wanted to
clarify whether the ionic strength can have an effective part on the rupture of the sticky
bonds, thus allowing for the possibility of finely tuning their lifetime. We have thus
performed a series of DLS experiments on f = 3 systems at high concentrations (i.e.
at DNA densities which are outside the gas-liquid coexistence region) with the specific
aim of directly investigating the dynamics of equilibrium gels. Such measurements were
carried out on samples with different salt concentrations in order to experimentally
evaluate the effects of the ionic strength on the dynamic behaviour of the system. The
results of such investigations are summarized in the this chapter, reporting an overview
on the dynamics of equilibrium gels in different ionic strength conditions.
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6.1 Behaviour of f = 3 nanostars in the dense region

In the previous chapter we focussed on the dynamic behaviour of the f = 3 system on
approaching the critical point. In that case, all the DLS measurements were performed
at DNA concentrations which were inside the gas-liquid coexistence region, where at
sufficiently low temperatures we expected phase separation. Here, instead, we address
the problem of equilibrium gelation, by exploring the region of the phase diagram which
is outside the phase boundary. Indeed, according to the topological phase diagram re-
ported in Fig. 1.5, the equilibrium gel state can be reached continuously from the
ergodic phase only in the region of the phase diagram where phase separation does not
intervene. In order to characterize the dynamics of the equilibrium gel state, samples
were prepared at a sufficiently high DNA concentration, where the system should not
be subject to phase separation anymore. Specifically, on the basis of the experimental
phase-diagram discussed in the previous chapter, we choose a DNA concentration value,
cDNA = 9mg/ml (dashed line in Fig. 6.1), which was a good compromise between the
necessity to work outside the phase boundary and the impossibility of preparing too
dense samples due to the high viscosity of ds-DNA. To obtain a complete characteri-
zation of the system, encompassing the effects of the ionic strength on the dynamics,
we investigated via DLS the behaviour of f = 3 nanostars at various salt concentra-
tions. In particular, we prepared four samples having the same DNA concentration
cDNA = 9mg/ml and gradually increasing ionic strength, i.e. 50, 70, 100, 150 mM
NaCl (assuming again that each phosphate dissociates one cation).

Figure 6.1: Experimental phase diagram for f = 3 and f = 4 DNA nanostars. The black
dashed line indicates the working DNA concentration (outside the phase boundary for f = 3).
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6.1.1 Static Behaviour

In order to compare the static behaviour of DNA samples at different salt concen-
trations, we investigated their scattering intensities as a function of the temperature.
Specifically, for each sample, we performed a systematic cooling ramp: after equilibrat-
ing the solution at 40°C for 2 hours, we slowly cooled down the system in steps to the
lowest possible temperature (water condensation on the walls of the optical chamber
prevented measurements at temperatures lower than 7°C).
Data collected at 90° for the different samples are reported in Fig. 6.2.
As it can be seen, samples at 50, 70, 100 mM NaCl exhibit a similar behaviour, charac-
terized by a very mild intensity growth on approaching lower and lower temperatures.
On the contrary, the sample at 150mM NaCl shows a marked increase in the scattering
intensity as the temperature is cooled down, somehow reminiscent of the previously ob-
served divergence in critical samples. This anomalous behaviour clearly suggests that,
even at such a high DNA concentration, the system with the higher ionic strength feels
the increase of compressibility associated to the near-by phase-separation.
Indeed, it is worth to remember that the experimental phase diagram reported in Fig.
6.1 refers to samples having a resulting ionic strength of 50mM NaCl. It is rather
reasonable that a change in the ionic strength of the medium might affect the phase
diagram, implying modifications of the phase boundary. In fact, besides shifting all
the melting temperatures (and consequently even the critical ones) to higher values,

.

Figure 6.2: T -dependence of the scattering intensities collected at 90° for f = 3 nanostars in
different ionic strength conditions.
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increasing the ionic strength of the solutions may also imply an increase in both the
critical densities and in the density of the coexisting liquid phase. Indeed, as already
mentioned, adding salt results in an effective screening of the negative charges of the
DNA phosphate groups, which in turn reduces the electrostatic repulsion between the
double helical arms of the nanostars, enhancing the structure flexibility. This may prob-
ably imply a more compact conformation of the nanostars at high salt concentrations
which can be seen as an effective shrinking of their sizes. As a consequence, varying the
ionic strength of the systems effectively affects the phase diagram, involving changes in
both critical temperatures and critical densities.
The observed behaviour of the scattering intensity is consistent with this scenario. Since
the investigated range of salt concentrations is rather limited, we only have slightly
modifications of the instability region and samples at 50, 70, 100 mM NaCl result all
located outside the phase boundary where they do not undergo phase separation.
Anyhow, the effects of the salt are evident in the sample with the higher ionic strength
which, despite being prepared at the same DNA concentration as the others, falls close
(and perhaps even inside) the phase boundary. Moreover, the T -dependence of the
scattering intensity at different salt concentrations confirms the role played by the ionic
strength in shifting the melting temperatures of the systems. Indeed, by comparing
the intensities scattered by the different samples at the same temperature value, one
can easily observe how the scattering intensity progressively increases on increasing the
ionic strength (i.e. at the same T, the sample with the higher ionic strength scatters
more light than the others do). In fact, at the same T value, the number of bonded
overhangs it is supposed to be larger in samples with higher ionic strength (since, as
shown by the UV measurements discussed in chapter 4, the melting temperature of the
sticky ends is shifted upward on increasing the salt concentration), thus giving rise to
large clusters of bonded nanostars. Besides giving important indications on how the
system behaviour is affected by the ionic strength, the scattering intensity can be further
exploited to investigate the approach to the equilibrium gel states. Indeed, neglecting
the sample at 150 mM NaCl which is affected by the phase-separation, a closer look
at the T -dependence of the scattering intensity for the other samples reveals a very
interesting behaviour.
Specifically, as expected for systems approaching the gel state from the ergodic phase,
the intensity scattered by the solutions initially increases as the system is slowly cooled
down and it later saturates, stabilizing on a constant value at sufficiently low temper-
atures (Fig. 6.3). The achievement of the plateau nicely signals the approach to the
equilibrium "ideal" gel state [55]: a further decrease in the temperature does not affect
the scattered intensity anymore. From a microscopic point of view, the independence
of the scattered intensity from temperature is an indication that the structure of the
system does not evolve any longer. The system has possibly reached the fully bonded
configuration, in which all trimers are part of the same spanning infinite cluster.
Fig. 6.3 suggests that, consistently with the previously discussed behaviour, samples
with higher ionic strength reach the gel state before the others (i.e. at higher tempera-
tures). For instance, while the sample having 50 mM NaCl ionic strength shows a mild
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Figure 6.3: T -dependence of the scattering intensities collected at 90° for f = 3 nanostars in
different ionic strength conditions.

intensity growth even at very low temperatures (below 10°C), which barely stabilizes on
a plateau value, the sample at 100 mM NaCl exhibits a nearly constant scattering in-
tensity for all the investigated temperatures below 21°C, suggesting that it has already
approached the arrested gel state. The progressive growth of the low-temperature scat-
tered intensity with salt indicates that the final gel structure is sensitive to the ionic
strength. Such value (related to the gel compressibility) indicate the different proxim-
ity of the sample to the close-by spinodal line, where the scattered intensity at small
wavevector would diverge.

6.1.2 Dynamic Behaviour

In order to systematically characterize the dynamics of the system in the dense region,
all the samples were investigated via dynamic light scattering measurements in a wide
range of temperatures, roughly from 40°C to 7°C. Specifically, we performed a series of
cooling ramps, starting from the high temperature ergodic phase in which nanostars are
formed but weekly interacting (i.e. T = 40°C) and slowly cooled down the system in
steps, always allowing an equilibration time of approximately 2 hours. In the following
we discuss the families of field correlation functions relative to the samples at the four
different salt concentrations. All the reported measurements were performed at a fixed
scattering angle of 90°.
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Field correlation functions for f = 3 nanostars in 50mM NaCl

Fig. 6.4 shows a set of field correlation functions for f = 3 structures at cDNA = 9mg/ml
in 50 mM NaCl. In strong analogy with the set of critical samples discussed in chapter
5, the high temperature curve (T = 40.4°C) exhibits a major, rather noisy, decay which
gradually turns into a two-step relaxation process as the system is cooled down. As it
can be seen from Fig. 6.4, for all the investigated temperature, the two step relaxation
can be well fitted to the sum of two stretched exponential. Interestingly, as for the
critical samples, one can clearly observe the insurgence of a plateau whose height fq
progressively increases on cooling.
Anyhow, the amplitude of the slow relaxation, i.e. fq, results much smaller than in
the critical case. Unfortunately, as already mentioned, experimental limitations due
to water condensation on the glass walls of the VAT prevented the measurements at
temperatures lower than 7°C. Such low temperature data would have been particularly
useful to completely characterize the behaviour of fq as a function of the temperature.

Figure 6.4: Field correlation functions for f = 3 nanostars (cDNA = 9 mg
ml ; 50mM NaCl).

Data are fitted to a sum of two stretched exponentials (lines).

Field correlation functions for f = 3 nanostars in 70 mM NaCl

Fig. 6.5 shows a set of field correlation functions for f = 3 structures at cDNA = 9mg/ml
in 70 mM NaCl. From a first glance to the curves, one can immediately note that the
behaviour of the system is completely analogous to the one found in the 50mM NaCl
sample. Anyhow, it is possible to observe a slight shift in the temperatures with respect
to the previous case, which can be easily ascribed to the addition of salt.
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6.1. Behaviour of f = 3 nanostars in the dense region

Figure 6.5: Field correlation functions for f = 3 nanostars (cDNA = 9 mg
ml ; 70mM NaCl).

Data are fitted to a sum of two stretched exponentials (lines).

Field correlation functions for f = 3 nanostars in 100 mM NaCl

Fig. 6.6 shows a set of field correlation functions for f = 3 structures at cDNA = 9mg/ml
in 100 mM NaCl. The further addition of salt nicely confirms the already observed
trend. Since all the melting temperatures are shifted upward, we can now investigate
the T -dependence of fq without the need to go to very low T values.

Figure 6.6: Field correlation functions for f = 3 nanostars (cDNA = 9 mg
ml ; 100 mM NaCl).

Data are fitted to a sum of two stretched exponentials (lines).
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Field correlation functions for f = 3 nanostars in 150mM NaCl

Fig. 6.7 shows a set of field correlation functions for f = 3 structures at cDNA = 9mg/ml
in 150 mM NaCl.
A first evident difference with the samples at lower ionic strength is given by the am-
plitude of the slow relaxation, which appears much larger than in the previous cases.
It is important to remind that, according to the anomalous T -dependence of the scat-
tered intensity, this sample should be critical. For such reason, eventual anomalies in
the dynamic behaviour of this sample with respect to the others must be ascribed to
its tendency to phase separate.
Nevertheless, it still gives important information on how the dynamics of the systems
is affected by the ionic strength and it can be thus used for comparative analyses with
the different samples.
For instance, from a qualitative comparison between the various curves at different salt
concentrations, one can immediately note that correlation functions, having the same
plateau height, decay to zero at shorter times in samples with higher salt concentrations
with respect to the others1.
To better characterize the differences among the various samples and to quantitatively
evaluate the effects of the ionic strength on the system dynamics, we systematically
analyzed the T -dependence of the various fitting parameters for the different salt con-
centrations.
The results of such analyses are discussed in the next section, where we give a summa-
rizing overview of the observed trends.

Figure 6.7: Field correlation functions for f = 3 nanostars (cDNA = 9 mg
ml ; 150mM NaCl).

Data are fitted to a sum of two stretched exponentials (lines).

1For a deepening on this point refer to Sec. 6.3.2.
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6.1. Behaviour of f = 3 nanostars in the dense region

Percolation threshold

An interesting common feature of all the investigated families of field correlation func-
tions is represented by the appearance of a curve, at a specific temperature value, which
exhibits an evident logarithmic decay in an intermediate time interval (Fig. 6.8).
A closer inspection to the each set of correlation functions reveals that such curve
signals the crossover from the high temperature behaviour, characterized by freely dif-
fusing individual structures, to the low temperature one, where the insurgence of the
plateau suggests the progressive formation of a spanning network of bonded nanostars.
Therefore, it is tempting to associate the temperature value Tp at which the logarith-
mic decay is observed provides an experimental estimate of the percolation threshold
— as sampled at the experimental wavevector — for our samples. Indeed:

• when T > TP the system is in a high-temperature ergodic state, in which the
DNA nanostars are well formed but not (or weekly) interacting;

• when T < TP a percolating network of bonded structures progressively forms (as
the number of bonded overhangs gradually increases), leading to an arrested gel
state at sufficiently low temperatures.

As a consequence, by plotting the experimental TP values as a function of the salt
concentration of our samples, it is possible to provide an estimate of the ionic strength
dependence of the percolation threshold for f = 3 nanostars. As shown in 6.9, data
suggest a nearly linear dependence of the percolation threshold on the salt concentra-
tion.

Figure 6.8: Field correlation functions for f = 3 nanostars, at various salt concentrations,
exhibiting a nearly logarithmic decay.
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6. Salt effects on the nanostar dynamics

Figure 6.9: Experimental percolation threshold as a function of the ionic strength.

Furthermore, the percolation threshold is located at higher temperatures for samples
having higher ionic strength, thus confirming once again the expected behaviour.
At high salt concentrations, the interactions between different overhangs starts earlier,
thus shifting the formation of the spanning network (and consequently the dynamic
arrest) to higher temperatures.

6.2 Ionic strength dependence of the fitting

parameters

In analogy with the analysis done for the critical samples, we systematically investigated
the dependence of the fitting parameters from both the temperature and the ionic
strength. Specifically, we focussed on the characteristic times of the two relaxation
processes, on the stretching exponents of the double stretched exponential used to fit
the correlation functions and, eventually, on the amplitude of the slow relaxation, i.e.
on the non-ergodicity factor of our systems.

6.2.1 Decay times

As already mentioned in the previous section, all the field correlation functions for
f = 3 nanostars in the dense region can be well fitted to a double stretched exponential.
Therefore, analogously to the critical samples, the dynamic behaviour of the system can
be described by two characteristic times, one associated to the fast relaxation and the
other associated to slow one.
Fig. 6.10 shows the decay times obtained for all of the investigated salt concentrations.
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Figure 6.10: T -dependence of the decay times for the two relaxation processes at various salt
concentrations (50, 70, 100, 150 mM NaCl).

As it can be seen, the characteristic times of the fast relaxation processes are nearly
the same for all the investigated salt concentrations. Specifically, except for a noisy
region at high temperatures, their trends do not exhibit a marked dependence from
the temperature, being essentially flat at all the temperatures explored. Interestingly,
such behaviour is actually very similar to the one that we would expect for the freely
diffusing nanostars.
On the contrary, the characteristic times of the slow processes reveal a more interesting
scenario.
Indeed, as for the critical samples, we observe that, in all the investigated samples, ts
slows down by nearly three orders of magnitude as the temperature is lowered.
Anyhow, since the experimental data result much more noisy than in the critical case,
it is difficult to state whether the ionic strength could systematically affect the slope
of the growth. Nevertheless, an interesting trend emerges from the plot: for a fixed
temperature value, samples having different ionic strength decay with rather different
characteristic times. In particular, for a given temperature value, samples with the
higher salt concentrations decay at longer times with respect to the others.
This means that, for the same temperature value, the sample with the higher salt
concentration will be closer to the arrested gel state than the others. Once again, this
behaviour can be explained by considering that all the characteristic temperatures of
the system are moved upwards by the addition of salt.
Anyhow, considering that, in our interpretation, ts should be regulated by the lifetime
of the duplexes that form between overhangs, a proper evaluation of whether the bond
lifetime is influenced by the ionic strength can be only done by directly comparing the
decay times of different correlation functions having the same fq (refer to Sec. 6.3.2).
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6.2.2 Stretching exponents

The temperature dependence of the stretching exponents for all the investigated salt
concentrations is reported in Fig. 6.11.
As it can be seen, the stretching exponents for the fast relaxation are all close to 1
at high temperatures (neglecting the out of trend point relative to the 100mM NaCl
sample) and they slightly decrease approaching 0.8 as the temperature is lowered.
Again, such behaviour reveals the increase in the polydispersity of the isotropic phase,
caused by the gradual formation of larger and larger clusters of bonded DNA nanostars.
Since the T -dependence is nearly the same for all the investigated salt concentrations,
�f results independent from the ionic strength of the solutions.
On the contrary, the dependence on the ionic strength is evident for the stretching
exponential associated to the slow relaxation. Indeed, for each salt concentration, the T -
dependence of �s is essentially the same: at high temperature, the stretching exponents
are rather small, being in the range 0.2 - 0.4 for all the salt concentrations (neglecting
the out of trend point at 50 mM NaCl) and their values progressively increase as the
temperature of the system is lowered. Anyhow, such increase appears to be highly
sensitive to the ionic strength of the solutions being rather unclear in the case of 50
mM NaCl (where at very low T, the maximum value reached by �s is 0.4) and very
well pronounced in the case of 150 mM NaCl, where �s reaches values around 0.7 on
decreasing the temperature.
As the stretching exponent gives an indication of the steepness of the relaxation process,
its ionic strength dependence clearly suggests that upon decreasing the temperature,
the slow decay becomes significantly steeper for samples at high salt concentrations

Figure 6.11: T -dependence of the stretching exponents associated to the two relaxation pro-
cesses at various salt concentrations (50, 70, 100, 150 mM NaCl).
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with respect to the others.
The increase of �s on cooling reflects an homogenization of the slow decay process,
which could have a microscopic interpretation in the completion of the aggregation
process on cooling associated to the approach toward the equilibrium gel.
It is interesting to observe also that a rise in the stretching exponent associated to a
progressive slowing down of the dynamics has been observed in strong glass network
formers, suggesting perhaps that network molecular glass formers should be considered
more as gel-forming liquids (despite the different bond-breaking time-scale) than as
excluded volume caged glasses.

6.2.3 Non ergodicity factor
An important parameter that we studied as a function of the temperature for different
salt concentrations is given by the amplitude of the slow relaxation process, i.e. what
we called, in analogy to glass physics, the non-ergodicity factor.
Indeed, as already mentioned, at sufficiently low temperatures, the dominant process of
decorrelation in our DNA nanostar systems is the one associated to the slow relaxation
of the correlation functions.
For such reason we focussed on its temperature dependence, investigating how it is
affected by the ionic strength. The results of such investigation are reported in Fig.6.12.
At all the investigated salt concentrations, the systems exhibits a similar behaviour,
characterized by a progressive growth of fq as T is lowered. Such trend is not well-
defined in the 50mM NaCl sample, which shows a rather noisy temperature behaviour

Figure 6.12: T -dependence of the experimental non-ergodicity factor at various salt concen-
trations (50, 70, 100, 150 mM NaCl).
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(moreover, for such sample, we can observe the presence of a markedly out of trend
point at 20.2°C probably due to the effects on the fitting process of irregularities in the
correlation function on crossing the percolation threshold).
Interestingly, at sufficiently low temperatures, the fq values for the samples having
70mM and 100mM NaCl ionic strength superimpose.
Unfortunately, due to the already mentioned experimental limitations, we could not
explore the behaviour of fq at T < 7°C. Such information would have been particularly
useful for the sample having 50mM NaCl ionic strength: indeed, from the observed
experimental scenario we cannot exclude that at low enough temperatures, fq associated
to this sample would also reach higher values, possibly superimposing to the other
observed trends.
A separate discussion is instead necessary for the 150mM NaCl sample which present
markedly higher fq values, analogous to the ones observed in critical samples, thus
suggesting once again its likely tendency to phase separate.
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6.3 Comparative analysis as a function of the ionic

strength

In the first section of this chapter we have separately shown different sets of correlation
functions relative to samples having increasing ionic strength.
Anyhow, a much more effective way to visualize the effects that the addition of salt
has on the dynamics of the f = 3 system can be achieved by directly comparing the
experimental curves obtained at the different salt concentrations.
In line with this idea, we performed a comparative analysis of the data relative to the
various salt concentrations, following two different approaches:

• in the first one, we simultaneously compared all the field autocorrelation functions
from different data sets taken at the same temperature value (or in a narrow
interval of temperatures around it);

• in the second one, we simultaneously compared all the field autocorrelation func-
tions from different data sets having the same plateau height (i.e. the same fq).

In the following, we give a brief overview on the main results of such analysis.

6.3.1 Field correlation functions at the same temperature
Field correlation functions relative to the samples at the four different salt concen-
trations were visually compared by plotting together curves taken at nearly the same
temperature. Specifically, such analysis was done around four temperature values:

• T ⇠ 30°C: Due to the low signal/noise ratio at 40°C, the obtained field correlation
functions resulted very noisy and the comparison among curves taken at such
temperature became meaningless. Therefore, to properly evaluate the effect of
the ionic strength on the high-temperature dynamics of the system, we compared
correlation functions taken at around 30°C (Fig. 6.13);

• T ⇠ 20°C: As already seen, for the majority of the samples, the percolation
threshold is located around this temperature. It may be thus worth to investigate
how the different systems behave in the proximity of such value (Fig. 6.14);

• T ⇠ 13�C: At such temperature value, the two step relaxation of the correlation
functions is well defined for all the investigated salt concentrations. Therefore, it
is interesting to compare the different curves to observe how the amplitudes of
the decorrelation processes are affected by the ionic strength. (Fig. 6.15);

• T ⇠ 10°C: At such low temperature value, all the correlation functions have
already developed a marked plateau: the comparative analysis at approximately
10°C is thus useful to clarify the behaviour of fq as a function of the ionic strength
(Fig. 6.16).
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Figure 6.13: Field correlation functions for f = 3 nanostars at T ⇠ 30�C, in various salt
concentrations (50, 70, 100, 150 mM NaCl).

From the comparison of the correlation functions taken at approximately 30°C, a well
defined trend with the ionic strength is clearly observable. Specifically, the curves ap-
pear to be progressively shifted towards longer correlation times as the ionic strength of
the sample is enhanced, thus confirming once again the role played by the addition of
salt in shifting upwards all the characteristic temperatures of the system. Consistently,
the analogous comparison at 20°C corroborates such scenario: while samples at the
lower salt concentration (50, 70 mM NaCl) exhibit the logarithmic decay of the correla-

Figure 6.14: Field correlation functions for f = 3 nanostars at T ⇠ 20�C, in various salt
concentrations (50, 70, 100, 150 mM NaCl).
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Figure 6.15: Field correlation functions for f = 3 nanostars at T ⇠ 13�C, in various salt
concentrations (50, 70, 100, 150 mM NaCl).

tion functions, which suggests the crossing of the percolation threshold, samples having
higher ionic strength have already developed a sort of plateau, signaling the imminent
approach to the gel state. The same trend is analogously observed at 13°C and 10°C,
where the height of the plateau clearly suggests that, at the same temperature, samples
with the higher ionic strength have a larger number of bonded nano-structures, due to
the shift in the melting temperatures of the overhangs caused by the addition of salt.

Figure 6.16: Field correlation functions for f = 3 nanostars at T ⇠ 10�C, in various salt
concentrations (50, 70, 100, 150 mM NaCl).
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6.3.2 Field correlation functions having the same fq

Field correlation functions having the same plateau height (relative to samples at dif-
ferent salt concentrations) were compared in order to understand whether the ionic
strength could somehow affects the lifetime of the sticky bonds.
Indeed, as discussed in chapter 5, the decay time associated to the slow decorrelation
process should be regulated by the lifetime of the sticky bonds which form between
different nanostars. If such interpretation is correct, then a proper way to evaluate the
effects of the ionic strength on the bond lifetime is to consider only the correlation func-
tions which exhibit the same fq and to systematically compare the ts values associated
to such decays. The eventual ionic strength dependence of these decay times should
clarify whether the bond lifetime can be tuned by changing the salt concentration.
Such method for comparatively analyzing the curves is particularly robust, since it is
completely independent from the temperature (i.e. we do not need to pay attention to
the melting temperature shifts caused by the variations in the ionic strength).
Fig. 6.17 shows a comparison between two field correlation functions relative to the
samples having 50 mM and 70 mM ionic strength with comparable non ergodicity
factors. As it can be seen, the sample with the higher ionic strength decays to zero at
much shorter times than the other one. Therefore, if our interpretation of ts is correct,
this behaviour is clearly suggesting that modulation of the ionic strength can be a
powerful handle for tuning the bond-lifetime between different nanostars and estimate
its effect on the decay of the correlation functions at comparable network structure.
We use the word "comparable" to remind that salt also modulates the location of the
phase-coexistence and of the compressibility of the gel. For a proper comparison, one

Figure 6.17: Field correlation functions for f = 3 nanostars having fq ⇠ 0.55, at two different
salt concentrations (50, 70 mM NaCl).
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Figure 6.18: Field correlation functions for f = 3 nanostars having fq ⇠ 0.65, at three
different salt concentrations (70, 100, 150 mM NaCl).

should perhaps modulate the sample overall DNA concentration.
A further example of correlation functions with different ionic strength but compa-
rable fq is reported in 6.18, where three experimental curves having nearly the same
fq (and respectively relative to the 70, 100 and 150 mM NaCl samples) are plotted
simultaneously.
The observed trend confirms the expected dependence on the salt concentration, thus
supporting our interpretation: the gradual addition of salt reduces the lifetime of the
sticky bonds, progressively anticipating the decay of the density correlation functions.
Indeed, as previously seen, the decay of density correlations hinges on the restructuring
of the network and it is thus determined by the bond lifetime.
Therefore, such results nicely show that it is possible to tune the bond lifetime, and
hence the dynamic behaviour of the system, by simply varying the ionic strength of the
medium.

6.4 Experimental evidence of equilibrium gelation

As a conclusive consideration, it is worth to remark the importance of the present
study in the experimental investigation of equilibrium gelation. In fact, via dynamic
light scattering measurements, we deeply explored the dynamics of equilibrium gels,
thus confirming that such states can be effectively reached from the high-temperature
ergodic phase through a series of equilibrium states.
For instance, a beautiful example of equilibrium gelation is shown by the dynamic
behaviour of the sample having 100mM NaCl ionic strength.
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Indeed, as already discussed, the salt concentration of this sample is sufficiently high
to shift the approach to the gel state at temperatures which are easily experimental
accessible and, at the same time, sufficiently low to avoid phase separation.
Therefore, performing a temperature ramp from high temperature, allowing the system
to equilibrate for long enough time at each cooling step (nearly 2 hours), provided the
unprecedented opportunity to explore the dynamics of the system which leads to the
formation of the equilibrium gel.
A summarizing view of the results of such investigation are reported in Fig. 6.19.

Figure 6.19: Equilibrium gelation in a sample of f = 3 nanostars (cDNA = 9 mg
ml ; 100 mM

NaCl): a) Field correlation functions detected at 90°. b) T -dependence of the scattering
intensity detected at 90°. c) T -dependence of fq.

As it can be seen, the field autocorrelation functions together with the temperature-
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dependence of scattering intensity and of the non-ergodicity factor, consistently indicate
the imminent approach to the gel state (at temperatures lower than 15°C).
Indeed, on approaching the gel state, it is possible to observe a concomitant change in
all the observed trends:

• the intensity autocorrelation functions do not evolve anymore, or they only show
minor variations, on further lowering the temperature (in particular, the ampli-
tude of the slow decorrelating process does not change anymore with T );

• the scattering intensity stops growing, saturating on a specific value;

• the non-ergodicity factor stabilizes on a temperature-indipendent value (consis-
tently with the observed behaviour of the field correlation functions).
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“The important thing is

not to stop questioning”

Albert Einstein

In the present thesis we addressed the issue of experimentally determining the phase
diagram of limited-valence particles, with the specific aim of testing recent theoretical
predictions on the phase behaviour of reduced valence systems.
In order to do this, we realized self-assembling DNA nanostars having a well defined
valence (f = 3) and systematically investigated their collective behaviour in a wide
range of temperatures and densities.
Interestingly, we found that solutions of such particles undergo phase separation.
From a comparative analysis with the results on f = 4 nanostar solutions, we discov-
ered that, as expected, the critical parameters (temperature and nanostar concentra-
tion) crucially depend on the valence, causing a significant shrinking of the region of
thermodynamic instability when the valence is reduced.
Thus, besides confirming the theoretical predictions on the key role played by the
valence on the phase behaviour of limited-valence system, our result also represent, to
the best of our knowledge, the first experimental detection of a critical phenomenon in
DNA solutions.
Moreover, we also characterized the critical dynamics of the system, finding a surprising
anomalous behaviour.
Indeed, upon approaching the critical point from high temperature, the scattered light
intensity diverges with a power-law, whereas the field autocorrelation function shows a
plateau followed by a slow relaxation process.
Interestingly, the slow relaxation time exhibits an Arrhenius behaviour with no signs
of criticality, demonstrating a novel scenario where the critical slowing down of the
concentration fluctuations is enslaved to the large lifetime of the sticky bonds.
Furthermore, we performed a systematic investigation of equilibrium gelation processes.
Indeed, being the concentrations of the dense phase at coexistence rather low, our
solutions of DNA nanostars offer the promising chance of experimentally investigating
the region of the phase diagram where equilibrium gelation should take place. Indeed,
when phase separation is not intervening, the gel state can be reached continuously from
an ergodic phase through a series of equilibrium states, always allowing an equilibration
time (longer than the bond lifetime) for the system to rearrange itself. Hence, through a
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careful equilibration procedure down to very low temperatures, we showed that almost-
ideal gel states can become experimentally accessible.
Eventually, we also investigated the ionic strength effect on the gelation process of
f = 3 nanostars. Indeed, we wanted to clarify whether the ionic strength could have
an effective part on the rupture of the bonds between nanostars, thus allowing for the
possibility of finely tuning their lifetime.
Experimental data nicely confirmed the expected dependence on the salt concentration:
the gradual addition of salt reduces the lifetime of the sticky bonds, progressively an-
ticipating the decay of the density correlation functions. Therefore, such data clearly
showed that it is possible to tune the bond lifetime, and hence the dynamic behaviour
of the system, by simply varying the ionic strength of the medium.
Ultimately, the total set of experimental results here reported nicely demonstrate that
DNA nanostars are powerful particles for investigating the phase behaviour of systems
in which it is possible to tune binding selectivity (via the DNA sequence), strength of
interaction (via the DNA length) and valence.
Key in this application is the strong temperature dependence of the DNA duplex binding
strength, which enables exploring a wide range of bond energies and bond lifetimes, as
no other model system does.
We foresee that a large variety of issues in statistical physics can be experimentally
addressed through the use of DNA supermolecules, including re-entrant behaviours
induced by competitive interactions [14, 15, 120] and higher order network-network
critical points [86].
Notably, a topic that could be worth to investigate using our limited-valence DNA
nanostars is the gelling by heating scenario predicted by Roldán-Vargas et al. [120].
Indeed, in their work, the authors introduce a simple model, consisting of a binary
mixture of limited-valence particles, in which the designed competition between en-
tropy and potential energy causes the system to show a re-entrant behaviour, providing
the remarkable possibility of forming a gel upon heating. In fact, thanks to the spe-
cific nature of the particle interactions (in particular, the number and geometry of the
patches as well as their interaction energies), the system behaves as a fluid both at
high and at low temperatures, whereas it forms a thermo-reversible gel at intermediate
temperatures.
Therefore, we plan to use our solutions of DNA nanostars with limited-valence to ex-
perimentally mimic this predicted behaviour by simply adding to them specific DNA
single strands, designed on purpose to generate the desired competitive interactions.
Eventually, another open issue which could be experimentally investigated by using
our limited-valence DNA nanostars is the outstanding possibility of obtaining liquid
phases more stable than crystal ones at low temperature, a scenario only achievable
in reduced-valence systems, as recently predicted by F. Smallenburg and F. Sciortino
[121].
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