
SCUOLA DOTTORALE IN SCIENZE MATEMATICHE
E FISICHE

XXIV Ciclo

Multiscale Models in Condensed Matter

Matteo Paoluzzi

Advisor: Antonio DiCarlo

Ph. D. Director: Orlando Ragnisco



Contents

Introduction 4

1 Inverse Transition 7
1.1 Scale separation in thermodynamics . . . . . . . . . . . . . . . . . . 7
1.2 The Blume-Capel Model with disorder . . . . . . . . . . . . . . . . 15
1.3 Monte Carlo simulations . . . . . . . . . . . . . . . . . . . . . . . . 23

1.3.1 Numerical study of a first-order phase transition . . . . . . . 32
1.3.2 Second-order phase transition . . . . . . . . . . . . . . . . . 34
1.3.3 Thermodynamic first-order phase transition . . . . . . . . . 41
1.3.4 Phase diagrams and inverse freezing . . . . . . . . . . . . . . 43

1.4 Nature of the SG phase. . . . . . . . . . . . . . . . . . . . . . . . . 48
1.4.1 Equivalence between the site and link overlap distributions . 50
1.4.2 Position Space Four-Spins Correlations . . . . . . . . . . . . 54
1.4.3 Order-parameter distributions across transitions . . . . . . . 59

1.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

2 Secondary processes in structural glasses 63
2.1 Structural glasses and time scales . . . . . . . . . . . . . . . . . . . 64

2.1.1 A single time scale example: statics and dynamics . . . . . 65
2.1.2 Multiscale dynamics in glassy systems . . . . . . . . . . . . 68

2.2 Mode coupling theory and p−spin models . . . . . . . . . . . . . . 73
2.2.1 MCT and Schematic Theory . . . . . . . . . . . . . . . . . . 74
2.2.2 The p-spin models . . . . . . . . . . . . . . . . . . . . . . . 87
2.2.3 Numerical solution for MCT equations . . . . . . . . . . . . 98

2.3 An introduction to secondary processes . . . . . . . . . . . . . . . . 102

2



Contents 3

2.4 The leading spin model for secondary processes . . . . . . . . . . . 104
2.4.1 Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

2.5 Relation between relaxation times . . . . . . . . . . . . . . . . . . . 114
2.6 Dynamic scaling equation near plateaus . . . . . . . . . . . . . . . . 118
2.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

3 Molecular Dynamics and Continuum Mechanics 123
3.1 Statistical ensembles . . . . . . . . . . . . . . . . . . . . . . . . . . 124

3.1.1 Liouvillians in MD . . . . . . . . . . . . . . . . . . . . . . . 133
3.2 Strain and stress . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
3.3 Andersen Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
3.4 Parrinello-Rahman method . . . . . . . . . . . . . . . . . . . . . . . 149
3.5 APR-based multiscale algorithm . . . . . . . . . . . . . . . . . . . . 152
3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

Conclusions 158

Acknowledgment 160

Bibliography 161



Introduction

Understanding complex, amorphous materials is a typical many-body problem.
Statistical mechanics is the main tool which allows us to recover the macroscopic
properties of a system starting from a microscopic description. In particular, the
equilibrium properties of a system can be computed choosing a suitable model and
applying the rules of statistical mechanics.

Moreover, while this approach works well to study a broad class of phenomena,
such as the equilibrium properties of a gas or the critical behavior of a substance
near a critical point, the situation becomes less clear if we want to study systems
whose dynamics involves very many interacting degrees of freedom.

For this reasons it is necessary to develop analytical and numerical techniques
able to tackle problems where dynamics evolves over different time scales. In the
present work, I will study multiscale problems of three different kinds.

Multiscale Issues in Thermodynamics

The first chapter will present some results obtained studying the thermodynamical
properties of a spin-glass model [1, 2, 3]: the Blume-Capel [4, 5] with quenched
disorder (BC-random) [6]. BC-random is an Ising-like spin-glass model where the
spin variable can take value {−1, 0,+1}. It is well known that, within the mean-
field approximation, this model undergoes an inverse transition between a Spin
Glass (SG) and a Paramagnetic (PM) phase [7].

An inverse transition is said to take place when the phase appearing at low
temperature resembles a high-temperature phase. In the BC-random, varying
the pressure and decreasing the temperature, the spin-glass phase melt into a
paramagnet. The reason of this counter-intuitive phenomenon is that a phase
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having normally higher entropic content happens to exist in very peculiar patterns,
such that its entropy is actually lower than the entropy of the standardmost ordered
phase [8]. From coarse-grained point of view, we can have such kind of scenario if
some degrees of freedom, in the low temperature phase, become “neutral”.

Multiscale Issues in Dynamics

The second chapter is about secondary processes in glasses and glass formers. The
glassy transition takes place when some degrees of freedom evolve over a time-
scale much larger than the typical experimental time scale, while a bifurcation of
microscopical time scales occurs [9]. In particular, I propose a mean-field theory
[10] to describe a glass former which relaxes over three time-scale. I will investigate
how dynamic processes active on well-separated time scales in glasses and viscous
liquids interact with each other. This study will be done on a model displaying
two time-scale bifurcations, once between the fast and the secondary relaxation,
other between the secondary and the structural relaxation.

This model is a generalization of the p−spin model with quenched disorder
[11, 12], which is know to reproduce all the basic features of structural glasses, while
its dynamics above the mode coupling temperature is equivalent to the dynamics
of schematic mode-coupling theories [13].

Coupling between Continuum Mechanics and Molecular Dynamics

In the third and last chapter, I will try to build a multiscale method for coupling
atomistic an continuum degrees of freedom in the framework of molecular dynamics
(MD), done in the [1, 2, 3]Andersen-Parrinello-Rahman way [14, 15, 16].

The APR method is based on an extended Lagrangian allowing the MD cell
to change both volume and shape during the simulation, its dynamics being gov-
erned by an externally applied stress, as well as by the internal particle dynamics.
Indeed, the APR formalism allows us to write the equations of motion of a mi-
croscopic system interacting with a deformation (tensorial) fields. I am interested
in the dynamics of the deforming computational cell, wishing to identify it with a
general body element of a Cauchy continuum. On this basis, I plan to construct
atomistically informed approximations to a continuum by means of an array of
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interacting APR-like cells.



Chapter 1

Inverse Transition

The first chapter of this work is about Inverse Transionts (ITs): a reversible ther-
modynamic transition occurring between two phases, e. g., solid and liquid, in
inverse order with respect to standard transitions. IT can be thought as a multi-
scale problem in thermodynamics: IT can take place if some “internal” degrees of
freedom of the constituents give contribute to the thermodynamic properties of
the system. The internal degrees of freedom are active or inactive in function of
the external thermodynamic parameters.

In particular, I have numerically investigated, through Exchange Monte Carlo
simulations, the statics of a spin-glass model, i. e., the Blume-Capel model with
quenched disorder and nearest-neighbor, in three dimensions. The phase diagram
of the model is characterized by spin-glass to paramagnet phase transitions of both
first and second order in the thermodynamic sense. The results presented here have
been partially published in [1, 3, 2].

1.1 Scale separation in thermodynamics

It is well know in thermodynamics that, when a first-order phase transition with
latent heat and coexistent phases takes place, all the information about the or-
der relationship between the two phases can be obtained from the study of the
Clausius-Clapeyron equation (CC).

CC can be easily computed by minimizing the intensive Gibbs free-energy
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1.1 Scale separation in thermodynamics 8

G(p, T ) during the transition at the pressure p and temperature T . The Gibbs
free energy G(p, T ) is the Legendre transform of the free energy F (T, V ) done
respect to the volume V ,

Ṽ = V (p, T )

G(p, T ) = F (T, Ṽ ) + pṼ (1.1)

V being the themodinamic variable conjugated to the pressure P .
If the coexistent phases are labelled by i = 1, 2 and each one involves Ni

particles such that N1 +N2 equals N , the given total number of particles, one has

δN = δ(N1 +N2) = 0 . (1.2)

Introducing the fraction of particles αi like

α1 =
N1

N
≡ α (1.3)

α2 =
N2

N
= 1− α .

From the macroscopical point of view the observables are the entropy S, the in-
ternal energy U , the volume V and the Gibbs free energy G. We can write the
intensive thermodynamic quantities as:

s =
S(U, V )

N
= αs1(u1, v1) + (1− α)s2(u2, v2) (1.4)

u =
U(α, u1, u2)

N
= αu1 + (1− α)u2

v =
V (α, v1, v2)

N
= αv1 + (1− α)v2

g =
G(p, T )

N
= αg1 + (1− α)g2 .
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Imposing thermodynamic equilibrium reads

ds = 0 = (s1 − s2)dα + α
∂s1

∂u1

du1 + (1− α)
∂s2

∂u2

du2 + α
∂s1

∂v1

dv1 + (1− α)
∂s2

∂v2

dv2

du = 0 = (u1 − u2)dα + αdu1 + (1− α)du2

dv = 0 = (v1 − v2)dα + αdu1 + (1− α)du2 . (1.5)

Through Maxwell relations,

∂s(u, v)

∂u

∣∣∣∣
v

=
1

T
(1.6)

∂s(u, v)

∂v

∣∣∣∣
u

=
p

T

eqs. (1.1) lead to

g1(p, T ) = g2(p, T ) (1.7)

T1 = T2 = T

p1 = p2 = p .

Differentianting g(p, T ) with respect to the natural variables (p, T ) it follows (cf.
1.1)

dg = vdp− sdT (1.8)

From the condition for gi(T, p) one has,

dP

dT

∣∣∣∣
Coex

=
∆s

∆v
=

l

T∆v
(1.9)

where l is the transitional latent heat. If phase 1 is liquid and phase 2 is solid we
can write

dP

dT

∣∣∣∣
Coex

=
sl − ss
vl − vs

(1.10)

Indeed, the slope of (1.10) gives information about the order of the two coexisting
phases. For example, it is known that an indication for the entropy of the superfluid
phase in 4He was found through CC equation [17]: since the slope of the CC curve
between the solid phase and the superfluid phase is near by zero, the entropy of
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Mean Field Model for Inverse Freezing

What is an Inverse Transition?
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as speculated by Gustav Tammann
Krystallizieren und Schmelzen (Metzger und Wittig, Leipzig, 1903)

When the solid phase is amorphous one speaks of inverse freezing.Figure 1.1: Schematic picture of the Clausius-Clapeyron classification of phase
transitions.

the superfluid must be of the same order of magnitude that of the solid. This
suggested to look for an ordering state in the superfluid phase.

We can classify phase transitions into four kinds (see fig. (1.1) ):

1. Ordinary Type I

At lower temperature there exists a solid phase less entropic and more dense
than the liquid phase.

2. Ordinary Type II

The solid is less entropic, but also less dense than the fluid: specific volume
is in the inverted order (e. g., the water-ice transition).

3. Inverse Type I

At lower temperature, there exists a phase whose symmetries are typical of
a high-temperature phase (e. g., a putative cristalline solid that melts as
temperature is decreased).

4. Inverse Type II

The low temperature phase has the symmetry features and the density typical
of high temperature phases.
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Our attention will be focused on inverse transitions (IT) of type I. The IT is
a reversible transformation occurring between phases with entropic contents and
symmetries that are in inverse-order relation relative to standard transition. The
case, already hypothesized by Tamman [18] more than a century ago, of “ordering
in disorder” taking place in a crystal solid that liquefies on cooling is generally
termed inverse melting. The IT phenomenon includes also the transformations
involving amorphous solid —rather than crystal— phases similar to that of a liquid
vitrifying upon heating. In this case, the term inverse freezing is sometimes used
in the literature, when both phases are disordered but the fluid appears to have the
least entropic content. The reason for these counterintuitive phenomena is that a
phase, usually present only at high temperature, happens to exist also in peculiar
patterns such that its entropy is actually less than that of the phase normally
considered more ordered.

Inverse transition, in their most generic meaning, have been detected in recent
years in a number of different materials and between phases of varied physical
nature. The first example —and one of the most documented— is the transition
between liquid and crystal phases of helium isotopes 3He and 4He at low tem-
peratures [17]. The transition curve in 3He starts in on 0.315 K at a pressure
of 29.3 bar. The coexistence is between normal fluid, i. e., non-superfluid, and
body-centered cubic crystal: since 3He is a fermion, the origin of the IT is due
to the interaction between spin degrees of freedom. Nuclear spins do not give
contribute to the entropy of the liquid phase because they are strongly correlated
and oriented. Otherwise, in the solid phase, the spins are relatively free to reori-
ent increasing the entropy. IT takes place in 4He between superfluid liquid and
hexagonal-close-packed crystal. The system undergoes a the transition starting in
on 0.8 K and 26.2 bar. 4He has no nuclear spin: indeed the nature of the transition
is rather different than IT in 3He. In that case, IT is due to the phonon densities
of states for the crystal and the liquid phase [19].

A more complex and recent example is the polymer poly(4−methylpentene−1)
(P4MP1), in which a crystal polymer melts when the temperature is decreased or
the pressure is increased (cfr. fig. (1.2)). By means of exhaustive measurements
using differential scanning calorimetry (DSC) and X-ray diffraction, the phase
diagram of P4MP1 has been experimentally determined by Rastogi et al. [20, 21]
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and others [22], showing evidence for both an equilibrium inverse melting between
a crystal phase (tetragonal or hexagonal, depending on the pressure) and a fluid
phase, and a nonequilibrium IT between the hexagonal crystal and a glassy phase.
Raughly speaking, IT in P4MP1 is due to the number of polymer conformations
that decreases in the amorphous state.

Another extensively studied instance is a molecular solution in water, composed
of α−cyclodextrine (αCD) and 4−methylpyridine (4MP) mixed in given molecular
ratios, investigated by means of neutron scattering, X-ray diffraction, DSC, and
rheometric measuraments [23, 24, 25, 26, 27, 28, 29, 30, 31, 32]. The “solid” in
this case is a sol-gel porous system formed by an ordered network of molecules of
αCD-water-MP filled with liquid 4MP, melting for a decreasing temperature with
a constant αCD concentration.

Another important polymeric example is a methyl-cellulose solution in water
undergoing a reversible inverse sol-gel transition [33, 34]. Methyl-cellulose is a
polymeric chain: it is a hydrophilic polymers containing a few hydrophobic units.
The hydrophobic units can interact each other: in order to do it, the polymer must
be in an unfolded configuration. From the interaction between hydrophobic units
in aqueous media, the polymers can form a network and, consequently, a gel. It
is well known [34] that the viscosity of a semi-diluite solution decreases increasing
temperature: the system undergoes an IT between clear-gel and turbid-gel.

For such a system, a careful analysis of the behaviour of the microscopic com-
ponents across the transition has been performed [35]. This turns out to be par-
ticularly important for my own modelling effort, as we shall see in the following.

Apart from polymeric and macromolecular substances, in recent years ITs have
appeared in many different contexts. Inverse melting from an ordered lattice to
a disordered vortex phase takes place, e.g., for the magnetic flux lines in high-
temperature supercontuctor [36]. A gas of atoms at zero temperature changes from
superfluid to insulator as the lattice potential depth is increased [37]. Furthemore,
in the framework of nanosystems, the reversible transition of an isotropic liquid
into an ordered cubic phase upon heating has been detected experimentally in
ferromagnetic systems of gold nanoparticles [38, 39].

In this work, I stick to definition of IT put forward by Tammann [18]: a temper-
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practically identical, which we regard as one of the
principal outcomes of this study.

In the following sections, the various phase regions
and associated phase transitions will be discussed. It
is to be noted that the interpretation and discussion to
follow are based on the heats involved in the endot-
herms and exotherms and on the associated T and p
values and on their signs. Establishment of a heat
balance in terms of the actual amounts of heat involved
is not attempted in this paper, which is undoubtedly
an open issue requiring further investigation.

A final comment concerns the term “phase diagram”.
Commonly it refers to the areas of existence of the
various phases and their boundaries, as governed by
equilibrium thermodynamics. Semicrystalline polymers
are never in equilibrium, best documented by the fact
that they violate the phase rule. True phase diagrams
of polymers are thus rare, and they are most often
obtained by extrapolation from data on semicrystalline
polymers. Experience tells us, however, that the non-
equilibrium phase diagrams obtained by direct plotting
of data gained from semicrystalline sample have largely
parallel phase boundaries to the equilibrium diagram,
although usually shifted by 10-20 °C to lower temper-
atures. They, thus, can be used as a good insight into
the expected equilibrium phase.

3.1.Disorderingwith IncreasingPressure below
the Glass Transition Temperature (Tg). Figure 3
shows a series of in situ X-ray diffraction patterns of
an oriented, crystalline film of P4MP1 at increasing
pressures up to 2.6 kbar, all at a constant temperature
(25 °C which is below Tg = 45 °C). It is reported that in
P4MP1 the glass transition temperature increases at a
rate of 15 °C/kbar.5 The covered range of pressures as
shown in Figure 3 of this paper reaches midway to the
prior series of diffraction patterns shown in Figure 3 of
ref 2. Here it is now documented in closer steps.
Comparison between the two sets of experiments shows
that the effects observed are similar. Specifically, the
pronounced broadening of the reflections and conse-
quent loss of definition in detail sets in at around 2 kbar.

The equatorial, intense 200 reflection of the original
tetragonal structure remains comparatively sharp and
highly oriented. Nevertheless, it splits into a doublet
at the stage where overall line broadening occurs over
the rest of the diffraction pattern. Despite the loss of
the definition in the reflections at around 2 kbar, the
fiber periodicity is retained, as is apparent from the
preservation of layer lines, the most intense off-equato-
rial reflection of which is 212 in the original structure.
It remains an intensified blob in the same region and
marks the 2nd layer line (Figure 3a in the present paper
and also in the earlier paper).2 This is true even when
all other reflections are lost, except for the split equato-
rial 200 reflections (Figures 2d, 3c and 3d in the earlier
paper).2 In anticipation of the following discussion, it
can be stated that the material has become disordered
with retention of the original chain orientation. The
chains remain parallel, implying a straight-line progres-
sion of monomer units, and this in their crystallographic
conformation and in at least some close range order
between chains. The latter means that some regularity
in chain packing is preserved in the ab plane as well as
in the orientational and translational packing of the
chains.

The method of recording of the X-ray pattern in the
present work has allowed a more quantifiable display
of the diffraction results. For this, the intensities along
the original arc-shaped reflections in the fiber patterns
of Figure 3, were spread uniformly along full circles by
performing integrations. The radial traces so generated
are shown in Figure 4. Even if by such averaging one
loses the substantial amount of information that is
inherent in fiber patterns, the disordering effect of the
pressure is more apparent in Figure 4 than in Figure
3. The crystalline nature of the reflections is seen to be
lost at around 1.9 kbar. In fact, the trace for 2.6 kbar
by usual criteria can be considered as an amorphous
pattern. Even the remaining equatorial doublet in the
original oriented pattern is showing up only as a pair
of broad humps (between 2θ ) 4-6°). Except for this
latter doublet, the pattern is essentially similar to that
of the noncrystalline atactic P4MP1.6 In specific detail,
the 200 reflection remains comparatively sharp up to
about 1.9 kbar, shifting slightly to higher angles while
the position of the prominent other reflections hardly
changes. This is consistent with lateral compression of
the unit cell along the a axis, as expected. Figures 3
and 4 reveal the changes also in the other reflections
visible, namely 212, 321, and 420 before their eventual
broadening and merging into a halo at around 1.9 kbar.
It is to be noted that the changes are largest in the hkl
reflections, 321 and 212, compared to hk0. The 312
reflection vanishes before the others, and the 212
reflection drastically broadens, with its intensity re-
duced.

Our first announcement of “amorphization” by pres-
sure applies to the process just described. It must be
remembered that the transformation occurs below Tg;
i.e., the large-amplitude, cooperative conformational
motion in the amorphous defects as well as at the
interface to the crystals is frozen, and chain reorienta-
tion and translation are similarly impossible. The
observation must, thus, be described as local disorder-
ing, keeping much of the orientational and translational
correlation. The subsequent experiments of Okumura
et al.10 display in their published X-ray diffraction
patterns in their Figure 3 the same features of pressure-

Figure 2. p-T phase diagram of P4MP1 as obtained by DSC
calorimetry. Open symbols represent peak positions of endot-
herms; filled symbols (b) correspond to the exotherm along
pathway 1. Open squares (0) refer to endotherms obtained on
first heating at fixed pressure, whereas open triangles (4) refer
to endotherms obtained on reheating the sample cooled from
the melt. The dashed line is the Tg line, drawn from the data
obtained from ref 5. Thermodynamic details on the figure are
provided in ref 3.

Macromolecules, Vol. 32, No. 26, 1999 Unusual Pressure-Induced Phase Behavior 8899

irreversible on isobaric cooling, this hexagonal phase
formation can nevertheless become reversible on iso-
thermal changes in pressure (see X-ray work in ref 2).
This may well be the consequence of it being above the
Tg, a point to be taken up again in the General
Discussion.

4. General Discussion

4.1. The Schematic “Overall” Phase Diagram. In
what follows, we shall resort to a simplifying schema-
tization. For this, we are taking the lead from what we
consider is possibly the most salient finding of the
present work, a low-temperature disordered phase in
the p-T phase diagram which can be created and
removed reversibly: isothermally by raising and lower-
ing p and isobarically by respectively lowering and
raising T. We shall consider that this disordered phase,
necessarily of lower entropy than the crystal, has
several features common with the liquid phase at high
T, which can be regarded as a re-entrant melt phase.
In this respect, the newly found hexagonal crystal phase
is regarded as an extraneous complication, intercepting
a continuous pathway between the high-T (liquid) and
low-T (liquid/amorphoussabout the distinction see be-
low) phase regions. It will be omitted in the schemati-
zation of Figure 7, which is to serve as a basis for further
discussion.

We are realizing that some drastic simplifications
and/or assumptions are involved in Figure 7. However,
our experimental observations by high-pressure DSC
support the very thermodynamic nature of the phase
diagram, to which we shall come back to later. Apart
from the omission of the hexagonal phase, it implies
identity of the high- and low-T disordered phases. As

far as this can be a point of dispute we wish to refer to
the X-ray evidence and Raman spectroscopy of Figures
4-6. Whatever the interpretation of the remaining
diffraction features, the 2.6 kbar trace in Figure 4 (and
these become considerably more diffuse at the higher
p), would be classed “amorphous” or closely so by the
usual criteria of a crystalline X-ray diffraction pattern.
Even as far as there is a distinction from a true
amorphous phase (e.g., a phase line between the similar
disordered phases), this need not basically invalidate
the scheme in Figure 7. The scheme has the following
advantages to offer: it gives an account of our principal
findings in terms of a unifying scheme, except for
providing a quantitative heat balance, which, however,
with potentially broad transitions, in view of the restric-
tions of high-pressure calorimetry, would anyway be
very difficult to achieve. In particular, a lack of balance
in entropies is observed along pathway 1 below Tg, in
Figure 1 (associated with ∆H of 0.9 J/g) on raising p
isothermally, and that along line 1 in Figure 2 (associ-
ated with ∆H of 10-40 J/g for our material depending
on p and thermal history) on increasing T at fixed p.
Alternative models may be possible where the disor-
dered (“amorphous”) state may be considered as con-
formational disordered glass3.
4.2. On the Unusual Features of the Overall

Phase Diagrams and Their Implications. The over-
all assumed phase diagram (with the additional, i.e.,
hexagonal, phase omitted) is represented schematically
by Figure 7. The overriding feature, the curving back
of the p, T phase line with the concomitant inversions
in phase behavior, was discussed in both its thermody-
namic and historical contexts in ref 2. At this place we
shall lift out some further issues of wider generality but
not to the same extent covered previously.

First a brief recapitulation: phase diagrams such as
in Figures 1 and 2 are within the bounds of phenom-
enological thermodynamics and have been envisaged by
Tammann as far back as 1903.26 His motivation (by our
present reading) was to avoid the issue of p, T phase
lines progressing to infinity (seemingly problematic to
him at the time) arising from the recognition that there
can be no termination of a liquid-solid (i.e., crystal)
phase line and hence a liquid-crystal critical point (by
current conception because of symmetry breaking). As
an alternative, he envisaged possibilities such as phase
lines turning back on themselves, forming closed loops
or terminating along the p or T coordinate axes or along
other phase lines. Tammann12 obtained the extreme
values along such loops, in terms of p and T, (points q
and r in Figure 7) through what he termed “neutral line”
construction, an argument we have reproduced in ref
2. He was not in a position to quote explicit examples
at the time but performed numerical extrapolations
from p, T data, as then known, which yielded the a priori
envisaged loop-shaped phase lines.27

The p and T values required for the following of the
looping back of phase lines were, by Tammann’s criteria,
beyond what could be accessed at that time. Vogel,14
quoting Tammann’s arguments in 1955, says that such
extreme values of p and T may only be realized extra-
terrestrially or within the earth interior. To this we now
add that, as far as the present work is to serve as a
pointer, the same seems to have become achievable
presently under laboratory conditions through polymers,
in particular such ones as have loosely packed crystal
structures (see also below).

Figure 7. Simplified p-T phase diagram with its thermody-
namic implications. (i) In subdividing the “melt” phase into
liquid and amorphous, we followed the terminology of Tam-
mann and other thermodynamic textbooks quoting it as cited
in refs 1 and 2 (see text). (ii) The intervention of Tg and its
effect on the p-T line as shown by the alternative line - ‚ -
is our attempt to incorporate Fecht’s16 consideration into a p-T
phase diagram.

8904 Rastogi et al. Macromolecules, Vol. 32, No. 26, 1999

Figure 1.2: Phase diagram of P4MP1 from the original paper of Rastogi et al. [20].
Left panel: the phase diagram in the plane p-T obtained by DSC calorimetry. Righ
panel: Simplified p-T phase diagram.

ature driven reversible transition at fixed pressure or, more generally, under fixed
conditions controlling the interaction strength (such as concentration, chemical
potential, or magnetic field) from a solid, high-temperature phase to an isotropic
fluid (or a paramagnet, for magnetic systems), low-temperature phase. Generaliz-
ing to nonequilibrium systems, one might also call IT those transitions in which
an isotropic fluid is dynamically arrested into a glassy state.

A thorough explanation of the fundamental mechanism leading to ITs would
require a microscopic analysis of single components and their mutual interactions as
temperature goes through the critical point. Due to the complexity of the structure
of polymeric chains and macromolecules involved in such transformations, a clear-
cut picture of the state of the each components is often not available. For the
above-mentioned case of methyl-cellulose, Haque and Morris [35] proposed that
chains exist in solution as folded bundles in which hydrophobic methyl groups are
packed. As the temperature is raised, the bundles unfold, exposing methyl groups
to water molecules and thus causing a large increase in volume and the formation
of hydrophobic links, eventually leading to a gel. The polymers in the folded state
are thus inactive (or far less active than those in the unfolded state) but are also
less entropic than the unfoled ones. As the chains start to unfold because of the
thermal noise, they change to an interacting state, thus enforcing bonds with other
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Colloidal systems—PMM1 sticky spheres. A simple model
system which was studied both theoretically and experimen-
tally is a collection of hard spheres in a given volume. Hard-
sphere particles are increasingly caged by their neighbors as
the density increases, and at a critical density the system
becomes nonergodic or glassy. The glass transition in that
case depends only on the filling fraction of the system and is
independent of temperature, as the thermal energy is negli-
gible compared with the repulsion. The addition of short-
range interparticle attraction !stickiness" introduces a new
energy scale, and a corresponding temperature, into the prob-
lem. It was shown that, as temperature decreases, the attrac-
tion first “melts” the “hard-sphere” glass, thus causing an
inverse freezing transition, and then, upon further decrease of
the temperature, a second, qualitatively different, glassy state
is formed due to the attractive interactions. Experimentally
#22$ the system consisted of a colloidal system of sterically
stabilized polymethylmethacrylate !PMMA" particles, dis-
persed in cis-decalin, with short-range attraction induced by
adding a nonadsorbing polymer, polystyrene. The polymer is
excluded from the region between the surfaces of two nearby
particles, thus leading to an excess osmotic pressure attract-
ing the particles together. From the behavior of the samples,
it was found that the line of structural arrest at the high-
density end of the phase diagram has a reentrant phase. This
has also been observed by MCT calculations #23$, MD simu-
lations, and light-scattering experiments, which all suggest
that the qualitatively distinct kinds of glasses are dominated
by repulsion and attraction, respectively.

Polymeric systmes (a) Poly (4-methylpentene-1). A differ-
ent inverse melting material is the polymeric substance
poly!4-methylpentene-1" denoted more simply as P4MP1
#24,25$. This is a semi-crystalline one-component polymeric
system having a crystalline component of nearly 60%. Below
the glass transition temperature !at around room temperature
and atmospheric pressure", the crystal density of the polymer
is lower than the amorphous phase. Therefore, on compres-
sion, the initially crystalline tetragonal phase loses order and
becomes amorphous above a threshold value of 2 kbar. This
transformation is exothermic in nature, thus suggesting that
the amorphous phase has lower entropy than the crystalline
tetragonal phase. Indeed, a disordering on cooling of the
crystalline phase, that is, inverse melting and crystallization
on heating, was observed. These structural changes have also
been confirmed by other experimental methods. It was ob-
served that the melting curve in the T-P plane possesses a
maximum of the type shown in Fig. 1 by point B and its
neighborhood, i.e., the slope of the inverse melting curve is
positive !type II". This “solid-state amorphization” is in
agreement with the unusual density relationship below the
glass transition temperature of the polymer. The mechanism
for the inverted transition is the larger amount of conforma-
tions of backbone and side groups of the polymer in the
crystal, which are due to its more open structure, and this
contributes to its overall higher entropy. Similar experimen-
tal results were reported recently in #26$.

(b) Methyl cellulose. An interesting example in polymeric
systems for inverse glass transition is the reversible ther-
mogelation of methyl cellulose solution in water #27$. When
a !soft and transparent" solution of methyl cellulose is heated

!above 55°C, for a 5 gr/ liter solution", it turns into a white,
turbid, and mechanically strong gel. This transition is revers-
ible, and upon subsequent cooling the polymer is redissolved
again. In its high-temperature phase, methyl cellulose gel
exhibits, like many other gels #28$, glassy features. In this
case, the folded conformation is favored energetically while
its unfolded conformation is favored entropically !see Fig.
2". The entropy growth of the open conformation may be
related to the number of possible microscopic configurations
of the polymer itself, but it may be attributed also to the
spatial arrangement of the water molecules in its vicinity,
similar to the process suggested before for protein denatur-
ation. The mechanism proposed also for other systems dis-
playing inverse transitions due to the hydrophobic effect #29$
is as follows: In the liquid state, the water molecules are kept
in a highly constrained “cagelike” structure formed by the
hydrophobic constituents which move around in the solution.
However, as the gel is formed, and the hydrophobic seg-
ments cluster together to form cross links, these cages are
opened, and the water molecules move freely around the
network. As a consequence, the number of possible configu-
rations and the entropy of the water molecules !which highly
determines the entropy of the whole system consisting of
99% water" are low in the liquid phase and increase when
hydrophobic aggregates cluster together and form a gel #30$.
The main cause for inverse glass transition is that the “open”
high entropy conformations of the polymer are also the in-
teracting structures, as they allow for the formation of hy-
drophobic links with other polymers in the solution, a pro-
cess that leads to gelation.

(c) Other polymers. Aqueous solutions of the triblock co-
polymer PEO-PPO-PEO !PPO, polypropylene oxide; PEO,
polyethylene oxide" also show inverse melting behavior #31$.
Similar to methyl cellulose, due to the entropic mechanism,

FIG. 2. Sketch of the !conjectured" energy and entropy depen-
dence on the linear size of a methyl cellulose polymer in water. The
folded, noninteracting, conformations are supposed to be energeti-
cally favored !due to interactions between hydrophobic sequences
along single chains" and less entropic !due to limited number of
polymer conformations and/or fewer degrees of freedom for the
water molecules that “cage” the hydrophobic constituents of the
chain". The unfolded !interacting" conformations are of higher en-
ergy but also admit a larger number of microscopic configurations,
hence they became favored at higher temperatures.
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Figure 1.3: Schematic picture of the free-energy landscape of the methyl-cellulose[8,
40]. The unfolded configuration is more interacting and entropic than the folded
one.

chains and condensing into a gel (fig.1.3).
Theoretical modelling for ITs is just starting to develop in often uncorrelated

steps and consists, at best, in heuristic reproduction of the phenomenon [41, 42, 43,
19, 44, 45, 8, 40, 46, 47, 48, 49, 50]. Many mean field model exist [8, 40, 49, 48, 47]:
all of these are lattice gas model with or without disorder. In finite-dimension it
has observed an IT in the internally decorated version of the so-called Gaussian
core model (CGM)[45]. CGM is a classical many-body model interacting through
a pairwise additive Gaussian potential. The standard CGM does not display IT,
moreover adding to the particles an internal degrees of freedom it is possible to
obtain an IT scenario.

Looking, in particular, at the transition between an amorphous “frozen” phase
and a fluid (i. e., paramagnet) phase, recent spin-glass models with spin−1 vari-
ables have turned out to effectively represent systems in which the transformation
is driven by entropic effects. In these case, inverse freezing has been studied in the
mean-field approximation.

In particular, we are interested in IT from the static point of view (i. e., within
equilibrium thermodynamics). It is clear that a system can undergoes an IT if
some degrees of freedom of the liquid phase (in the low-temperature phase) are
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blocked. Indeed, the solid but disordered phase must have a configurational space
larger than the configurational space of the liquid. This means that some scales
are blocked in the ordered liquids therefore we can think of the statics of an IT
like that of a multiscale problem. This point will be clarified in the last section of
this chapter.

In the next sections I will describe the static properties of the Blume-Capel
(BC) [5, 4] model. In particular, I have studied the thermodynamics of BC with
random interactions (a model which will de defined in the next section) in three
dimensions by means of a Monte-Carlo simulation.

1.2 The Blume-Capel Model with disorder

The BC model [5, 4] with quenched disorder is a spin-glass model on a three
dimensional cubic lattice with bosonic spin−1 variables (i. e., a spin variable si
can take the values ±1 and 0). We assume that the interplay between inactive
(si = 0) and interactive (si = ±1) states of a microscopic component is at the core
of the hypothesized IT [8]. The random version of the BC model was introduced
by Ghatak and Sherrington [6] in order to study the effects of the crystal field
in a spin-glass, e. g., (Ti1−xVx)O3 displays anisotropic spin-glass behavior as a
function of x.

The BC-random is defined by the Hamiltonian:

HJ [s] = −
∑

(ij)

Jijsisj +D
∑

i

s2
i +K

∑

(ij)

s2
i s

2
j . (1.11)

In finite dimension (i, j) denotes an ordered pair of nearest-neighbour sites while.
On the contrary, in the mean-field approximation, the sum runs over all pairs of
spin which interact with each other through the coupling costant Jij. The param-
eter K represents the strenght of the biquadratic interaction, i. e., an interaction
which does not distinguish the orientation of the spins. The external field D is
called crystal field or chemical potential. For D > 0, the state si = 0 is lower in
energy than si = ±1. If all the couplings Jij are fixed at a constant value J , the
model undergoes a phase transition between paramagnet and ferromagnet. If the
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probability distribution of Jij is fixed, the transition will be between paramagnet
and spin-glass.

It is well known that the original BC model (without disorder) undergoes an IT
if, and only if, the relative degenaracy of the interacting (±1) and non-interacting
(0) states is larger than one. Schupper and Shnerb [8, 40] suggested that, starting
from a minimal model like the BC, in order to obtain an IT we have to introduce
a parameter which tunes the entropic content of paramagnect with respect to
magnetic phase (i. e., non-interacting and interacting microscopic configurations).
Calling k the degeracy of the state si = 0, and l the degeneracy of the state
si = ±1. r ≡ k/l is the relative degeneracy between the states.

r =
l

k
:




si = 0, 0, . . . k − times

si = ±1,±1, . . . l − times
(1.12)

Imagine to associate the configuration of a polymer to the spin variable: increasing
r the configurations accessible to the coil grow and than the interacting configura-
tion becomes entropically advantaged. The entropic advantage for the configura-
tion ±1 w. r. t. 0 is given by the degeneracy r. We also note that the presence of
non interacting sites is favoured by the crystal field D. The order parameter ther-
modynamically conjugated to cristal field is the density ρ. The external parameter
D plays the role of pressure, therefore CC equation in BC model becomes

dD

dT
=

∆s

∆ρ
(1.13)

The Blume-Capel model

In the mean field (MF) approximation, the BC Hamiltonian is (where we set the
biquadratic interaction due to the coupling K to zero, since it does not play any
role in studying the IT [47, 51])

H[s] = − J

2N

∑

ij

sisj +D
∑

i

s2
i . (1.14)
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Since the lattice is fully connected, thermodynamics can be easly computed

Zβ = Tr[σ]e
−βH[s] (1.15)

f(β) = − lim
N→∞

1

βN
logZβ .

Introducing the magnetization m and the density ρ one has

m =
1

N

∑

i

si (1.16)

ρ =
1

N

∑

i

s2
i

the partition function can be written as follows

Zβ =

∫
dmdρ

dm̂

2πi

dρ̂

2πi
e−N

bf(m,ρ,bm,bρ) (1.17)

f̂(m, ρ, m̂, ρ̂) = −βJ
4
m2 + βρD −mm̂− ρρ̂− log

[
1 + 2e−bρ cosh m̂

]

Performing a saddle point approximation the Helmholtz free-energy, i. e., the
Landau-Ginzburg free energy, reads

f(m,β) =
βJm2

4
− log

[
1 + 2 e−βD cosh

βJ

2
m

]
, (1.18)

the order parameters satisfie self-consistency equations

m(β,m) =
2 sinh βJ

2
m

eβD + 2 cosh βJ
2
m

(1.19)

ρ(β,m) =
2 cosh βJ

2
m

eβD + 2 cosh βJ
2
m
.
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an example. If the zero spin state of the BC model represents
schematically the compact noninteracting polymer coil, the
stretched polymer !interacting with its neighbors" is repre-
sented by spin ±1. Clearly there are many possible spatial
configurations in which two polymers may attach to each
other, and correspondingly many degenerate, or almost de-
generate, frozen configurations of the gel; in our schematic
model, this is represented by the degeneracy between plus
and minus states.

The new ingredient that should be added to the classical
BC model in order to yield inverse melting is the entropic
advantage of the interacting states. As a first approximation,
let the 0 spin state be k-fold degenerate, and the ±1 states be
onefold degenerate where r= l /k!1 is the degeneracy ratio
that dictates the entropic advantage. It turns out that all the
results presented here are independent of the absolute degen-
eracies k and l, and depend only on their ratio r. The param-
eter r represents, of course, the more configurations available
for a polymer in its opened !interacting" states relative to the
number of configurations it can obtain in the closed !nonin-
teracting" coil.

The Blume-Capel model, as well as its modification pre-
sented here, may be easily solved in its infinite range limit,
i.e., where there is no spatial structure and any pair of spins
interact with each other. In order to keep the effective field
finite, one replaces the exchange factor in the Hamiltonian J
by J /N. Using standard Gaussian integral techniques, one
finds an expression for the free energy per spin in the infinite
range limit,

"f # "F/N =
"JM2

2
− ln$1 + 2r cosh%"!JM + h"&e−"D' ,

!3"

where M is the order parameter of the system !magnetization
per spin", M #(!1/N")i=1

N Si*. The phase transition curves are
obtained numerically by solving for the minimum of Eq. !3"
with respect to M, namely the equation

M =
2r sinh%"!JM + h"&

e"D + 2r cosh%"!JM + h"&
!4"

should be solved self-consistently.
Scaling the temperature and D with the interaction

strength J, the phase diagram is shown in Fig. 3. In the inset,
results are presented for the original Blume-Capel model
!i.e., the r=1 case": the line AB is a second-order regular
transition line, above it is a paramagnetic !M =0" phase, and
below it the system is ferromagnetic !M !0". Below the tri-
critical point !B", the phase transition is first order, and the
three lines plotted are the spinodal line of the ferromagnetic
phase BE !above this line the M !0 solution ceases to exist",
the spinodal line of the paramagnetic phase BC !below this
line M =0 is not a minimum of the free energy", and the
first-order transition line BD. Along BD, the free energy of
the paramagnetic phase is equal to that of the ferromagnetic
state. Clearly, the Blume-Capel model displays no inverse
melting: an increase of the temperature induces a smaller
order parameter.

The situation is different as r increases, as emphasized by
the main part of Fig. 3. The same phase diagram is presented,
but now r=6, so the interacting states have larger entropy.
The ferromagnetic phase now covers a larger area of the
phase diagram, a fact that reflects its entropic advantage. The
tricritical point is shifted to the left, relative to the point of
infinite slope, leaving a region of second-order inverse melt-
ing, and the orientation of the BD line also changes, estab-
lishing the possibility of first- and second-order inverse melt-
ing. Note that the r=6 transition lines converge to the r=1
lines as T→0, since the entropy has no effect on the free
energy at that limit.

The value of r=6 was chosen only for illustration. In fact,
as soon as r gets larger than 1, inverse melting of first order
is observed. For r=1, i.e., the original Blume-Capel model,
the tricritical point is placed a bit higher than the point of
infinite slope and the BD line curves to the right. However,
as r increases a bit, a small portion of the BD line obtains
negative curvature, thus inserting a small region of first-order
inverse melting. However, the general trend of the first-order
transition line BD is still to the right. The tricritical point
begins to move downward through the AB line and continues
to do so on a further increase of r. It crosses the point of
infinite slope for r+1.1204, and thus for larger values of r,
first- and second-order regions of inverse melting occur as
the tricritical point continues to move downward on the melt-
ing curve to below the point of infinite slope. All in all, it
seems that the original Blume-Capel model, i.e., for r=1, is
exactly “marginal” in the sense of inverse melting.

To allow qualitative comparison of our cartoon model
with experimental results, the appropriate parameters should
be identified. There are three parameters in the model as it
stands: D represents the energetic advantage of the noninter-

FIG. 3. Phase diagram !first-order transition and the spinodal
lines" for the ordered BC model in the D-T plane for r=1 !inset, no
inverse melting" and for r=6 !admits inverse melting, main figure".
The value of r=6 has been chosen in order for the effect to be more
pronounced, but inverse melting is seen as soon as r#1. AB is the
second-order transition line, where B is the tricritical point. The line
BD is the first-order transition line !the global minimum of the free
energy is shifted from one phase to the other" while the lines BE
and BC are the spinodal lines, where the local minima associated
with one of the phases disappears.
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Figure 1.4: BC phase diagram for two values of r. For r = 1 (inset) no IT takes
place. Otherwise, increasing the relativly entropic content of the interactive states
respect the non interacting ones, along the first-order phase-transition line, the
system undergoes an IT [8, 40]

Introducing the degeneracy r defined in the previous section, the free energy and
the self-consistency equations become

f(m,β) =
βJm2

4
− log

[
1 + 2 r e−βD cosh

βJ

2
m

]
(1.20)

m(β,m) =
2 r sinh βJ

2
m

eβD + 2 r cosh βJ
2
m

ρ(β,m) =
2 r cosh βJ

2
m

eβD + 2 r cosh βJ
2
m
.

the resulting phase diagram is depicted in Fig. (1.4) for two different values of
r. We have a second-order phase-transition curve ending in a tricitical point (in
fact, the BC model is also called tricritical Ising model). From the tricritical
point a first-order phase-transition curve originates, together with coexistence of
paramagnet (PM) and ferromagnet (FM) phases. If r = 1, along the first-order
phase transition, no IT takes place. Increasing the relative degeneracy, the slope of
the transition lines changes from ordinary to IT. It is important to keep on mind
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that IT does not take place for r < 1. Moreover, for r = 1/2, the BC-model can
be mapped onto a lattice-gas model where, two dynamical variables are located in
each site, namely, an Ising variable σi = ±1 and an occupation number ni = 0, 1.

The Blume-Capel model with disorder

If we wish to reproduce the features of an IT through a simple lattice model with
ordered interaction, we have to introduce one more parameter, to allow the slope of
the CC curve to vary. Otherwise, introducing quenched disorder in the couplings
between the spins, changes the behavior of the first-order transition from ordinary
to IT without tuning the degree of degeneracy r [47, 51]. BC-random is defined
by the Hamiltonian (1.11), where each coupling constant Jij is extracted from a
given probability distribution P (Jij), e. g., a Gaussian. Due to the presence of
disorder, BC-random is a spin-glass model. The thermodynamics, in the mean-
field approximation, can be computed explicitly through the replica trick applying
Parisi’s replica symmetry breaking theory [52, 53, 54], in order to stabilize the self-
consistency solution of the spin-glass (SG) phase. Choosing a Gaussian distribution

P (Jij) =
N1/2

√
2πJ2

exp

(
−J

2
ijN

2J2

)
(1.21)

The disorder is quenched: we have to average over P (Jij) the free energy to compute
the thermodynamics:

Zβ[J ] = Tr[s]e
−βHJ [s] (1.22)

f(β) = − lim
N→∞

1

βN
log

∫
dµ(J)Zβ[J ]

dµ(J) ≡
∏

ij

dJijP (Jij) .

Applying the replica trick to the computation of the thermodynamics, one can re-
cover the quenched free energy as the continuation of the annealed— n-replicated—
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partition function down to the unphysical limit n = 0, it is1 [55]

f(β) = − lim
N→∞

lim
n→0

1

βNn
∂n

∫
dµ(J)Zn[J ] (1.23)

Zn[J ] = Tr[sa]e
−βPn

a HJ [sa]

HJ [sa] = −
∑

ij

Jijs
a
i s
a
j +D

∑

i

(sai )
2 .

The overlap qab between two replicas labelled by a and b, i.e., a mesure of distance
between two configurations, is

qab =
1

N

∑

i

sai s
b
i . (1.24)

We can represent qab through a symmetrical matrix n×n with zero on the diagonal.
An important observable is the overlap distribution P (q), using replicas [55] P (q)

reads
P (q) = lim

n→0

2

n(n− 1)

∑

ab

δ (q − qab) . (1.25)

As we will see in sec. (1.4), through the study of the overlap distribution we
can obtain information about the microsopical configuration of the system. For
example, in ferromagnetic systems, overlap distribution becomes

PPM(q) = δ(q) (1.26)

PFM(q) =
1

2
δ(q −m2) +

1

2
δ(q +m2)

where PM (FM) means paramagnet (ferromagnet) and m is the magnetization.
In a paramagnet it has only one equilibrium state: the PM state where m = 0.
Otherwise, since in an Ising system Z2 —global spins inversion— symmetry holds,
the ferromagnetic phase is characterized by two equilibrium states with m 6= 0.

In order to compute the free energy we to made an Ansatz about the structure
of the matrix qab. The natural choice is assume that all the replicas are equivalent
(RS solution)

qRSab = qEA ∀ a 6= b , (1.27)
1Some details about replica trick will be discuss in the next chapter.
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where qEA is also called Edwards-Anderson parameter [56, 57]. RS, in the low
–spin-glass– temperature phase, leads to the following overlap distribution

P (q) =
1

2
δ(q − qED) +

1

2
δ(q + qEA) (1.28)

and than RS predicts only two equilibrium states connected by Z2 symmetry. It is
well known that RS is unstable in the SG phase. In order to find a stable solution,
we have to break the replica-symmetry. Following the scheme suggested by Parisi
[52, 53, 54], and making use of the full-replica-symmetry-breaking-scheme (FRSB),
free-energy and self-consistency equations read [51]

βf =
β

2

(
K +

β

2

)
ρ2 − β2

4

∫ 1

0

dxq2(x)− βϕ(0, 0) (1.29)

q(x) =

∫ +∞

−∞
dy P (x, y)ϕ′(x, y)2

ρ =

∫ +∞

−∞
dy P (1, y)

2reΘ cosh βy

1 + 2r cosh βy

Θ =
β2

2
(ρ− q(1)) + βKρ− βD

where ϕ(x, y) and P (x, y) solve the partial differential antiparapolic Parisi equa-
tions

∂ϕ

∂x
(x, y) = −dq

dx

[
∂2ϕ

∂y2
(x, y) + βx

(
∂ϕ

∂y
(x, y)

)2
]
, (1.30)

∂P

∂x
(x, y) = −dq

dx

[
∂2P

∂y2
(x, y)− 2βx

∂

∂y

(
P (x, y)

∂ϕ

∂y
(x, y)

)]
,

with boundary conditions

ϕ(1, y) =
1

β
log 2

(
1 + 2reΘ cosh βy

)
, (1.31)

P (0, y) = δ(y) .

As we can see in eqs. (1.29), the overlap becomes a continuous function defined
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Figure 1. The D-T phase diagram in absence of biquadratic interaction. Three models with different behaviors are plotted: r = 1/2, 1,
2. For each r-model three curves are represented, each departing from the same tricritical point: the full curve on the left is the spinodal
of the PM phase, the dashed one in the middle is the first order transition line and the right one is the SG spinodal line. The group of

three curves on the left are for the Ising spins on lattice gas (r = 1/2, Tc = 1/3, Dc = 0.73105). The group of curves in the middle
represent the lines of the GS model (r = 1, Dc = 0.96210). The curves on the right correspond to the r = 2 model (Dc = 1.19315). In

the inset the same diagram is plotted when K = 1 (attractive biquadratic interaction). No qualitative difference occurs.

Figure 2. D-T diagrams at K = 0: Ising spin glass on lattice gas (left), GS model (center) and random BEGC model with r = 2
(right). Both the RS and the FRSB solution (the latter with error bars) are plotted. For r = 1/2 no reentrance occurs. A reentrance

occurs, instead, below the tricritical point in the GS model along the first order transition line (and a second reentrance seems is there
for T < 0.03). In the latter model the reentrance occurs above the tricritical point.

where Θ ≡ β2/2[ρ − q(1)] + βKρ− βD. The functions φ(x, y) and P (x, y) are solutions of the non-linear
partial differential equations

φ̇(x, y) = − q̇

2

{
φ′′(x, y) + βx

[
φ′(x, y)

]2
}

(7)

Ṗ (x, y) = − q̇

2

{
P ′′(x, y) − 2βx

[
P (x, y)φ′(x, y)

]′} (8)

with boundary conditions

φ(1, y) =
1
β

log
(
2 + 4reΘ cosh βy

)
P (0, y) = δ(y) (9)

The dot and the apex respectively represent the derivative with respect to x and y. For a detailed study
of the above equations the reader can look at Ref. [12].

Having a model with variables displaying a relative degeneracy r (D = Dr), in order to describe the
partition function of another model whose variables have degeneracy r′ it is enough to vary the crystal
field as Dr′ +T log r′ = Dr +T log r. This does not hold, however, for the state functions obtained deriving
the thermodynamic potential with respect to the temperature (e.g. entropy and internal energy) that will,
instead, receive contributions from additional terms. For instance, the entropy function (K = 0) is

s(β,D) = −β2

4
[ρ− q(1)]2 − β2

2
ρ [ρ− q(1)] − βρD + ρ log(2r) + β2

∫ 1

0
dx q2(x) (10)

+
∫ ∞

−∞
dy P (1, y) log {2 + 4 exp (Θ + log r) cosh βy}

Identifying D1/2 ≡ −µ in Eq (10) one recovers the case of spins on a lattice gas of chemical potential
µ [11].
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of the PM phase, the dashed one in the middle is the first order transition line and the right one is the SG spinodal line. The group of

three curves on the left are for the Ising spins on lattice gas (r = 1/2, Tc = 1/3, Dc = 0.73105). The group of curves in the middle
represent the lines of the GS model (r = 1, Dc = 0.96210). The curves on the right correspond to the r = 2 model (Dc = 1.19315). In

the inset the same diagram is plotted when K = 1 (attractive biquadratic interaction). No qualitative difference occurs.

Figure 2. D-T diagrams at K = 0: Ising spin glass on lattice gas (left), GS model (center) and random BEGC model with r = 2
(right). Both the RS and the FRSB solution (the latter with error bars) are plotted. For r = 1/2 no reentrance occurs. A reentrance

occurs, instead, below the tricritical point in the GS model along the first order transition line (and a second reentrance seems is there
for T < 0.03). In the latter model the reentrance occurs above the tricritical point.

where Θ ≡ β2/2[ρ − q(1)] + βKρ− βD. The functions φ(x, y) and P (x, y) are solutions of the non-linear
partial differential equations

φ̇(x, y) = − q̇

2

{
φ′′(x, y) + βx

[
φ′(x, y)

]2
}

(7)

Ṗ (x, y) = − q̇

2

{
P ′′(x, y) − 2βx

[
P (x, y)φ′(x, y)

]′} (8)

with boundary conditions

φ(1, y) =
1
β

log
(
2 + 4reΘ cosh βy

)
P (0, y) = δ(y) (9)

The dot and the apex respectively represent the derivative with respect to x and y. For a detailed study
of the above equations the reader can look at Ref. [12].

Having a model with variables displaying a relative degeneracy r (D = Dr), in order to describe the
partition function of another model whose variables have degeneracy r′ it is enough to vary the crystal
field as Dr′ +T log r′ = Dr +T log r. This does not hold, however, for the state functions obtained deriving
the thermodynamic potential with respect to the temperature (e.g. entropy and internal energy) that will,
instead, receive contributions from additional terms. For instance, the entropy function (K = 0) is

s(β,D) = −β2

4
[ρ− q(1)]2 − β2

2
ρ [ρ− q(1)] − βρD + ρ log(2r) + β2

∫ 1

0
dx q2(x) (10)

+
∫ ∞

−∞
dy P (1, y) log {2 + 4 exp (Θ + log r) cosh βy}

Identifying D1/2 ≡ −µ in Eq (10) one recovers the case of spins on a lattice gas of chemical potential
µ [11].

Figure 1.5: Phase diagram of the mean-field BC-random for several values of the
relative degeneracy r[47, 51]. For r ≥ 1 an IT, across the first order phase transi-
tion, takes place. For r = 1/2 the IT disappears and the first order transition line
becomes ordinary.

on [0, 1] and it is related to the overlap distribution as follows [54]

dx(q)

dq
= P (q) (1.32)

where x(q) is the inverse function of q(x). Since q(x) is an increasing and non-
vanishing function of x, the overlap distribution is a non-trivial distribution (i. e.,
not only a sum of Dirac distribution). In particular, a generic expression for P (q)

reads

P (q) =
1

2
P̃ (q) +

1

2
P̃ (−q) (1.33)

P̃ (q) = xmδ(q − qm) + xMδ(x− qM) + P̂ (q)

xm = x(qm)

xM = x(qM) ,

where P̂ (q) is a smooth function with support in the interval qm < q < qM . In sec.
(1.4.3) the shape of the overlap distribution across the transition will be discuss.

Other properties of the spin-glass models will be study in the next chapter.
The phase diagram is shown in fig. (1.5) for different values of r. As can be seen,
the IT scenario holds for r ≥ 1: therefore the model, along the first order phase
transition, undergoes an IT without changing the degeneracy.
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1.3 Monte Carlo simulations

In the previous section we have established that BC random, in the mean field
approximation, is a minimal model to describe IT. For this reason, I have performed
an intensive study of the BC random in three dimensions by means of Monte-Carlo
and Parallel-Tempering techniques.

Model and Observables

The BC-random in three dimension is defined by Hamiltonian (1.11). This study
is performed by setting K = 0. The quenched disorder is bimodal distributed:

P (Jij) =
1

2
δ(Jij − 1) +

1

2
δ(Jij + 1) . (1.34)

I simulate two real replicas labelled by i = 1, 2, i. e., two identical copies of
the system with the same realization of the disordered couplings, and define their
site and link overlaps, i.e., the order parameters usually characterizing the SG
transition, as

q(J)
s ≡ 1

N

∑

i

〈s(1)
i s

(2)
i 〉 , (1.35)

q
(J)
l ≡ 1

ND

∑

(jk)

〈s(1)
j s

(1)
k s

(2)
j s

(2)
k 〉 (1.36)

where 〈. . .〉 is the thermal average and D = 3 is the dimension of the space. If
a thermodynamic phase transition occurs, with latent heat, the most significant
order parameter that drives the transition is the density ρ of magnetically active
(|si| = 1) sites:

ρ(J) =
1

N

∑

i

〈s2
i 〉 (1.37)

The superscript J recalls that the other parameters depend on the particular way
in which the disorder is realized ({Jij}).
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Parallel-Tempering

The BC model has been studied via the so-called Parallel Tempering (PT) tech-
nique, equivalently called exchange Monte-Carlo, replicating several copies of the
system at different values of the temperature and of the external field D. For
PT done with respect to the temperature, the swap probability of two copies at
temperature T and T + ∆T , where β = 1/T , is

Pswap(∆β) = min [1, exp {∆β∆H}] (1.38)

and
∆β =

1

T + ∆T
− 1

T
. (1.39)

Since the two thermal bath are characterized by two different configurations of the
spin variables [s] (at the temperature T ) and [s′] (at the temperature T +dT ), ∆H
reads

∆H = H[s′]−H[s]. (1.40)

Whereas the swap probability in the chemical potential reads

Pswap(∆D) = min [1, exp {β∆D∆ρ}] . (1.41)

We use the latter implementation in trying to identify the IT line in the (T,D)

plane. However, since the transition turns out to be first-order in the whole region
of inverse freezing, the PT algorithm must be handled with caution. In fact, at
transition, ∆ρ is discontinuous, implying that the Pswap(∆D) vanishes around the
critical point for a given fixed probe ∆D. In order to overcome this problem, I have
used a varying ∆D, smaller in the candidate coexistence region and increasingly
larger outside it. For very large sizes, thought, this would require too precise
an a-priori knowledge of the transition curves. Hence, this method could not be
applied successfully. On the other hand, finite size scale (FSS) effects appear to
be almost nonexistent at the first-order phase transition, so that probes at large
size are actually not necessary. The choice of simulation parameters is reported in
Tables 1.1 and 1.2 Thermalization has been checked in three ways:

1. I have verified the symmetry of the site-overlap distribution function with
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Figure 1.6: Values of the chemical potential D for the replicas in the PT simulation
exchanging systems at different D. The parameters refer to the simulated L = 12
system at T = 0.2. The dashed (green) line is the estimate of the FS critical value
Dc(L, T ) estimated by means of the equal weight method (cf. Sec. 1.3.1). Inset:
Chemical potential intervals ∆D vs. D in log scale for the same instance.

respect to zero PJ(qs) for single random samples (cf, Fig. 1.7). In absence of
an external magnetic field this function has to be symmetric for any choice
of {Jij} realization.

2. I have checked at the log t behaviour of the energy. I have considered as
thermalized those systems in which at least the last two points coincide to
within a set tollerance, cf. Fig. 1.7. This means that at least the second half
of the data in MCS can be used for computing statistical ensemble averages.

3. I have checked that of all considered observables (e.g., ξ and χSG) do not
vary on logaritmic time windows on at least two log points.

The simulation has been done on 2000 samples to study the second-order phase
transition and on 100 samples to study the first-order phase transition. Since the
first-order phase transition is driven by the density —the probability distribution
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D ↓ L→ 6 8 10 12 16 20 24
0.0 Tin 0.6 0.6 0.7 0.7 0.85 0.9 1.0

NT 37 37 33 33 27 25 21
MCS 215 215 216 217 218 219 219

1.0 Tin 0.6 0.6 0.7 0.7 0.7 0.8 0.8
NT 37 37 33 33 33 29 24

- MCS 215 215 216 217 218 219 220

1.75 Tin 0.6 0.6 0.6 0.6 0.6 0.6 0.65
NT 37 37 33 33 33 20 22

- MCS 215 215 216 217 218 220 220

2.0 Tin 0.01 0.01 0.025 0.025 0.3 0.4 0.5
NT 90 90 36 36 25 21 17

- MCS 218 218 219 219 218 220 220

Table 1.1: Simulation parameters of the parallel tempering in temperature: number
of samples 2000, Monte Carlo Steps (MCS), number of thermal bath NT spaced
by ∆T =, 0.02 or 0.025.

T ↓ L→ 6 8 10 12 15
0.2 Din 1.99 1.999 2.00392 1.981 1.981

∆Din 0.002 0.0006 0.00027 0.003 0.003
ND 21 21 37 37 37
MCS 215 217 218 220 220

0.3 Din 2.0034 2.026 2.0212 2.0256 2.028
∆Din 0.002 0.001 0.00037 0.003 0.00025
ND 21 21 21 31 31
MCS 215 217 217 217 218

0.4 Din 2.05 2.06 2.057 2.06 2.062
∆Din 0.003 0.002 0.0007 0.00085 0.0006
ND 21 21 21 31 31
MCS 215 217 217 217 218

0.5 Din 2.06 2.06 2.06 2.026 2.026
∆Din 0.01 0.01 0.01 0.008 0.008
ND 21 21 21 37 37
MCS 215 217 217 218 218

Table 1.2: Simulation parameters of the parallel tempering in D. Number of
disordered samples: 1000
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Figure 1.7: Instances of thermalization checks. Left: PJ(qs) and PJ(−qs) for an
arbitrary sample at D = 0, L = 16. Right: average energy versus time (in MCS)
in log scale.

of the density is self-averaging— the transition curve slightly depends on disorder.

Order parameters distributions

Useful information about the equilibrium properties of the system can be obtained
from the following probability distribution functions (PDFs)

P (qs) ≡ PJ(qs) =

〈
δ

(
q

(J)
s −

1

N

∑

i

s
(1)
i s

(2)
i

)〉

(1.42)

P (ql) ≡ PJ(ql) =

〈
δ


q(J)

l −
1

ND

∑

(jk)

s
(1)
j s

(2)
k s

(1)
j s

(2)
k



〉

(1.43)

P (ρ) ≡ PJ(ρ) =

〈
δ

(
ρ(J) − 1

N

∑

i

s2
i

)〉

(1.44)

where . . . denotes the average over quenched disorder. Though the density prob-
ability distribution is known to be self-averaging (limN→∞ PJ(ρ) = PJ(ρ)), this
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property does not hold for the overlap distributions PJ(qs,l)[55], for which

P (qs,l) ≡ PJ(qs,l) 6= lim
N→∞

P
(N)
J (qs,l) (1.45)

Four-spin correlation function

In order to infer the details of the critical behaviour from numerical simulations
of finite size systems, a fundamental quantity is the four-spin correlation function,
defined as

C4(r) ≡ 1

N

∑

s

〈spss+r〉2 (1.46)

under null external magnetic field. It terms of space-dependent overlaps qr =

s
(1)
r s

(2)
r , it can be shown that

C4(r) =
1

N

∑

p

〈qpqp+r〉12 (1.47)

where 〈. . .〉12 stays equivalently for the thermal average 〈〈. . .〉1〉2 or 〈〈. . .〉2〉1 over
the two replicas independently. The information contained in the four-point func-
tion can be exploited in different ways to identify the existence of a second order
phase transition in systems of finite size.

Correlation lenght and finite size scaling

A conventional way to identify a second-order phase transition is to look at the
behaviour of a correlation length-like scaling function defined as

ξ2 ≡
∫
dr r2C4(r)∫
drC4(r)

=
∂ log Ĉ4(k)

∂k2

∣∣∣∣∣
k2=0

(1.48)

where
Ĉ4(k) =

1

(2π)3

∫
dr e−ik·r C(r)
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On a 3D cubic lattice, the above defined correlation length becomes [58]:

ξ2
c =

1

4 sin2 k1

2

(
Ĉ4(0)

Ĉ4(k1)
− 1

)
(1.49)

where k1 = |k1|, k1 ≡ (2π/L, 0, 0) is the minimum wave-vector of the lattice
and 0 = (0, 0, 0). In the thermodynamic limit, a second-order transition is char-
acterized by a diverging correlation length, at a critical temperature Tc, whose
FSS behaviour is the same as in Eq. (1.49) [59, 60]. In practice, in a finite-size
system, we can not mesure an infinite correlation lenght. However, inside the
critical region, a remarkable property of critical phenomena survives in finite sys-
tems, namely, scale invariance. Measuring the correlation lenght ξ in lattice-unit
L, when the system undergoes to a second order phase transition, we can define
a size-dependent temperature Tc(L), analogous to temperature where the system
is scale-invariant. Obviously, in order to establish Tc(L) we need to compare the
behaviour of two systems, whose size is L and L′ respectively. Both systems are
scale-invariant at the temperature Tc(L,L′) if the following relation holds:

ξ(L, T )/L

ξ(L′, T )

∣∣∣∣
Tc(L,L′)

= 1. (1.50)

This temperature depends weackly on the sizes L and L′ used. In particular, by
increasing the sizes, we can study the asimptotic behaviour of Tc(L)[61, 62]

Tc(L) = Tc(∞) + AL−1/ν , (1.51)

where ν is the critical exponent given by the theory of the critical phenomena

ξ ∼ (T − Tc)−ν . (1.52)

Another relevant observable is the SG susceptibility, defined as

χSG ≡
1

N

〈(∑

i

s
(1)
i s

(2)
i

)2〉
. (1.53)
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Since the overlap between the replicas is defined by the first relation of (1.35), the
SG susceptibility reads (N = L3)

χSG = L3〈q2〉 = L3Ĉ4(0) , (1.54)

which diverges at the PM/SG transition as L → ∞. Also for χSG it is possible
to define a critical region where the susceptibilities of system of different size are
scale-invariant. In order to do it, we have to introduce another exponent, which
are called η. The above can be summarized in the following expressions:

ξc
L

= ξ̄c

(
ξc
L

)
= ξ̄(L1/ν(T − Tc)) (1.55)

χSGL
η−2 = χ̄

(
ξc
L

)
= χ̄(L1/ν(T − Tc)) (1.56)

The values TLc at which ξc/L at different L cross each other are the FS respective
of the critical temperature. Thus, the latter can be estimated by FSS in the
L → ∞ limit. A further size-independent scaling function is the so-called Binder
parameter:

g(L, T ) =
1

2

(
3− q4

(q2)2

)
, (1.57)

where qn ≡ 〈(q(J))n〉. It measures the deviation of P (q) from a Gaussian distribu-
tion as the SG phase is approached. Since q4 and q2

2 scale with L in the same way,
g does not depend on L at Tc:

g(L, T ) = ḡ(L1/ν(T − Tc)). (1.58)

Denoting by O(T, L) a generic observable diverging at critical temperature Tc as
L → ∞, and considering two sizes L, L′ whose scale ratio is s = L′/L, the FSS
theory predicts that

O(T, sL)

O(T, L)
= FO

(
ξ(L, T )

L
, s

)
+O(ξ−ω, L−ω) , (1.59)
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where FO is a universal FSS function and ω is the power of the subleading finite-
size corrections. Thus, through the scaling Ansatz (1.59), one introduces a class
of universal functions FO that are size-independent in the critical region. Given
two observables O and R displaying scale invariance, FO may be plotted versus FR
for different values of L: if the data collapse onto a universal scaling function, the
scaling Ansatz is verified and the FSS methods can be trusted for a evaluating the
critical exponents. I will analyze the behavior of Fξ, FχSG

and Fg.

The quotient method

In order to estimate the critical exponents, one can use the quotient method [60],
based on the observation that at TLc ≡ T ∗c , the correlation lengths, mesured in unit
of the linear size L, in systems of sizes L and sL are equal:

s ξ(T ∗c , L)

ξ(T ∗c , sL)
= 1. (1.60)

For an observable O diverging as txO (t = T/Tc − 1) in the thermodynamic
limit, one has:

s
xO
ν =

O(T ∗c , sL)

O(T ∗c , L)
+O(L−ω) , (1.61)

where the dependence on ξ−ω in the correction term is neglected because, in the
critical region, ξc � L. For a SG we can obtain the exponents ν and η by means
of the FSS of the quotients of ∂βξ and χSG respectively scaling with the exponents

x∂βξ = 1 + ν

xχSG = (2− η)ν .

These relations hold if the Ansatz (1.59) is verified [58], i.e., if FO is a size-
independent scaling function for different values of L and sL.
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1.3.1 Numerical study of a first-order phase transition

In the first section I have introduced the CC equation which characterizes the
behaviour of a first-order phase transition. In the BC-random CC, this reads

dD

dT
=
sPM − sSG
ρPM − ρSG

=
∆s

∆ρ
, (1.62)

where D plays the role of the pressure. The equilibrium transition curve changes
slope at a point where the entropy of the two coexisting phases is equal, ∆s = 0

(Kauzmann locus [63]).
In order to identify a first-order phase transition in a three-dimensional finite-

size system from numerical simulation data, four methods to estimate the critical
(and spinodal) point will now be introduced.

“Equal weight” estimate

The transition takes place at the point at which the configurations belonging to the
SG phase and those belonging to the PM phase have the same statistical weight,
i.e., they give equal contribution to the partition function of the single pure phase.
Said differently, the free energies of the two coexisting phases are equal. In this
statistical mechanical framework, the FS transition curveDc(L, T ) can be obtained
as the locus of points where the two phases are equiprobable, i.e., the areas of the
two peaks are equal [64]:

∫ ρ0

0

dρP (ρ) =

∫ 1

ρ0

dρP (ρ) (1.63)

where ρ0 ∈ [ρPM : ρSG] such that P (ρ) = 0 (or minimal next to the tricritical
point). A way to determine numerically the transition point is, thus, to compare
the areas under the peaks of the distributions.

Maxwell “equal distance” estimate

Other two methods to determine a first-order transition in finite system, are based
on the Maxwell construction. In the coexistence region, the curve D(ρ) for the
system of size L will display a sort of plateau around some D = D? ' DL

c : in a
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Figure 1.8: Graphical sketch of the equal distance (dashed/green arrows) and equal
area methods (dotted/blue areas) for FS systems undergoing first order phase
transition for a given instance (L = 6, T = 0.5).

very short interval around D, the density changes very rapidly. In the case of a
pure state, on the contrary, the D(ρ) curve is much smoother. In order to estimate
the critical point we need to extrapolate the behaviour of D(ρ) for the pure phases
into the coexistence region. With this aim, I perform two fits based solely on the
points outside the spinodal points: for D < Dsp

SG for the SG phase (DSG(ρ)) and
D > Dsp

PM for the PM phase (DPM(ρ)). I will call ρPM,SG(D) the inverse of the
curve DPM,SG(ρ) extrapolated from the data points pertaining to the pure PM and
SG phases, respectively. The curve ρ(D) will denote the inverse of D(ρ). In this
way a Maxwell-like construction in the ρ, D plane at a given temperature may be
done to determine the value of Dc as the one with a corresponding ρed value along
the D(ρ) FS curve that is equally distant from both ρPM(Dc) and ρSG(Dc), cf. Fig.
1.8

ρed(Dc) = 1/2(ρPM(Dc) + ρSG(Dc)) (1.64)
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Maxwell “equal area” estimate

Alternatively, we can determine Dc as the value for which,

∫ Dc

DSG

ρPM(D)dD +

∫ DPM

Dc

ρSG(D)dD =

∫ DPM

DSG

ρ(D)dD (1.65)

where DSG and DPM are arbitrary, provided that they pertain to the relative pure
phases, cf. Fig. 1.8.

Symmetric distribution estimate

Let the skewness of the density probability distribution be defined as

ζ(〈ρ〉) ≡ 〈(ρ− 〈ρ〉)
3〉

〈(ρ〈ρ〉)2〉3/2
. (1.66)

In Ref.[65] the critical point was estimated as the point at which the double-peaked
distribution is symmetric. Since the skewness of P (ρ) can be computed precisely,
this estimate does not suffer, from the arbitrariness of the choice of ρ0 as in the
equal weight method. In the thermodynamic limit, in fact, in the phase-coexistence
region, both peaks of P (ρ) should be Dirac distributions and equal weight would
be equivalent to a symmetric bimodal distribution. I will show the outcome of
this analysis using our system for different cases and compare it with the previous
outcomes.

1.3.2 Second-order phase transition

In Fig. 1.9 I present the T -behaviour of ξ/L for different values of D = 0, 1, 1.75, 2

and 2.11. In the first four cases curves for different L clearly cross each other,
yielding evidence for a non zero TLc . From a FSS TLc = T∞c + aL−b we can, thus,
extrapolate the critical temperature to the thermodynamic limit. The TLc crossing
points between L − 2L curves are reported on column 3 of Tab.1.3. The FSS
estimates are reported in columns 2 and 5 of Tab.1.4, where L/L′ pairs are chosen
both as L/2L (col. 2) and as contiguous in the series L = 6, 8, 10, 12, 16, 20, 24

(col. 5). Analogous, though less precise, estimates can be obtained by studying the
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Figure 1.9: Scaling functions ξc/L vs. T for different valuesD. ForD = 0, 1, 1.75, 2
(L = 6, 8, 10, 12, 16, 20, 24) a evidence for a continuous phase transition is found
in the region of scale invariance. At D = 2.11 (L = 6, 8, 10, 12) no crossing is
observed and, at low T , ξc/L→ 0.

behaviour of the Binder cumulant g, (cf. eq. (1.57) ). Applying both the quotient
and the conventional FSS methods we can, eventually, obtain two estimates for
the critical exponents.

Before applying these methods, though, we must check whether cross-over ef-
fects in the size due to FS as the chemical potential D is varied. Since we are in
presence of a tricritical point, signalled, among others, by the weird behavior of
ξ/L at D = 2.11, cf. Fig. 1.9, we should control how it influences the results as it
is approached along the continuous transition-line, increasing D. In the mean-field
approximation, indeed, at the tricritical point the coefficient of the fourth-order
term in the SG free energy action goes to zero and the sixth-order term becomes
relevant for the critical behaviour, as shown in Ref. [66]. This is a typical be-



1.3 Monte Carlo simulations 36

D L− L′ Tc(s) Q∂βξ(s) ν(s) Qχ(s) η(s)

6− 12 1.02(4) 1.35(1) 2.31(1) 5.1(1) −0.34(4)
0.0 8− 16 0.99(6) 1.31(2) 2.58(5) 5.1(1) −0.36(3)

10− 20 1.0(1) 1.35(4) 2.3(1) 5.2(1) −0.39(4)
12− 24 0.98(9) 1.33(2) 2.43(7) 5.1(1) −0.35(4)
∞ 1.01(1) 2.34(3) −0.36(1)

D L− L′ Tc(s) Q∂βξ(s) ν(s) Qχ(s) η(s)
6− 12 0.894(9) 1.32(1) 2.51(4) 4.9(3) −0.29(9)

1.0 8− 16 0.895(9) 1.396(6) 2.08(1) 4.8(4) −0.26(1)
10− 20 0.877(9) 1.271(7) 2.89(2) 5.1(5) −0.33(1)
12− 24 0.86(1) 1.35(1) 2.29(2) 5.1(5) −0.3(1)
∞ 0.88(1) 2.45(1) −0.31(2)

D L− L′ Tc(s) Q∂βξ(s) ν(s) Qχ(s) η(s)
6− 12 0.715(7) 1.41(1) * 4.7(5) *

1.75 8− 16 0.679(9) 1.37(1) 2.12(4) 4.8(5) −0.3(1)
10− 20 0.67(1) 1.34(3) 2.4(1) 5.0(6) −0.3(1)
12− 24 0.68(1) 1.38(1) 2.11(3) 4.9(5) −0.3(1)
∞ 0.69(1) 2.20(3) −0.30(1)

D L− L′ Tc(s) Q∂βξ(s) ν(s) Qχ(s) η(s)
6− 12 0.593(7) 1.59(4) * 9.5(9) *

2.0 8− 16 0.569(8) 1.47(3) * 18(2) *
10− 20 0.54(1) 1.37(3) * 16(2) *
12− 24 0.54(1) 1.34(4) * 10(2) *
∞ 0.56(1)

Table 1.3: Critical temperature and exponents are calculated with QM: for D =
0.00, D = 1.00 and D = 1.75, through a FSS analysis of the values of Q∂βξ(s) and
Qχ(s) for s = L′/L = 2. Cells with * mean that quotients are computed on sizes
too small to significantly represent the asymptotic behavior with L.

haviour of BC-like systems [67, 68], that might hinder the determination of the
critical behavior in the neighborhood of the tricritical point for sizes that are not
large enough.

To estimate and control FS effects, I use the scaling methods introduced in
Sec. 1.3 and compare different universal FSS functions following to the approach
first introduced in Ref. [69]. In Fig. 1.10 I plot the Binder parameter g vs. the
rescaled correlation length ξc/L at all simulated values of the chemical potential
D both for a small (L = 6, left) and for a large (L = 20, right) system. From the
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Quotient Method

D Tc ν η ξc(Tc)/L g(Tc)

0.00 1.01(1) 2.34(3) −0.36(1) ∼ 0.60 ∼ 0.79
1.00 0.88(1) 2.45(1) −0.31(2) ∼ 0.66 ∼ 0.77
1.75 0.68(2) 2.20(3)* −0.30(1)* ∼ 0.61* ∼ 0.79
2.00 0.56(1) † † † †

Standard FSS

D Tc ν η ξc(Tc)/L g(Tc)

0.00 1.0(1) 2.5(2) −0.37(2) ∼ 0.65 ∼ 0.7
1.00 0.8(1) 2.6(5) −0.31(2) ∼ 0.62 ∼ 0.8
1.75 0.6(1) 2.6(6) −0.30(4) ∼ 0.61 ∼ 0.8
2.00 0.5(1) 2.3(2) −0.31(2) ∼ 0.54 ∼ 0.7

Table 1.4: Critical temperature, exponents and critical values of scaling observ-
ables ξc/L, g calculated via QM Q∂βξ(s, Tc(s)) and QχSG(s, Tc(s)) (cols. 2,3 and
4) and via standard FSS analysis of the behavior of log ∂ξc(L, Tc(L))/∂β and
logχSG(L, Tc(L)) (cols. 5, 6 and 7). *: estimated through QM without L = 6. †:
not estimated by QM.

top plot one can easily observe that, as the tricritical value of D is approached,
(2.05 < D3c < 2.11) for L = 6 the curves do not overlap with each other signaling
an apparent lack of universality. At large enough sizes, on the contrary, all curves
are superimposed (right plot of Fig. 1.10, L = 20), demonstrating that universal-
ity holds along the whole continuous transition line. Moreover, because of strong
FS effects, a crossover occurs and the analysis limited to (or including also) too
small sizes can hinder the prediction of the asymptotic behavior. The same effect
is clearly visible in Fig. 1.12 (above), where the size dependence of spin-glass sus-
ceptibility at criticality is shown. As D increases towards D3c, there appears to be
a crossover in the scaling moving from small to large sizes, which induces wrong
asymptotic values of the critical indices. Therefore, I did not make use of the small
values of L for D ' D3c, namely L = 6 at D = 1.75 and D = 6, 8, 10 and 12 at
D = 2, to interpolate the values of the critical exponents, as they induce a wrong
estimate as the limit L→∞ is performed.

As a visual test, in Fig. 1.11, g vs. ξc/L is shown for all D and L values
employed for our FSS analysis. If the smallest sizes near the tricritical point are
discarded, universality appears quite neatly. In Fig. 1.12 (bottom panel) the uni-
versal FSS functions Fξ are parametrically plotted, FχSG

and Fg, cf. Sec. 1.3, vs.
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in the critical
region. Near the tricritiacal point (D = 2.00) the effects of finite size is relevant,
and one can not use too small sizes to estimate the critical indices.
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ξc/L, as well, for the same simulated systems.
The critical values of the temperature and the exponents η and ν are shown

in Tab. 1.4 both for the QM and the canonical FSS methods. Due to the FS
cross-over no interpolation was possible with QM at D = 2. Only one estimate for
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Model ν η

SG 3D bd [73] 2.53(8) -0.384(9)
SG 3D bd [69] 2.22(15) -0.349(18)
EA 3D [74] 2.39(5) -0.395(17)
EA 3D [60] 2.15(15) -0.337(15)
EA 3D [75] 2.00(15) -0.36(6)

Table 1.5: Critical Indices of EA models in the literature. A complete list can be
found in Ref. [74].

the indeces is thus provided. By comparison with estimates of critical exponents
summarized in Tab. 1.5, the system appears to be in the same universality class
of the Edwards-Anderson model (corresponding to the D = −∞ limit of our
model).[60, 70, 71, 72]

In Fig. 1.9 I also plot ξ/L at D = 2.05 and D = 2.11 for L = 6, 8, 10, 12. In the
first case, I obtain a Tc = 0.553(7), though no analysis of the critical exponents can
be performed because of FS effects. In the latter case, no evidence is found for a
second-order phase transition, (cf. Fig. 1.9). As T . 0.5 is approached, moreover,
ξ even appears to scale weaker than L. We will see in the following why this comes
about.
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1.3.3 Thermodynamic first-order phase transition

Across a second order transition the system undergoes a transformation from a
PM pure phase to a SG pure phase. As far as the density distribution P (ρ) is
concerned, a pure phase corresponds to a single-peaked distribution. As two peaks
appear, the system exists both in PM (low ρ) and SG (high ρ) phases and we are
in the neighbourhood of a first-order phase transition. In FS systems the peaks
are not Dirac measures, but have finite width becoming sharper and sharper as
L increases. At finite L, thus, eq. (1.44) is a good order parameter that drives a
first-order transition: when D,T vary, the system undergoes a transition with a
discontinuous jump in ρ: the “thermodynamic” average values of ρ are obtained
by looking at the peaks of its distribution.

In Fig. 1.13 we show the behaviour of the density distribution through the
first-order transition at T = 0.4. The FS first-order transition points can be deter-
mined with the four methods mentioned in Sec. 1.3.1, as will be shown below. The
spinodal lines for a given L are estimated by looking at the values of D at which
a secondary peak arises. Since the region of phase coexistence corresponds to an
inverse freezing transition, I performed PT simulations at a given finite T , letting
D vary. Indeed, in BC-random model, we will see that the first-order transition
curve displays a re-entrant behaviour [47, 51] due to the existence of a "fluid” (PM)
phase with an entropy lower than that of the spin-glass phase.

For what concerns the estimate of Dc(T ) the method of equal weight introduced
in Sec. 1.3.1, cf. Eq. (1.63) works quite well for data collected at T ≤ 0.4, because
the two peaks are very well separated since their appearence, (cf. Fig. 1.13), and
the estimate is robust against reasonable changes of the mid-point ρ0 (see inset of
Fig. 1.13). As T increases towards the tricritical value, however, the PM and SG
values of the density approach each other. At T = 0.5, cf. Fig. 1.14, we thus have
the problem that the density distributions of the two phases overlap also for the
largest simulated size. In this case, due to the arbitrary choice of choosing ρ0, we
actually determine the transition point as the D value at which the peaks have
the same height. This estimate rough however, gives the same results obtained
by fitting the two peaks separately and computing the areas under the interpo-
lating curves. In Tab. 1.6 we report the estimated values of the critical points
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obtained by this method for all simulated sizes and temperatures, together with
the spinodal points. The spinodals curve are computed through the same methods
mentioned above. With a fine-tuning of the external field D, —cf. Tab. (1.6)
where the error-bar for the external field is due to the semi-dispersion between
two fixed value of D— the spinodal PM (SG) is the first point (Dsp, Tsp) where a
coexsitence of phases appears (ends).

These results can be cross-checked using the methods based on the Maxwell
construction, (cf. Sec. 1.3.1). The pure-phase properties DPM,SG(ρ) are interpo-
lated in the coexistence region by a polynomial fitted on those points for which
no double peak is present in the distribution P (ρ). At any given L we look at the
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value D = Dc, such that (equal distance)

ρSG(Dc)− ρ(Dc) = ρ(Dc)− ρPM(Dc)

and at the value of D = Dc at which the areas between Dc and D(ρ) to the left
and to the right of their crossing point are equal, i.e.,

∆A(Dc) =

∫ ρ(Dc)

0

dρ′(D(ρ′)−Dc)−
∫ 1

ρ(Dc)

dρ′(D(ρ′)−Dc) = 0. (1.67)

1.3.4 Phase diagrams and inverse freezing

Phase diagrams are plotted in Fig.1.15. In the D,T plane we observe a pure SG
phase at low T and D . 2. The continuous transition to the pure PM phase
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T Dc DPM
SP DSG

SP

0.2 2.0031(1) 1.9833(2) 2.024(1)
0.3 2.032(3) 2.015(1) 2.043(5)
0.4 2.060(1) 2.046(2) 2.092(5)
0.5 2.106(1) 2.097(4) 2.143(4)

Table 1.6: Results of the first-order phase transition: a fine tuning of the parame-
ters {Di} is needed in order to establish the critical values Dc, DSP and DSG.

T Dc[P (ρ)] Dc[ρed] Dc[∆A = 0)] Dc[ζ = 0]
0.2 2.0031(1) 2.0033(2) 2.0031(2) 1.991(2)
0.3 2.032(3) 2.031(2) 2.030(1) 2.020(2)
0.4 2.060(1) 2.060(1) 2.058(1) x
0.5 2.106(1) 2.103(3) 2.102(1) x

Table 1.7: Evaluation of the first-order critical point with the method of equal
weight (col. 2), equal distance (col. 3), equal area (col. 3) and zero skewness.

is denoted by a full line connecting the five numerical estimates of Tc obtained
by simulations at D = 0, 1, 1.75, 2 and D = 2.05. No evidence was found of
a continuous phase transition at D = 2.11. Beyond (D,T ) = (2.05, 0.53(2)) a
tricritical point is present. Beside changing to a first-order transition, for lower
T also a re-entrant behaviour in the Tc(D) line occurs. The hottest first-order
point for which we have an estimate is (D,T ) = (2.109(2), 0.5). In the top inset
of Fig. 1.15(left panel) a detail of the phase coexistence region is plotted (inside
the grey-dotted lines). In Fig. 1.15(right panel) we plot the (ρ, T ) diagram. Below
T = 0.53(2) no pure phase exists with an average ρ in between the dashed-grey
curves. The mean-field and the three-dimensions model are compared in Fig. 1.16.

The IF takes place between a SG of high density to an almost empty PM (e.g., at
T = 0.4, in the coexistence region D ∈ [2.046(2) : 2.092(5)], ρSG ' 0.52 and ρPM '
0.03). The few active sites do not interact with each other but only with inactive
neighbours. This induces zero magnetization and overlap. The corresponding
PM phase at high T has, instead, higher density (e.g., ρPM(D = 2, T = 0.6) =

0.4157(2), ρPM(D = 2.11, T = 0.6) = 0.596(2)) and the paramagnetic behavior
is brought about by the lack of both magnetic order (zero magnetization) and
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Figure 1.16: Left panel: the phase diagram of the BC model with quenched disorder
for the fully-connected lattice with Gaussian distribuited random couplings (MF
solution [66, 76]): the Second Order Phase Transition ends in a tricritical point
where an Inverse Freezing First Order Phase Transition takes place. The variance
of P (Jij) in the MF model was ∝ 1/z, z being the number of sites connected to
each spin. In the 3D model, where z = 6 (right panel), a bimodal distribution has
been chosen with variance 1 rather than ∝ 1/6.

blocked spin configurations (zero overlap). Using Eq. (1.62), knowing ∆ρ and
the numerical estimate of dD/dT we are able to evaluate the latent heat employed
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in the transition, plotted as a function of the temperature in the bottom inset in
Fig. 1.15.

We have a phase doagram quite similar to the MF scenario: in fig. (1.16) the
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two phase diagram —three dimensions and mean-field— are shown. The figure
can not give a detailed compering because in the MF solution the disorder is
Gaussian distribuited: the shape of propability distribution of the disorder changes
quantitatively the position of the critical curves. Moreover, as we can see, the
coexistence region is very small in three dimension in comparison with MF.

In conclusion, the thermodynamical fluctuations due to the finite dimension do
not changes the sign of the slopes of the transition curves. In particular, in three
dimension, the first-order phase transition is still an IT.
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1.4 Nature of the SG phase.

As we have seen in sec. (1.2), in mean-field the SG phase of the disordered BC
model, shows the same features of the Sherrington-Kirkpatrick model [56]. In order
to obtain a stable thermodynamics the Full RSB scheme is needed [76, 66]. On the
other hand, out of the limit of validity of the mean-field regime, it is still unclear if
the properties of SG phase are in agreement with the RSB scenario. Parisi solution
predicts a function q(x) as order parameter which leads to a non-trivial distribution
P (q) for the overlap. In MF q(x) is fixed self-consistently, and is related to P (q)

through the relation
dx(q)

dq
= P (q) (1.68)

The low T,D phase is characterized by a pure spin-glass phase. What this phase
consists of in terms of statistical mechanical states is the subject of the following
analysis. Three cases are contemplated in the literature in the thermodynamic
limit.

Droplet theory: there exists only one SG state (plus its symmetric spin-reversed).
Therefore, the overlaps between states in different replicas cannot fluctuate among
different disordered samples and the distributions are delta-shaped [77]. The four-
spins correlation function in the position space r = (x, y, z) should tend to a plateau
C4(|r|) = q2

EA, for large enough |r|, that becomes larger and larger as T decreases
towards Tc [78].

Trivial-Non-Trivial (TNT) scenario: there are many equilibrium states non-
trivially organized (i.e., qs fluctuates from sample to sample), but the excited
states are droplet-like (i.e., the ql overlap, sensitive to interfaces, fluctuates less
and less as the size grows). This implies that the distribution P (qs) is broad and
non-trivial, whereas P (ql) is delta-shaped [79]. Since excitations are trivial, the
expected behaviour of C4(x, y, z) is the same as for the droplet theory.

Replica Symmetry Breaking (RSB) theory: many states characterize the SG
phase, with space-filling excitations; both distributions are broad and have a com-
plex structure [52, 55]. The correlation C4(x, y, z) is expected to decay continuously
to zero (the minimum squared overlap for the present system, in absence of an ex-
ternal magnetic field) at all T [80, 81, 82].
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Figure 1.19: Behaviour of the overlap distribution P (q) through the second-order
phase transition in the low-temperature phase for L = 16.

I will consider first the overlap distribution functions, cf. Eqs. (1.42)-(1.43),
since, in the spin glass-phase (T < Tc), the site and link overlap distributions —
P (qs) and P (ql) — can be used as hallmarks to discriminate among different theo-
ries for finite-dimensional spin glasses. In the next sectionthe four spin correlation
functions will be analyzed.

In order to see whether a finite size P (qs) is compatible with a trivial distribu-
tion in the thermodynamic limit we need to estimate whether, for growing sizes its
support shrinks to a single value, the Edwards-Anderson parameter qEA or stays
wide. In our case, for a null magnetic field, the support of a non-trivial P (qs) should
range from qs = 0 to qEA. In Fig. (1.19) we plot P (qs) at D = 0 and size L = 16

for all simulated temperatures: as T decreases P (qs) moves from a Gaussian to a
bimodal distribution. The important issue is, then, whether the continuous part
between the two peaks at low T goes to zero or not as L increases. In Fig. (1.20),
we plot P (qs) at the lowest thermalized temperature for L = 6, 8, 10, 12 and 16

and, in the inset, we plot the values of PL(0) displaying no decreasing trend with
increasing L in the range of simulated sizes. The states, therrefore, appear to be
many and different from each other, since they are found with a finite probability
within a non-zero continuous range of overlap values, including qs = 0. Also P (ql)

appears to develop a second peak at small ql as L increases: this signature becomes
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Figure 1.20: Site overlap distribution PL(qs) at T = 0.5, D = 0 for L =
6, 8, 10, 12, 16. Inset: PL(0) vs. 1/L does not tend to zero.

clearer and clearer at low temperature, (cf. Fig. 1.21). The analysis of FSS of the
variance of P (ql) might help to better evaluate the breadth of the distribution in
the thermodynamic limit. Its behaviour for various sizes is exemplified in the inset
of Fig. 1.21 at the lowest thermalized T/Tc for D = 0. The variance tends to a
small finite value and we cannot make a definitive statement about the finite size
P (ql) tending towards a delta distribution, as conjectured by the TNT scenario in
the thermodynamic limit. Moreover, the study of the variance does not yield any
indication on the shape of the distribution, in particular, on the FSS behavior of
the two peaks expected in RSB theory.

1.4.1 Equivalence between the site and link overlap distri-

butions

We can, then, implement a more refined analysis of the pdf data and check whether
P (qs) and P (ql) are actually equivalent and, thus, if the non-triviality of the former
implies the non-triviality of the latter. This can be realized by recalling that in the
SK model ql = q2

s and by comparing the finite L P (ql) to the distribution Q(qa) of
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ql
= 0.0010(7)

as L→∞ interpolating with a power-law (1.5(1)).

an auxiliary variable [82]

qa ≡ A+Bq2
s + z

√
1− q2

s (1.69)

with z a Gaussian random variable of variance σz and zero mean, that mimics the
presence of fluctuations due to the finite size of the considered systems.

At a given point of the phase diagram D,T and for a given size L, the param-
eters A(L), B(L) and σz(L) can be obtained by minimizing the Kullback-Leibler
divergence [83] (KLD)

Given two distributions P (ai) and Q(ai) of a discrete random variable ai, KLD
is a non-symmetric measure of the difference between P and Q. KLD divergence
is defined as

DKL[P,Q] =
∑

i

P (ai) log
P (ai)

Q(ai)
= S(P )− S(P |Q) (1.70)

where S(P ) is the entropy of the distribution P and S(P |Q) is called cross entropy
of P and Q. Through KLD we can check if the two distributions encoded the same
informations.
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KLD between P (ql) and Q(qa) reads

DKL[P,Q] =

Nbin∑

i=1

P (qi) log
P (qi)

Q(qi)
(1.71)

We will refer to this as “left” KLD. The “right” KLD is the same formula exchanging
P and Q, where the symmetrized divergence (sKLD) between P (ql) and Q(qa) is
defined as:

DKL[P,Q] =
1

2

Nbin∑

i=1

[
P (qi) log

P (qi)

Q(qi)
+Q(qi) log

Q(qi)

P (qi)

]
(1.72)

In Fig. 1.22, we plot the finite size values of A and B parameters. Besides the
values of the parameters minimizing the symmetrized KLD, Eq. (1.72) we also plot
the values of A and B minimizing the left and the right unsymmetrized KLD’s.
We observe that, as L increases the spread between different estimates tends to
vanish. The infinite size limit of σz is always compatible with zero, signaling that
FS effects actually tend to vanish as L increases, though with large statistical er-
rors at low temperature, implying that smaller sizes might hinder a correct FSS.

As instances we plot the matching of the two distributions Q(qa) and P (ql) in
Figs. 1.23 at T = 0.5 ' 0.5Tc and T = 0.7 ' 0.7Tc at size L = 16 and D = 0. In
the insets we plot the size behaviour of A and B from the sKLD for the two specific
cases. In the first case, a power-law FSS scaling to L→∞ gives for B a negative
value! In the second case the L → ∞ limit yields a positive value. This obser-
vation contrasts with the behaviour, in the bottom panel of Fig. 1.22, of B(T )

growing with decreasing T at all fixed sizes. Quite evidently, the low L strong
fluctuations strongly bias the interpolation at small T . To show this in a clearer
way, in Fig. 1.24 the asymptotic values of both A and B are plotted for all sim-
ulated temperatures both from the sKLD and as the average of the extrapolation
of the values minimizing the right and left unsymmetrized KLD’s. With A∞(T )

the two estimates appear to be consistent at all temperatures and reproduce the
qualitative behaviour detected for all finite L cases, (compare with Fig. 1.22). For
B∞(T ), at low T the two estimates are not consistent anymore. Moreover, B∞(T )

decreases with T below a certain T ' 0.7, unlike its finite L counterparts (at least
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Figure 1.22: Parameter A (top) and B (bottom) of qa vs. T for L = 8, 10, 12, 16
as obtained minimizing the left, right and symmetric Kullback-Leibler divergence.

as L ≥ 10), cf. Fig. 1.22.
We face strong finite-size effects and a crossover between small and large sizes

is taking place. However, due to the fact that we cannot easily thermalize larger
systems at low temperature, we cannot make any definite statement on the be-
haviour of B∞(T ) for very low T . We simply do not have enough reliable points in
L at our disposal. The finite size behavior, though, strongly suggests that Q(qa)

and P (ql) are indeed equivalent even below T = 0.7. In any case, the equivalence
is proven for T ≥ 0.7, this implies that not only the equilibrium states but also
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Figure 1.23: The distributions Q(qa) and P (ql) at T = 0.5 ' 0.5Tc (top) and
T = 0.7 ' 0.5Tc (bottom), D = 0 for an optimal choice of parameters obtained
by minimizing sKLD, cf. Eq. (1.72). Inset: FSS behavior of the parameters A(L)
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their excitations have a non-trivial distribution, providing evidence in favour of the
third scenario considered, the RSB theory, rigorously valid in mean-field systems.

1.4.2 Position Space Four-Spins Correlations

We now investigate the behaviour of the four-spin correlation function, defined in
Eq. (1.46), in position space. We recall that the droplet and TNT theories predict
that C4(x) tends to a plateau of height q2

EA, [78] whereas the RSB theory predicts
a power-law decay ∼ x−α for C4(x) at T < Tc[80]. We, thus, have to compare our
data with the prediction of one of these hypotheses.

Since we are dealing with small systems, we must first consider possible FS
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effects. Indeed, because of the periodic boundary conditions imposed on the simu-
lated system, the correlation function that we actually measure at a distance x also
contains the contribution of correlations at distance x + kL, with k = 1, . . . ,∞.
The true (yet unknown) correlation function C4(x, y, z) is related to the measured
one – C4(x, y, z) – by the relation:

C4(x, y, z) =

0,∞∑

kx,ky ,kz

C4(x+ kxL, y + kyL, z + kzL) (1.73)

For large distances, when C4 is small, these extra contribution will strongly bias
the estimate of the true C4 behaviour in space. In particular, correlations at larger
distances, of the order L/2, will experience relatively stronger systematic errors
than C4(|r| � L).

We will now present our results for the case D = 0. For temperatures down to
the critical region, I simulated lattices whose side length was up to L = 24. The
largest thermalized size for T down to 0.5Tc is, instead, L = 16. In Fig. 1.25 we
plot the x behavior at T = 1.5 in a log-log plot for the sizes 10, 12, 16, 20, 24. One
can observe that FS effects are confined to the last point at L/2. The rest of the
curves completely superimpose.

At high temperature, correlations are expected to decay exponentially at large
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Figure 1.25: Correlation between local overlap for D = 0 and sizes L =
10, 12, 16, 20, 24, at the largest simulated temperature T = 1.5. The fit with Eq.
(1.74) is also plotted.

enough distances. As temperature is lowered towards criticality the C4(x) should
become power-law, decaying eventually as x−d+2−η at T = Tc. We, then, inter-
polate the four-spin correlation function along the x-axis at criticality with the
function:

Cfit
4 (x) = ax−α

[
1 +

(x
`

)−δα
eδx/`

]−1/δ

(1.74)

and equivalently for y and z, due to the isotropy of the system in absence of an
external field. This is a function containing a crossover between a short distance
power-law decay, x−α, and an exponential decay, with characteristic ’correlation’
length `. In Fig. 1.25 the function interpolating the L = 24 C4(x, 0, 0) is plotted
with a = 0.402(9), δ = 0.69(1), ` = 1.25(1) with χ2 = 0.088. As the temperature
decreases the correlation length increases until it becomes too long to be observed
in the considered systems. In the inset of Fig. 1.25 we plot the T behavior of `, α
and δ until the fit becomes inconsistent, namely for T ' 1.15.

In Fig. 1.26 we plot the C4 curves at T ' Tc for sizes L = 10, 12, 16, 20, 24, as
well as the interpolation of the latter with Ax−α (the correlation length is too long
to detect the exponential contribution in Eq. (1.74)). The estimated exponent of
the interpolating function equals the power at criticality α = d− 2 + η = 0.64(1)
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shorter systems: α = 0.64(1), L = 20 and α = 0.65(2), L = 16.

(at crystal field D = 0 it was η = 0.36(1), cf. Tab. 1.4). At T = 1 the interpolated
value of α for the L = 24 C4(x) curve is α = 0.64(1), α = 0.65(2) for L = 16 and
α = 0.64(1) for L = 20. FS effects, which how appear to be stronger than in Fig.
1.25, are evident also for x < L/2 (only points for x ≤ L/4 actually stay on the
x−α curve).

As T < 1.2, approaches Tc (cf. Fig. 1.27), it is impossible to detect a crossover
between power-law and exponential decay and the simple power-law decay. The
power behavior in T is shown in the inset and compared with the power at criti-
cality, α = 0.65(1).

For lower temperature, Fig. 1.28 shows that the behaviour is power-law until
x ∼ L/4 is reached. At that point, curves deviate upwards as they did at criti-
cality and even at high temperature, (cf. Fig. 1.25). This deviation, however, is
an artifact due to the contributions induced by the periodic boundary conditions.
On the right side of Fig. 1.28, we show the values of q2

EA at the same tempera-
tures and size of the plotted C4(x). At all temperatures C4(x) soon decays below
the corresponding value of q2

EA. For the sizes simulated, our data are, thus, not
consistent with the observation of a plateau at q2

EA in the thermodynamic limit, as
predicted by the droplet and TNT theories.
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1.4.3 Order-parameter distributions across transitions

Fig. (1.29) (left panel) presents the distribution of overlap P (q) for a system of
linear size L = 16 and D = 0. As alredy mentioned, across the second-order phase
transition [75] it changes between the PM and SG phase from a Gaussian to a
doubly peaked distribution

PSG(q) ∝ δ(q − qEA) + δ(q + qEA) + f(q, L) , (1.75)

where f(q, L) is a continuous function depending on the size. The right panel shows
the behaviour of P (ρ) at fixed values of the crystal field and different temperatures:
at low temperature, deep in the SG phase, the average number of active sites is
close to one:

lim
T→0
〈ρ〉 =

∫ 1

0

dρP (ρ, T ) ρ ∼ 1 . (1.76)

The distribution PL(ρ) does not change shape across this transition.
Beyond the tricritical point, first-order phase transition takes place and the sys-

tem undergoes a discontinuous transition between an “inactive” PM phase (〈ρ〉 ≡
ρm ∼ 0) and an “active” SG phase (ρm 6= 0).

What happens to the overlap pdfs? In the coexistence region, we can write
P (q) as the sum of two contributions, i. e.,

P (q) = PSG(q) + PPM(q) . (1.77)

For the PM contribution we have a Gaussian strongly peaked at q = 0. The PSG(q)

consists of a doubly (trivial) peaked distribution with a continuum (non trivial)
part between the two peaks. Fig. (1.30) shows the behaviour of P (q) at different
temperatures across the FOPT. In the coexistence region, besides the double peak
with a continuous part of the SG phase, a peak in q = 0 appears, due to the large
number of empty sites.
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Figure 1.29: PL(q) and PL(ρ) for L = 16 and NJ = 1500 at D = 0.00. Across
the transition P (q) (left panel) changes continuously from a Gaussian (in the high-
temperature phase) to a doubly peaked distribution with a continuum part between
the peaks. In this region of the phase diagram the FOPT does not take place: P (ρ)
does not change its shape (right panel).
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Figure 1.30: P (q) across the FOPT at fixed T and different D values: we have a
coexistence region between the phases SG and PM. The PM phase contributes to
the P (q) distribution with a Dirac component q = 0.
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Figure 1.31: P (ρ) during the first-order phase transition: a double peak is the
signature of coexistent phases: when the system is in a pure phase, we have a
single peak.

1.5 Conclusions

The intensive study of the BC-random in three dimensions has confirmed the phase
diagram of the mean-field model. In particular, fluctuations due to finite dimension
do not change the slope of the CC equation along the first-order phase transition.
Therefore, an IT takes place between a SG phase and a PM phase. The fist-order
phase transition is driven by the density: the PM low-temperature phase is less
interactive and less entropic of the SG phase and the system undergoes an IT. The
IT is first order in the thermodynamic sense, i. e., latent heat is exchanged, and,
even though the system is disordered, it is not related to the random first-order
transition taking place in structural glasses.

We have also studied the second-order phase transition, carrying out the es-
timate of critical temperatures and indices by means of parallel tempering sim-
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ulations in temperature for different values of the chemical potential D. In this
analysis, we have carefully checked FS effects, identified eventual crossovers from
small to large size scaling. We verified that for different values of D, the system
is always in the same universality class. The outcome is that for all D < D3c, the
second-order transition belongs to the same universality class of the three dimen-
sional Edward-Anderson model for spin glasses.

We can conclude that, in a disordered system, the neutral component (si = 0)
is sufficient to induce an IT between an active SG phase (characterized by ρm ∼ 1)
and an inactive PM phase, i. e., ρm → 0. In other terms, the idea of freezed “inner”
degrees of freedom which reduces the entropy and energy contribution to the free
energy, i. e., as suggested by Schupper and Shnerb [8, 40], provides a good picture
able to capture the main features of the IT phenomenon also in three dimensions.



Chapter 2

Secondary processes in structural
glasses

In the previous chapter we have studied the static properties of Blume-Capel with
quenched disorder. BC model can be thought like a coarse-grained model where,
tuning the external parameters, some interacting scales can be given active or
inactive.

The statics, i. e., the study of equilibrium thermodynamics, gives information
about the fundamental state of a system. In order to study the excitated states
we have to perform the dynamics.

In order to investigate the phenomenology of the structural glasses, i. e., real
glasses, supercooled liquids, molecular liquids etc.., it is important to build models
which show a dynamical arrest. Indeed, all glassy systems are characterized by
the increase of viscosity, during a cooling process, leading to the dramatic growing
of the relaxation times of the system [84, 85, 86, 9]. The increasing of relaxation
times in a glassy system is due to the presence of many metastable states where
the system can be trapped, whose number grows exponentially with the size of the
system.

From the theoretical point of view, a comprehesive picture to describe the glassy
behavior is still missing. At the mean-field level, some spin-glass models seem to
heuristically capture the main features of the real glassy system [13, 87, 12, 88]. The
study of the equilibrium dynamics of these SG models, exactly solvable without

63
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uncontrolled approximations, leads to the same equation as the Mode Coupling
Theory, which was developed, without introducing quenched disorder, to study
the ergodicity breaking in the glassformers and supercooled liquid [89].

From the theorytical and the experimental point of view, it is clear that the
dynamics of the glassy systems evolves, on at least two different characteristic time
scales. In particular, the glassy behaviour is due to the presence of processes which
do not reach the equilibrium with the environment, the so-called α processes. For
these reasons the equilibrium dynamics is a typical multiscale problem.

2.1 Structural glasses and time scales

Glassy behaviour is a very common feature in many fields of condensed matter
and many-body systems [9]. In general, when a bifurcation of microscopical time
scales occurs, the degrees of freedom evolving on the slow time scale do not reach
equilibrium on the observation time scale, and the system vitrifies.

In the first chapter we have studied the statics (i. e., the thermodynamics)
therefore the properties of the free energy ground state. In order to do it we have
to thermalize the system at the temperature of the thermal bath: we choose the
dynamics (Monte Carlo in the case of the BC-random) which drives the system at
the equilibrium. When the system reaches equilibrium we can measure the ther-
modynamic observables. In the high-temperature phase, far from criticality, the
dynamics evolves on a single time scale. The free energy is convex function and the
minimum is the macroscopic thermodynamic state. The system fluctuates, accord-
ing to the Boltzmann measure, between the microscopic configurations belonging
to the same macroscopic state. Evidently, we have two relevant time scales: the
time scale of the microscpic dynamics τα and the time scale τO of the observer. If
we study the equilibrium properties and we have to thermalize the system, this
happens on a time-scale of order τα � τO.

If the typical time-scale τα of the microscopic dynamics grows (i. e., when the
memory effects become relevant), the separation between the observer time scale
τO and τα may vanish and even be reversed. In particular, when τα > τO those
degrees of freedom wich evolve over characteristic time τα are not able to reach the
thermodynamic equilibrium, and the system fails to be ergodic.
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More in general, as suggested by experiments and numerical simulations, more
than τα and τO it has to take into account: the microscopic dynamics can evolve
over several time-scales τr and some of the processes can stay away from equilibrium
while others can thermalize.

For instance, this happens in supercooled liquid and structural glasses where a
bifurcation between two time scales takes place[84]. In particular, we associate to
the short time scale the (fast) β−processes, which thermalize at the temperature
of the thermal bath. Whereas, over the long time scale the (slow) α−processes
evolve, breaking down the ergodicity. In the mean-field (MF) scenario happens at
the Mode Coupling Temperature TMC .

2.1.1 A single time scale example: statics and dynamics

Now we try to analyze the meaning of the expression τα � τO for a system which
reaches the equilibrium. A simple analytically tractable example can be found in
the fully connected Ising model

HI [σ] = − J

2N

∑

ij

σiσj. (2.1)

The variable σi is an Ising spin and it assumes the values −1 and +1. The symbol
[σ] denotes a configuration of N spins σi where i = 1, . . . , N and J is the coupling
constant. We introduce the magnetization m = 1

N

∑
i σi which will be determined

self-consistently. Since the model is fully connected, the magnetization does not
fluctuate and the free energy is

f(m,β) =
βJ

2
m2 − log 2 cosh βJm (2.2)

with β = 1
kBT

, KB being the Boltzmann constant. The self-consistency relation
reads

m = tanh βJm . (2.3)

Since the free energy must be convex in m, we have the condition

∂2f

∂m2
> 0 . (2.4)
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It is easy to check that, for the paramagnetic (PM) solution m = 0, the ther-
modynamics is stable for βJ < 1. In the low temperature phase (βJ > 1) we
have a spontaneous symmetry breaking which leads to a ferromagnetic phase with
m 6= 0. Therefore, the microscopic configuration of the system [σ] depends on the
macrosopic state identified by m.

In the PM phase, the system visits configuration [σ], such as
∑

i σi = 0. If the
dynamics is driven by a stochastic process (e. g., the MC alghoritm in a numerical
simulation or a Langevin equation in a mean-field model), in the high-temperature
phase the correlation functions decay exponentially in time. For instance, without
loss in generality, we can refer to a Langevin equation, with white noise, for a set
of degrees of freedom [x] = x

Γ−1
0 ∂txi(t) = −xi(t) + ζi(t) , (2.5)

where the first two momenta of the noise distribution are

〈ζi(t)〉ζ = 0 , 〈ζi(t)ζj(t′)〉ζ =
2Γ−1

0

β
δijδ(t− t′) , (2.6)

where Γ−1
0 is the time scale of the microscopic process. Computing the correlation

function C(t, t′) = 〈x(t)x(t′)〉ζ we have

C(t, t′) =
Γ−2

0

2β
e−Γ0|t−t′| |t−t

′|�Γ−1
0−→ 0 . (2.7)

The system loses memory of the initial conditions: thermal noise brings it to
thermodynamic equilibrium and the time scale of the thermalization is fixed by
the microscopic time scale Γ−1

0 .
The situation near a second order phase transition is different (e. g., at the

PM/FM transition in a Ising model or PM/SG in the BEG-random model, above
the tricritical point). From the static point of view, the criticality is revealed by a
correlation lenght diverging at the critical temperature. The dynamical counter-
part is a characteristic time diverging at the critical point. In such a case, the
dynamics is very sensitive to the initial conditions.

Also the mean-field theory of dynamical critical phenomena can be formulated
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in terms of a Langevin equation. But, in order to do it, we have to study a Gaussian
model for a scalar field

φ = φ(r, t) (2.8)

known to be in the same universality class of the Ising model (called the time-
dependent Ginzburg-Landau equation [90]). In this model it is assumed that the
“strength” of the noise, i.e., Γ0 in eq. (2.6), becomes a function of the spatial
variable r

∂tφ(r, t) = −
∫

dr′ Γ(r − r′) δF

δφ(r, t)
+ ζ(r, t) , (2.9)

where F is the Landau free energy and the momenta of the noise distribution P (ζ)

are given by

〈ζ(r, t)〉ζ = 0 , 〈ζ(r, t)ζ(r′, t′)〉ζ =
2

β
Γ(r − r′)δ(t− t′) . (2.10)

In the Gaussian model the functional dependence of F on φ is

F =

∫
dr
(
aφ(r, t)2 + b(∇φ(r, t))2

)
, (2.11)

where b is a positive constant and a = (T −Tc)a′ with a′ a positive constant. Since
the system is invariant under spatial translation, the problem can be solved in the
Fourier space by introducing

φ̃(k, t) =

∫
dr e−ikrφ(r, t) . (2.12)

Finally, integrating out the Gaussian noise, one gets

∂t〈φ̃(k, t)〉 = −(2a+ bk2)Γ̃(k)〈φ̃(k, t)〉 (2.13)

where 〈φ̃〉 plays a role analogous to that of the magnetization in the statics of the
fully-connected model. The solution of eq. (2.13) is an exponential decay with a
characteristic time scale

τk =
1

(2a+ bk2)Γ̃(k)
. (2.14)

In the short wave-lenght regime (k → 0), assuming Γ̃(0) finite, the decay time
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τ0 diverges as (T − Tc)
−1 when approaching the critical temperature Tc. This

phenomenon is called critical slowing down.
In ordered systems, however, no time scale appears and the divergence of the

characteristic time is due to the persistence of the initial condition.
To summarize, the critical properties of statics —though in a simple mean field

model (i. e., a coarse-grained model where the only degree of freedom is the order
parameter homogenized in space)— have a counter-part in the dynamics towards
equilibrium. In particular, the statics shows a critical scenario where the symmetry
[σ]→ [−σ] is spontaneously broken. Therefore, the free-energy landscape, plotted
as a function of the order parameter m, under the critical temperature J/Tc = 1,
displays two minima. The equilibrium dynamics, far from the critical point, is
ergodic (i. e., does not depend on the initial condition). In the high-temperature
phase the system thermalizes in a time of the order of the microscopic time scale.

2.1.2 Multiscale dynamics in glassy systems

In the example of the fully connected Ising model, the dynamics evolves on a
single time scale, defined by the time needed for the system to thermalize at the
temperature of the thermal bath. In particular, when the system thermalizes,
the correlation function decays to zero. Near a second-order phase transition,
the dynamics slows down due to criticality. All the physics of the model can be
expressed through the static and the dynamic properties of a single observable:
the order parameter.

The order parameter is the slowest degree of freedom of the system [68] and
the observable which drives the system across the phase transition. At the leading
order in a theory describing a critical phenomena, the order parameter is not
affected by the fluctutations due to the finite dimension. As we have seen studying
the static properties of the BC-random model, finiteness of dimension changes the
details of criticality and, in some cases, may even destroy some general features
predicted by the leading (MF) theory.

In general, a material falls in an amorphous phase when some degrees of freedom
evolve on a time scale much larger than the time scale of an experiment. In order to
study a glassy behaviour, we need models which display more than one single time
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scale. Indeed, an evidence of the experiment is a bifurcation between, at least, two
types of processes also called α and β processes. Two characteristic time scales τα
and τβ are associated with the two processes. The second one (τβ) is associated with
the processes which thermalize with the termal bath or, in general, which reach the
equilibrium with the environment. The first one (τα), called structural relaxation
time, is the time scale which diverges at some temperature called dynamic or
mode coupling temperature. In the next section we will see that spin-glass models
allow to define a hierachy of time scales and which different sets of cooperative
mechanism lead to a hierarchy of processes.

From the experimental point of view, in order to have a glass, we have to cool
a liquid (molecular, polymeric, etc...) fast enough to drive the sample out of the
equilibrium. Following a cooling protocol, the typical time scale of the slowest
processes increases by many orders of magnitude [9].

In the previous section we have seen how, in an ordered material, it is pos-
sible to map the static critical behaviour into dynamics: in particular, from the
dynamics we have found a correlation lenght ξ which diverges at the static criti-
cal temperature Tc. At the same temperature, the dynamics displays the critical
slowing down phenomenon. In glassy systems the situation is not clear because,
in an experiment, the glassy temperature Tg is a definition and it is not possible
equilibrate the system under Tg. In a experiment we can only define Tg in a con-
ventional way such as the temperature at which the viscosity reaches the value of
1012 Pa s (cf. left panel in fig.(2.1)).

Actually, some models like spin-glass models predict a precise scenario for the
glassy transition. In such models, at the mean-field level, we have a static (ther-
modynamic) transition to an ideal glass at the temperature Ts, called Kauzmann
temperature TK(cf. right panel in fig.(2.1)). Moreover, the dynamics undergoes a
kinetic arrest at the temperature Td. This temperature is defined as the tempera-
ture at which the Fluctuation-Dissipation Theorem (FDT) and Time-Translation
Invariance (TTI) do not hold anymore. In an experiment, since the sample is
blocked, it is not possible to reach the temperature where some models predict a
static transition, since it is not possible to equilibrate the system under Tg. There-
fore, we are not able to check the validity of some of the scenarios predicted by
mean field models. Recently, many works on growing lenght scales have been done
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to the purpose of defining an suitable multi-point correlation function (in space and
time) which leads to a static lenght scale diverging at the dynamical temperature
[91, 92, 93, 94, 95].

Glasses and glass-formers can be divided into two classes: strong and fragile.
The classification is based on the behaviour of the relaxation time τα as a function of
the temperature in a cooling procedure. For strong glasses (e. g., window glasses),
characterized by an Arrhenius behaviour, the relaxation time grows exponentially

τα = τ0e
E

kB T , (2.15)

with kB the Boltzmann constant. Indeed, the dynamics is dominated by activated
processes with a characteristic energy E.

Fragile glasses (e. g., toluene, chlorobenzene), on the contrary, follow a Vogel-
Fulcher-Tamman law

τα = τ0e
DT0
T−T0 . (2.16)

Equation (2.16) suggests a divergence at finite temperature T0.
The dicotomy Strong/Fragile refers to different mechanisms for the excitations

and it is not related to mechanical properties. Therefore, from the point of view
of the free-energy landascape, glassy behaviour is due to the presence of many
minima, i. e., metastable states, in which the system can be trapped. A glass-to-
glass transition corresponds to a transition from a degenerate minimum to another
degenerate minimum. In the strong glasses this kind of transition is rare and the
minima are separated by high energy barriers. Whereas, in a fragile glass these
phenomena are less rare because the phase space is fragmented into a very many
basins, and in each basin there is a rich structure of other basins, divided by not
too high energy barriers.

Using a simple visco-elastic model [85], it is possible to understand the link
between diverging time scale and viscosity. Starting from an elastic solid (e. g., a
cube of side L ) we can write the relation between deformation and stress applied
to a solid like1

σαβ = 2Guαβ = Gγ (2.17)
1The stress and strain tensor will be discussed in the next chapter.
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4 Supercooled liquids, the glass transition, and computer simulations

it is not very clear what distinguishes strong and fragile glass-formers on a microscopic level, it has
been found empirically that there is a significant correlation between fragility and other properties of
the material (T−dependence of the specific heat, time dependence of relaxation dynamics, etc.) [26].
Furthermore one observes the trend that the structure of strong glass-formers is often given by a
relatively open network (e.g. in the case of silica by corner-shared tetrahedra) whereas the structure
of fragile systems is more often compact, such as ub a hard sphere system. Hence one can conclude
that the fragility is a quantity that does have some physical significance and later on we will come
come back to this point.

Fig. 2. Viscosity of various glass-forming liquids as a function of Tg/T , where Tg is the glass transition

temperature defined via η(Tg) = 1013 Poise. Reproduced from Ref. [24] with permission.

Starting from Fig. 2 it is now possible to formulate some of the pertinent questions in the field
of glass-forming materials. The first one is clearly that one wants to understand what the reason is
for the dramatic slowing down of the dynamics. As mentioned above, all the structural quantities
investigated so far do not show any sign of a unusual T−dependence. This is in contrast, e.g., to
the case of second order phase transitions where the slowing down of the dynamics upon approach
to the critical point is closely related to the presence of a divergent length scale [27]. Thus for the
present time it seems necessarily to look for another mechanism and in Sec. 3 we will discuss different
theoretical approaches. Note that it is not even clear whether there is only one mechanism or whether
there are several ones. E.g. it might well be that the slowing down at small and intermediate η is
governed by one mechanism and that at high η a different mechanism becomes important. Such a
crossover scenario might e.g. be used to rationalize the bending seen in the viscosity data for fragile
systems.

A further important question, which is related to the first one, is the exact T−dependence of η(T )
and whether or not this dependence is the same for other typical time scales of the system, such as
the diffusion constant or the relaxation time. It is found that at sufficiently high temperatures most
liquids show an Arrhenius dependence. At intermediate and low temperatures the data can often, but
not always!, be fitted well by the so-called Vogel-Fulcher(-Tammann)-law [28, 29, 30] which has the
form

η(T ) = η0 exp(A/(T − T0)) . (2.1)

Thus this functional form predicts a T−dependence that for temperatures close to T0, a temperature

3

Figure 1: A pedestrian map of supercooled liquids
- Schematic representation of the entropy as a function of
temperature in a liquid, from the high-T phase, down to the
deeply supercooled phase. All the relevant temperatures in-
troduced in these notes are marked: Tm is the melting point,
where a first-order phase transition between liquid and crys-
tal occurs; Tc is the temperature where mode coupling theory
and the p-spin model locate a purely dynamic transition; Tx is
Goldstein’s crossover temperature from a high-T nonactivated
dynamics to a low-T activated one; Tg is the dynamic glass
transition, where the relaxation time exceeds the conventional
experimental time of 103 seconds; the longer the available ex-
perimental time, the lower the temperature where the system
falls out of equilibrium forming a glass (different colours);
Tk is Kauzmann’s entropy crisis temperature, where the ex-
trapolated liquid entropy hits the crystal entropy, and where
according to some theories there is a thermodynamic phase
transition; T0 is the temperature where the Vogel-Fulcher-
Tamman fit locates a divergence of the relaxation time. Above
each temperature we report the approximate value (in sec-
onds) of the relaxation time.

famous Kauzmann’s temperature Tk, namely the point
where the entropy of the liquid becomes equal to that
of the crystal. According to some theoretical schemes,
at this point there must be a phase transition, with a
true divergence of the relaxation time. Whether or not
such transition really occurs is perhaps not too impor-
tant, since anyway the dynamic glass transition prevents
us to reach this point. However, the physical mechanisms
behind the phase transition may affect and regulate the
behaviour of the system even at higher temperatures, giv-
ing rise to some precursor phenomena that may be also
detected experimentally. For this reason studying the
deeply supercooled phase is not a mere academic exer-
cise.

Finally, we will look for a correlation length. Intu-
ition tells us that wherever there is a large time, there
should also be a large length. This makes sense: the
relaxation time becomes large because the system needs
to rearrange larger and larger correlated regions at low

temperature. A growing lengthscale is a key ingredient
of some important theoretical frameworks of supercooled
liquids, like the Adam-Gibbs theory and the mosaic the-
ory. Yet, how to define this lengthscale in supercooled
liquids is not quite clear. Finding a correlation length
normally requires to define a suitable order parameter
and measure its relative correlation function. However,
how to do this is nontrivial in glass-forming liquids, be-
cause all amorphous configurations look the same and it
is difficult to detect correlated regions. Explaining how
to uncover the growth of amorphous order will be the
final aim of this notes.

As in my former review on mean-field spin-glasses, I
do not cover the subject of aging and off-equilibrium dy-
namics. I cannot stress enough that this is not due to my
dislike or disregard of the subject, but, on the contrary,
to the fact that it is such an important and vast field that
it cannot be covered by a single section of a brief review
as this is. I have tried (starting from the title) to use
as much as possible the term ’supercooled liquids’ rather
than ’glasses’ expressly in order to avoid any confusion
between equilibrium and off-equilibrium physics.

A final word of caution on the theoretical frameworks
discussed in these notes. A shared theory of the glass
transition does not exist and different frameworks clash
continuously. As I write, a group of researchers from all
over the world prepares for a workshop in Leiden, where
they will kindly disagree about everything. In this con-
text, I had two choices: either to present a more or less
complete list of all theories on the market, briefly dis-
cussing the pros and cons of all of them, or to tell a single,
coherent, but inevitably partial story, and discuss what
is mainly my personal viewpoint. Not surprisingly, due
to lack of space and overwhelming laziness, I have cho-
sen the second solution. This was also more true to the
spirit of my original Weizmann lecture. In fact, even the
structure I gave to the material contained in this review
reflects my own understanding of the field. Therefore,
even though my view about the fundamental physical
mechanisms ruling supercooled liquids is not entirely a
minority one, the reader should be well aware that this
is not the whole story.

II. PRELIMINARIES

It seems nice to start a review on supercooled liquids
with a definition of what liquids are. This is particularly
important for deeply supercooled liquids, since in this
case the viscosity may be so large that, from the mechani-
cal point of view, the distinction between liquid and solid
becomes blurred. Viscoelasticity is crucial to understand
the mechanical features of supercooled liquids, and it is
also the ideal setting where to introduce two key tools for
the rest of these notes, namely shear relaxation time and
viscosity. Moreover, we will introduce the diffusion coef-
ficient, and explain how it is connected to the viscosity
through the Stokes-Einstein relation. Finally, I will clar-

Figure 2.1: Left panel: viscocity as a function of T
Tg

for several glass formers [96].
Right panel: typical behavior of the entropy of a supercooled liquid as a function
of T [85]. Lowering the temperature, following the spinodal, the characteristic
time scale grows and breaks down the ergodicity at Tg. TK is the Kauzmann
temperature where the entropy of supercooled liquid is equal to the entropy of the
crystal.

!
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Figure 2.2: Displacement in the direction L due to an external stress.

where the greek indices run over the dimension d of the space. σαβ is the stress
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tensor, G is the shear modulus and

uαβ ≡
1

2
(∂βuα + ∂αuβ) (2.18)

is the strain tensor, being uα the displacement in the direction α due to the shear.
Since the displacement along α will be proportional (the leading order) to the
height along β,

uα = γxβ (2.19)

calling l the maximum displacement (see Fig. (2.2)), when xβ = L, defining γ ≡ l
L

one has
uαβ = γ. (2.20)

In a solid G will be time-indipendent but in general, for a viscoelastic body, it
is time-dependent. In particular, for the Maxwell model [97] of viscoelasticity, it
reads

G(t) = G∞e
− t
τR (2.21)

where τR defines the time scale over which the stress relaxes. Imagine to deform
at time t′. The stress tensor at time t will be

σαβ = G(t, t′)γ . (2.22)

If the system is time-traslational invariant G(t, t′) = G(t− t′). In general also the
strain can be time dependent, in these cases the variation of σαβ defined as

δσαβ(t) = σαβ(t)− σαβ(0) (2.23)

whith σαβ(0) the stress valued at t0 = 0. Assuming γ = γ(t) and γ̇(t) = const and
applied at the time t0 = 0.

δσαβ = G(t− t′)δγ(t′) = G(t− t′)γ̇(t′)dt′ . (2.24)
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The total stress σαβ at the time t will be given by an integration from 0 to t

σαβ(t) =

∫ t

0

dt′G(t, t′)γ̇(t′) =

∫ t

0

dt′G(t− t′)γ̇(t′) . (2.25)

It follows that

σαβ(t) = γ̇

∫ t

0

dτ G(τ) = ηγ̇ , (2.26)

where the viscosity η is defined as

η ≡
∫ t

0

dτ G(τ) . (2.27)

Viscosity is a macroscopic observable which plays an important role in the study
of the mechanical properties of a material. Imagine to have a tagged particle of
radius r which moves in a fluid of viscosity η. We can introduce the diffusion
coefficient D, according to the Stokes-Einstein relation

D =
1

β6πrη
(2.28)

where r is also called the hydrodynamic radius. Indeed, the response of a material
to strain is a function of the shear modulus which characterizes the struscture of
the material. When a typical time scale diverges the shear modulus does not vanish
and the viscosity increases. In particular, even in a simple Maxwell-like model, we
can define a set of relaxation. If τR is the larger relaxation time of the system, in
the Maxwell picture, we have a simple relation between viscosity and relaxation
time.

2.2 Mode coupling theory and p−spin models

In this section I will try to introduce two independent lines of research —Mode
coupling theory and spin glass theory— which lead to the same mean-field scenario
for the glassy transition: the so-called Random First Order Theory (ROFT) [13].
In the next section we generalize ROFT to study the secondary processes.
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2.2.1 MCT and Schematic Theory

As will be shown later, the glassy dynamics of a broad class of mean-field spin-
glass models [13, 87] lead to the same equations of a theory meant to describe
the glassy behaviour of supecooled liquids and glass formers [89, 98], namely the
Mode-Coupling Theory (MCT).

The MCT reproduces some features of glassy materials and it is based on some
uncontrolled a priori approximation.

In the first part of this section we have studied, in a simple mean-field model,
how statical and dynamical properties are related, finding that static criticality has
a precise counterpart in the dynamic slowing down. Indeed, information obtained
from the statics can be used to build a dynamical theory.

In particular, all the statical information of Hamiltonian system described by

H(p,q) =
∑

i

p2
i

2m
+ φ(q) =

∑

i

p2
i

2m
+
∑

i<j

ϕ(|qi − qj|) (2.29)

is embodied the partition function

Z(β, V,N) =

∫ ∏

i

dpdq

h3NN !
e−βH(p,q) ≡

∫
dµcan(Γ) , (2.30)

where Γ is a shorthand notation for (p,q). With the notation f(p,q) we indicate a
function of all the generalized momenta and coordinates (pi)

N
i=1, (qi)

N
i=1. In general,

the interaction can involve more than two bodies

φ(q) = α1

∑

i

ϕ1(qi) + α2

∑

i<j

ϕ2(qi,qj) + α3

∑

i<j<k

ϕ3(qi,qj,qk) + · · · =

=
∑

n6N

∑

i1<i2<···<in
αnϕin(qi1 , . . . ,qin) (2.31)

where the αn are the coupling constants for the n-body interaction. If the system
is sufficiently diluted, we can truncate (2.2.1) after the two-body term.

Since the integration over the momenta is Gaussian, all the observables of the
system can be expressed in terms of the n-particles density function ρ(r1, . . . , rn)
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(with n 6 N) [99]

ρ(r1, . . . , rn) =

∫
dµcan(Γ)

∑

i1 6=i2 6=···6=in
δ(r1 − qi1) · · · δ(rn − qin) . (2.32)

For instance, the ensemble average of a general observable O(q) will be

〈O(q)〉 =
∑

n

∫
dr1 . . . drnfn(r1 . . . rn)ρ(r1, . . . , rn) , (2.33)

where the functions fn(r1 . . . rn) are defined by the expansion of the observable:

O(q) =
∑

n

∑

i1 6=i2 6=···6=in
fn(qi1 . . .qin) . (2.34)

From the fluctuation of the Fourier transform of the microscopic density (the
1-particle density function)

ρ̂(r,q) =
∑

i

δ(r− qi) (2.35)

ρ̃k(q) =
∑

l

e−ik·ql

we can build an important observable, namely the structure factor, an ingredient
of the MCT. Under the assumption of homegeneous and translationally invariant
fluid

S(k) ≡ 〈 1

N
ρ̃−k(q)ρ̃k(q)〉 = 1 + ρ

∫
dre−ikrg(r) (2.36)

where r = |r|. In the last equality the radial distribution function g(r) appears. It
is defined by the 2-particle density as follows:

g(r1, r2) =

〈
ρ(r1, r2,q1,q2)

ρ(r1,q1)ρ(r2,q2)

〉
; (2.37)

for a system homogeneous and invariant under spatial translations, it is

g(r1, r2) = g(|r1 − r2|) = g(r) (2.38)
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Figure 2: Left: radial distribution function g(r) for a simple liquid of size σ.
Right: the corresponding structure factor S(k). A sample structure is also de-
picted where the solvation shells are indicated by the dotted lines. The exclusion
radius can be seen in the absence of amplitude of g(r) for r! σ.

where ρ = N/V is the density of the system, and thus S(k) is also indi-
cating something about the liquid structure [1, 2, 3]. An example for a
simple liquid is depicted in Fig. 2.

But how do we expect F (k, t) to behave? For high temperatures –
above the melting point – F (k, t) will decay like a single exponential func-
tion in time for for k ≥ 2π/sigma as plotted in Fig. 3. For supercooled
liquids, the situation is different and a characteristic decay pattern can
also be seen in Fig. 3. We observe a multi-step relaxation.

1. At short times decay is coming from free and collisional events that
involve local particle motion. Consistent with a short-time expan-
sion, F (k, t) ∼ S(k)−A(k)t2 + . . . in this regime [1, 2, 3]. This will
be true at any temperature. We will not be concerned much with
this part of the decay.

2. Intermediate times encompass a period during which particles ap-
pear trapped in cages formed by other particles. This regime is the
β-relaxation regime. The decay to the plateau (IIa) may be fitted
as f + At−a and the decay from the plateau (IIb) as f −Btb. Also,
the exponents have a scaling consistent with the relationship

Γ(1− a)2

Γ(1− 2a)
=

Γ(1 + b)2

Γ(1 + 2b)
. (7)

3. At long times, in the α-relaxation regime, the decay may be fitted
to a stretched exponential law [4]

F (k, t) ∼ e−( t
τ )β

. (8)

with 0 < β < 1. Do not be confused with the notation. It is the β
power that appears in the α-relaxation regime! In general β and τ
will be k and temperature dependent.

3

Figure 2.3: Behaviour of the radial distribution function g(r) and the corresponding
structure factor S(k) for a simple liquid (σ is the size of the molecules) [100].

and

〈
n∏

i

ρ(ri,qi)〉 = ρn (2.39)

where ρ = N/V . For small values of r, if the interaction potential is repulsive (e.g.,
soft- or hard-core) on small distances g(r) is vanishing while, for r →∞, g(r)→ 1

because ρ(r1, r2) factorizes into ρ(r1)ρ(r2) = ρ2. For reasons that will be clarified
later, we define the function

h(r) ≡ g(r)− 1 (2.40)

and the direct correlation function c(r), related to the S(k) through the Orstein-
Zernike (OZ) relation

h(r) = c(r) + ρ

∫
dr′ c(r − r′)h(r′) . (2.41)

OZ in the Fourier space takes the form

S(k) =
1

1− ρĉ(k)
. (2.42)

S(k) can be experimentally measured from the cross-section for scattering of neu-
trons or X-rays by the fluid as a function of scattering angle. Indeed, we can access
to static properties theoretically with the particle density and experimentally by
means of the structure factor. Therefore, in order to study the kinetic arrest
near the glassy transition, we have to consider the structure factor as a dynamical
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variable. To do this we start from the dynanical evolution of a generical observable
O(t) of a Hamiltonian system

dO(t)

dt
=
∑

i

(
∂O
∂pi

ṗi +
∂O
∂qi

q̇i

)
+
∂O
∂t
. (2.43)

If ∂O
∂t

= 0, defining the Liouvillian operator [98] iL as

iL ≡
∑

i

(
ṗi
∂

∂pi
+ q̇i

∂

∂qi

)
, (2.44)

from eq.(2.43) it follows that

dO(t)

dt
= iLO(t) . (2.45)

We can formally compute the evolution of O(t) ≡ O(p(t),q(t)) as in the form

O(t) = eiLtO(0) = U(t)O(0) (2.46)

where we have defined a time-evolution operator

U(t) ≡ eiLt . (2.47)

We can also write the evolution of the distribution function P(Γ) which defines
the measure over the space Γ through the relation

dµ(Γ) = P(Γ)dΓ̃ (2.48)

where dΓ̃ =
∏

i
dpdq
h3NN !

. Since we assume that the probability distribution does not
depend explicitly on time (i. e., we study the equilibrium dynamics allowing the
system to reach thermal equilibrium), it follows that

∂P(t)

∂t
= −iLt→ P(t) = e−iLtP(0) , (2.49)

which is the Liouville Theorem. Therefore, an element of the space phase (p,q)
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evolves in (p(t),q(t)) from (p(0),q(0)) according to eq. (2.46). Since P(t) evolves
according to eq. (2.49), the measure dµ(Γ) will be time-translational invariant:

dµ(Γ(t)) = dµ(Γ(0)) ≡ dµ(Γ) . (2.50)

Since the system is Hamiltonian, it follows that

ṙi =
∂H
∂pi

(p, r) , ṗi = −∂H
∂ri

(p, r) (2.51)

and the Liouvillian becomes

iL =
1

m

∑

i

pi ·
∂

∂qi

−
∑

i 6=j

∂ϕ(|qi − qj|)
∂qi

∂

∂pi

. (2.52)

An important role is played by the time-correlation function C(t, t′)AB of the
dynamical observables defined as

C(t, t′)AB ≡ 〈A(t)B∗(t′)〉 , (2.53)

where the supersription ∗ denotes complex conjugation. If the system is in an
ergodic phase, one has that

C(t, t′)AB ≡ 〈A(t)B∗(t′)〉 =

∫
dµ(Γ)eiL(t−t′)A(0)B∗(0) . (2.54)

The correlation functions take the form of a scalar product. Indeed, the auto-
correlation function is

C(t, t′)OO = 〈O(t)O∗(t′)〉 =

∫
dµ(Γ)eiL(t−t′)O(0)O∗(0) (2.55)

and when t = t′

C(t, t)OO = 〈O(t)O∗(t)〉 =

∫
dµ(Γ)O(0)O∗(0) = 〈O(0)O∗(0)〉 (2.56)
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while, fot t′ = 0

C(t, 0)OO =

∫
dµ(Γ)eiLtO(0)O∗(0) ≡ C(t)O. (2.57)

In the limit t→∞, if the system is not only ergodic but also mixing since,

lim
t→∞

C(t)AB = 〈A(0)〉〈B∗(0)〉 (2.58)

To describe a system which displays at least two time scales, one has to intro-
duce a projector formalism which allows one to separate slow from fast degrees of
freedom [98]. The plain is as follows: correlation functions define a scalar prod-
uct between the observables; the time evolution of a set of observables {Ai} can
be formally computed through the time-evolution anti-hermitian operator U(t).
Moreover, the operator L is a Hermitian operator: a general observable A(p,q)

can be expanded into an infinite set of functions ϕk(p,q) in the Hilbert space de-
fined on Γ. Therefore we can associate with each function of the orthonormal set
a vector ϕk in the Hilbert space such that

〈ϕk|ϕl〉 = δkl (2.59)

where δkl is the Kronecker delta symbol. The expansion of an observable will be

A(p,q, t) =
∑

k

ak(t)ϕk(p,q) (2.60)

where ak(t) is
ak(t) = 〈A|ϕk〉 (2.61)

and satisfies the following equation of motion

∂tak(t) =
∑

l

Lklak(t) (2.62)

where the matrix Lkl is anti-Hermitian and its expression is given by

Lkl = 〈ϕk|iLϕl〉 . (2.63)
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Also an ordered set of dynamical observables (Ai) is a vector in this Hilbert space.
Now, in the space of the observables, we can build a projector ΠO which projects
the other observables into the space defined by O.

ΠO = 〈O| . . . 〉〈O|O〉−1O ≡ Π , (2.64)

where 〈O|O〉 ≡ 〈OO∗〉. Being ΠO a projector, the following properties hold

ΠO = 〈O|O〉〈O|O〉−1O = Π2O = O (2.65)

ΠΠA = Π2A = ΠA .

Defining Q ≡ (1− Π)

(1− Π)(ΠA) ≡ QΠA = ΠQA = 0 (2.66)

QQA = QA .

Therefore, the projector Q defines the subspace orthogonal to Π.
Because we want to know what happens when the dynamics evolves over sep-

arated time scales, we have to study the dynamics of a general observable O(t) in
its space during the time-evolution due to the operator U(t) = eiLt. In general, the
observable can be a multiplet of observables suitably chosen. Indeed, the projector
operators allow us to study a subset {Oi} in the space of the observables (Ai). In
order to simplify the notation, we define a relevant observable O and we want to
write an evolution equation for O(t).

Starting from (2.45) and (2.46) we can write the following operatorial integro-
differential equation for O

∂tO(t) = iΩO(t)−
∫ t

0

dt′K(t′)O(t− t′) + f(t) (2.67)

f(t) ≡ eiQLtQiLO(0)

K(t) ≡ 〈f |f(t)〉〈O|O〉−1

iΩ ≡ 〈O|iLO〉〈O|O〉−1 .
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To obtain (2.67) we have written the time-evolution operator as

eiLt = eiLtM(t) + eiQLt , (2.68)

M(t) = i

∫ t

0

dt′ e−iLt
′QL eiQLt′ ,

M(0) = 0 .

The expression for M(i) is obtained by differentianting with respect the time of
the first equation of (2.68). Using the identity

iL = ΠiL+ (1− Π)iL = ΠiL+QiL (2.69)

we can compute

eiLt(1− Π)iLO = eiLtiLO − eiLtΠiLO = (2.70)

= ∂tO(t)− 〈O|iLO〉〈O|O〉−1O(t) =

= ∂tO(t)− iΩO(t) .

The action of (2.70) on the operatorial identity (2.68) leads to the following equa-
tion:

f(t) +

∫ t

0

dt′ eiLt−t
′〈O|iLf(t′)〉〈O|O〉−1O = (2.71)

= f(t) +

∫ t

0

dt′ 〈O|iLf(t′)〉〈O|O〉−1O(t− t′) ,

where we have introduced the noise term

f(t) ≡ ei(1−Π)Lt(1− Π)iLO . (2.72)

Using the anti-Hermitian property of the inner product and the fact that 〈O|f(t)〉 =

0, we can define a kernel K(t) as

〈O|iLf(t)〉〈O|O〉−1 = −〈OiL|f(t)〉〈O|O〉−1 = (2.73)

= −〈f |f(t)〉〈O|O〉−1 ≡ −K(t)
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and finally obtain the expression (2.67).
We can generalize the above results for a vector observable O(t). Projecting

along O(0) we obtain

∂tC(t) = iΩ ·C(t)−
∫ t

0

dt′K(t′)C(t− t′) , (2.74)

where we used the relation 〈O|f(t)〉 = 0.
Obviously, eq. (2.74), also called Generalized Langevin Equation (GLE) [101],

is just an alias of the operatorial evolution equation which has the formal solution
O(t) = U(t)O(0). Through eq. (2.74), it is clear the role played by the other
degrees of freedom on the relevant observable. In particular, while the linear term
in the r.h.s of (2.74) depends only by the evolution of C(t), the memory term K(t)

encodes, through the noise term f(t), the effects of the other degrees of freedom
on O.

Since the most general features of the glassy systems is the decoupling of two
time scales, it is natural to try to study GLE when C(t) is a vector of slow variables
and the noise term f(t) is due to fast degrees of freedom. The most important
correlation function for a fluid and supercooled-liquid is the density-fluctuation
function (i. e., the intermediate scattering function) defined as

F (k, t) =
1

N
〈ρ̃−k(q, t)ρ̃k(q, 0)〉 =

1

N

∑

l,m

〈eik·ql(0)e−ik·qm(t)〉 (2.75)

where we have introduced the Fourier transform of the time-dependent local density

ρ̂(r,q, t) =
∑

i

δ(r− qi(t)) (2.76)

and
ρ̃k(q, t) =

∑

l

e−ik·ql(t) . (2.77)

We note that for t = 0 it is F (k, 0) = S(k).
From hydrodynamics it is known that the slow observables [102] are the local
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density fluctuations and the longitudinal velocities:

O =
(
δρ̃k(q, t) , jLk (p,q, t)

)
(2.78)

where δρ̃k(q, t) is the local fluctuation of the density

δρ̃k(q, t) = ρ̃k(q, t)− (2π)3ρδ(k) , (2.79)

where k = |k|. The longitudinal velocity is given by the following expression

jLk (p,q, t) =
1

m

∑

i

k

k
· pi e

−ik·qi (2.80)

Finally, we can replace the previous definition of F (k, t) with the following one:

F (k, t) ≡ 〈δρ̃−k(q, t)δρ̃k(q, 0)〉 (2.81)

where we have replaced the local density with its fluctuation. In order to simplify
the notation, since the thermal averages are done on the generalized coordinates
and momenta (p,q), we write

〈Ok(p,q, t)〉 = 〈Ok(t)〉 . (2.82)

The matrix elements of C(t) will be

Ck(t) =

[
〈δρ̃−kδρ̃k(t)〉 〈δρ̃−kj

L
k (t)〉

〈jL−kδρ̃k(t)〉 〈jL−kj
L
k (t)〉

]
, (2.83)

since 〈∑i p
2/2m〉 = 2/β, using the general property

〈AȦ〉 = 0 (2.84)

and defining the following function

Kk ≡
[
djLk
dt
− i k δρ̃k

βmS(k)

]
(2.85)
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we can write

Kk(t) =

[
0 0

0 〈K−kKk(t)〉

]
, (2.86)

and rewrite eq. (2.74) in terms of the choosen observable2

d2F (k, t)

dt2
+
k2F (k, t)

βmS(k)
+
βm

N

∫ t

0

dt′ 〈K−kKk(t′)〉dF (k, t− t′)
dt

= 0 . (2.87)

The equation obtained is still exact for the dynamics of F (k, t).
Now, in order to solve in closed form eq. (2.87), several approximations have to

be introduced. Eq. (2.85) contains the time-derivative of the current, proportional
to the gradient of the interaction potential. Using the formalism of density distri-
bution functions, the potential can be expressed in terms of density fluctuations
in the Fourier space. Therefore, it is useful to introduce the projector Π2 over the
density pairs

Π2 =
∑

k1k2k3k4

〈Ok3k4 | . . . 〉〈Ok1k2|Ok3k4〉−1Ok1k2 (2.88)

and then factorize all the four-point density terms into products of two-point den-
sity correlation. In particular, choosing O = δρ̃k1δρ̃k2 , one has

Π2Kk =
∑

k1k2

Vk(k2,k1)δρ̃k1δρ̃k2 (2.89)

Vk(k2,k1) ≡
∑

k3k4

〈δρ̃k1δρ̃k2|Kk〉〈δρ̃k1δρ̃k2 |δρ̃k3δρ̃k4〉−1 .

Through the projector Π2 the memory kernel Kk can be factorized as follows

Kk ∼ 〈δρ̃δρ̃〉〈δρ̃δρ̃〉 ∝
∑

k1

F (k1, t)F (k − k1, t) (2.90)

Without entering into details on the approximations, which can be found in [89,
86, 100, 102], one is able to write a close equation for F (k, t). In particular the

2For a detailed derivation of the MCT see[89, 86, 100, 102]
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vertex function in MCT is given by

Vk1,k2−k1 =
ik2

k2

2βmN
·
{

k1

S(k1)
+

k2 − k1

S(k2 − k1)
− k2

}
= (2.91)

=
iρk2

k2

2βmN
· {k1c(k1) + (k2 − k1) c(k2 − k1)}

and the MCT equation for the intermediate scattering function is

d2F (k, t)

dt2
+

k2F (k, t)

βmS(k)
+

∫ t

0

dt′K(k, t− t′)dF (k, t′)

dt′
= 0 (2.92)

K(k, t− t) ≡ ρ

16π3mβ

∫
dk1 |Vk−k1,k1 |2 F (k1, t)F (k1 − k, t)

Therefore, MCT gives a closed set of integro-differential equations for the den-
sity correlator F (k, t). In particular, this is possible if we approximate the memory
kernel (i. e., the vertex function Vk1,k2−k1) of the exact (untractable) theory with
a polynomial of density correlators. In order to study how F (k, t) depends on the
wave number k, one needs to fix the static structure factor (or, equivalently, the
direct correlation function c(k)) as an input parameter of the theory.

In order to study the phenomenology predicted by the MCT, it is sufficient to
study the limit k → k0, where k0 is the position of the peak of S(k). We can thus
define the function

φ(t) ≡ F (0, t) . (2.93)

Indeed, numerical computations of the MCT equation, show [103] that the main
contribution comes from the peak of S(k) (cfr. fig(2.2.1)), so we can approximate

S(k) ∼ δ(k − k0) . (2.94)

Moreover, for a broad class of glassy systems we can replace the second time deriva-
tive of φ(t) with a first time derivative (e. i., we are interested by the Aristotelic
regime). The theory obtained through these assumptions is called schematic theory
(ST) [100] and the equation (2.92) becomes

φ̇(t) + ω2φ(t) + γ

∫ t

0

dt′ φ2(t− t′)φ̇(t′) = 0 (2.95)
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Figure 2.4: Intermediate Scattering Function in a Schematic Model near TMC with
φ2 kernel.

where ω and γ are parameters of the model.
In a ST a more general memory kernel can appear such as a polynomial of

degree q. Through a suitable (i. e., phenomenological) choice of the memory
kernel, it is possible to build different MCT models. We have introduced the ST
because the dynamical equations of a class of spin-glass model leads to the same
equations of the ST.

Figure (2.4) shows the solution of eq. (2.95), for the memory kernel φ(t)2,
obtained through numerical integration, near TMC . We can see a double step
relaxation: the first relaxation to the value q = 0.51 is due to the β process that
reaches equilibrium with the environment. The plateau, extending for five decades
in time, is due to the α processes which break the ergodicity at TMC . In particular,
at the Mode Coupling temperature one has

lim
t→∞

φ(t) = q (2.96)

When the solution develops a plateau it is possible to evalutate analytically the
behaviour of φ(t) approaching to and departing from q[89], obtaining the MCT
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exponents

φ(t) ∼ q + At−a for φ→ q+ (2.97)

φ(t) ∼ q +Btb for φ→ q−

Γ(1− a)2

Γ(1− 2a)
=

Γ(1 + b)2

Γ(1 + 2b)
= m̄ .

The last expression of (2.97) will be generalized in the last section of this chapter
for φ(t) which displays a multistep relaxation.

Finally, it is possible to compute how the characteristcal time scale τα diverges
at TMC , finding the follows relations

τα ∼ (T − TMC)−γ (2.98)

γ =
1

2a
+

1

2b

The scaling properties (2.97) are a remarkable result of the MCT. We do not
analyse successes and failures of MCT because a broad literature about this subject
already exists (see [100] for a review). We will examine a class of models that can be
exactly solved in MF and which leads to a dynamical equation formally equivalent
to eq. (2.95) of the ST.

2.2.2 The p-spin models

Thermodynamics and dynamics of spin glass models —at mean-field level— can
be exactly computed without uncontrolled approximation. The dynamics can be
solve without replica trick and leads to the same equation of MCT-ST.

Replica Theory

In the previous chapter, we have studied the static properties of spin-glasses in
finite dimensions. Now we briefly discuss the general properties of spin glass mod-
els. These are lattice models, defined through a Hamiltonian H[σ; J ], where the
couplings between the spin variables are chosen randomly with a suitable distri-
bution P (J). Quenched disorder means that the integration over the couplings is
done after the thermal average, and therefore, after the calculation of the partition
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function. In fact, thermodynamics is defined as follows [55]:

Zβ[J ] = Trσe
−βH[σ;J ] (2.99)

f(β; J) = − lim
N→∞

1

βN
logZβ[J ]

f(β) = − lim
N→∞

1

βN

∫
dµ(J) logZβ[J ] ≡ f(β; J)

dµ(J) ≡
∏

ij

dJij P (Jij) .

The overbar · · · denotes average over the disorder. The prototype SG model is the
Edwards-Anderson Model [57]: an Ising-like model with quenched disorder

HEA[σ; J ] = −
∑

(i,j)

Jijσiσj , σi = ±1 . (2.100)

where the bracket means that the sum is extended to nearest-neighbours sites.
Several choices for P (J) are possible. In analytical treatments, the Gaussian mea-
sure

P (Jij) =
1√

2πzJ2
exp

(
−(Jij − J0)2z

2J2

)
(2.101)

is often used, where z is the coordination number, i. e., the number of nearest-
neighbours. Another choice, often used in numerical simulations, is the bimodal
distribution

P (Jij) = pδ (Jij − J) + (1− p)δ (Jij + J) , 0 ≤ p ≤ 1, (2.102)

p being the concentration of ferromagnetic bonds.
The statistical mechanics of (2.100) is analitically computable at the mean-field

level (when the space dimension is large enough for the thermodynamic fluctuations
to be neglected).

The mean-field approximation of the EA model is the Sherrington-Kirkpatrick
Model (SK) [56]

HSK [σ; J ] = − 1

N

∑

i<j

Jijσiσj , σi = ±1 . (2.103)
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We can generalize the SK model by extending the interaction from binary to n-ary
[11].

H[σ; J ] = −
∑

t=1,...,n

∑

i1<···<it
J

(t)
i1...it

σi1 . . . σit . (2.104)

To obtain models with many-body interaction which are analytically soluble, we
change hard to soft spins, by imposing a global spherical constraint [12]:

∑

i

σ2
i = N . (2.105)

In the MF models, in order to have a stable thermodynamics, the probability
distribution of the random couplings has the following momenta (choosing a zero
mean)

(
J

(n)
i1...in

)
= 0 (2.106)

(
J

(n)
i1...in

)2

=
J2t!

2N t−1
, i1 < · · · < it .

The statics can be computed exactly. Since we have to compute the average of
a logarithm, we introduce replica in order to change the quenched average to an
annealed average over the replicated partition function

f(β) = − lim
N→∞

lim
n→0

1

βNn
∂nZn = − lim

N→∞
lim
n→0

1

βNn
logZn . (2.107)

In order to perform the computation, we need to exchange the order of the limits
N → ∞ and n → 0. Indeed, to solve the MF, we have to perform a saddle-point
approximation which is exact in the thermodynamic limit. Although a priori
unwarranted, the trick works and leads to the right thermodynamically stable
solution [104, 105, 106, 107].

For the p-spin model [12], obtained by (2.104) as follows

Hp[σ; J ] = −
∑

t=1,...,n

δtp
∑

i1<···<it
J

(t)
i1...it

σi1 . . . σit = −
∑

i1<···<ip
J

(p)
i1...ip

σi1 . . . σip (2.108)
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the replicated average partition function is

Znβ = const.

∫
DQ exp (Nφ(Q)) (2.109)

φ(Q) =
β2J2

4

∑

ab

Qp
ab − log detQab (2.110)

DQ ≡
∏

ab

dQab (2.111)

where Q is a symmetric n×n matrix, called overlap matrix, with 1 all entries in the
main diagonal equal to 1 (due to the spherical constraint). The saddle point gives
a self-consistency relation for Q. However, in order to obtain the thermodynamics,
an Ansatz is needed for the structure of the matrix Q.

The natural choice is the Replica Symmetric ansatz:

Qab = (1− q)δab + q , (2.112)

which leads to a phase transition at T ∗ between a PM phase and a SG phase.
Moreover, in the low temperature phase the solution is unstable. A stable solution
can be found applying a Replica Symmetry Breaking scheme at the matrix Q.

In particular, following the scheme suggested by Parisi [52, 53, 54], it is possible
to prove that a stable solution for the p-spin models can be found by imposing a
1−RSB structure to the overlap matrix [12]. Breaking the RS structure means
to parametrize Q through, at least, two parameters q0 and q1 which destroy the
invariance under permutation of the RS ansatz. In order to preserve the invariance
with respect to a sub group of permutations, the matrix may be divided into a di-
agonal block, where the overlap value is q0, and an out-of-diagonal block where it is
q1. Clearly, we have to introduce one more parameter, say m < n or breaking point,
the size of the diagonal block. All these parameters will be fixed self-consistently
by the MF equations. In this scheme the matrix becomes

Qab = q0 + (q1 − q0)εmab + (1− q1)δab (2.113)
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where the matrix ε is defined as

εmab =





1 if a and b are in the diagonal block

0 otherwise
(2.114)

In a spin-glass model we can build a precise link between the structure of the
matrix Q and the structure of the space phase [55]. In particular the following
relation holds

P (q) = lim
n→0

1
n(n−1)

2

∑

ab

δ(Qab − q) (2.115)

where P (q) is the distribution of the overlap, numerically computable via the evo-
lution of two identical copies of the systems, by measuring the codistance between
two real replicas. The behaviour of P (q) in a finite-size system for a short-range
interaction, was shown in the previous chapter (cf. section 1.4). In particular, the
BC-random, at the mean-field level is solved by a Full-RSB.

If a system displays a 1−RSB scheme, the overlap distribution will show a
double peak:

P1−RSB(q) = mδ(q − q0) + (1−m)δ(q − q1) . (2.116)

Without an external field the first peak will be at q0 = 0, and the second at q1 6= 0.
The weight of each peak is proportional to the parameter m. This structure of
P (q) means that the space phase is partitioned into disconnected region. The
overlap mesure if, taken two configurations of the system in the amorphous phase,
they are in the same basin or in two different basins. The temperature where this
happens is the static temperature Tc, also called TK because the thermodynamics
transition is a Kauzmann-like transition, i. e., a supercooled liquid changes into
an ideal glass phase. Note that the Tc obtained from the 1−RSB scheme is smaller
than the RS one T ∗.

The p+ s–model is defined by the Hamiltonian

H[σ, Jp, Js] = Hs[σ; Js] +Hp[σ; Jp] (2.117)

Ht[σ; J ] = −
∑

t=1,...,n

δtp
∑

i1<···<it
J

(t)
i1...it

σi1 . . . σit = −
∑

i1<···<ip
J

(p)
i1...ip

σi1 . . . σip ,
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qualitatively different model cases with p!s!2. For nearby
values of s and p !dashed curve, s=3, p=4" the shape of
#"!!q"$−1/2 implies that at most a 1RSB solution can take
place. When p−s grows, however, the qualitative behavior
changes !solid curve, s=3, p=16" and the 1RSB is no longer
the only solution admissible: solutions with more RSBs may
occur in order to stabilize the system. From Fig. 1 one can
readily see that for certain values of #s and #p, and large
p−s, Eq. !13" can have four solutions; i.e., F!q" can display
four extremes, allowing for the existence of a 2RSB phase.
The critical values of p for fixed s!2, above which this kind
of phase can show up, are those at which the #"!!q"$−1/2

function acquires a negative convexity at some given q value
between 0 and 1—i.e., the values for which

!p2 + p + s2 + s − 3sp"2 − ps!p − 2"!s − 2" = 0, !15"

e.g., !s , p"= !3,8", !4,7+2%6", !5,9+3%5". As s increases,
the relative critical p becomes very large.34 Notice that Eq.
!15" does not depend on the parameters #. For p!s" less than
the root of the equation, #"!!q"$−1/2 has always a positive
convexity !see the 3+4 curve in Fig. 1", while for larger
values of p its convexity can be negative for some range of
values of the #’s.

Equations !10" and !11" also admit continuous RSB solu-
tions !qr−qr−1→0". They reduce to the same identity in this
case, as well as F!!q"=0 #Eq. !13"$. The latter sets a con-
straint on the interval of q values over which a FRSB ansatz
can be constructed because Eq. !13" can only hold as far as
#"!!q"$−1/2 has the same !negative" convexity as $!q". A con-
tinuous RSB structure in a certain interval of q values does
not rule out, however, the possibility of discrete RSBs in
other intervals. Indeed, “mixed” solutions are found as well,
whose overlap function q!x" the inverse of x!q" display both
discontinuous steps and a continuous part.

IV. PHASE DIAGRAM

We now inspect the explicit case where s=3 and p=16,
which is enough to catch the properties that make the model
special, without loss of generality. The complete phase dia-
gram is plotted in the MCT-like variables #3 and #16 in Fig.
2, where we only report the static transition lines. We stress,
however, that all static transitions have a dynamic counter-
part, as we will discuss in a later section. In each phase, the
shape of the overlap function q!x" is sketched. Going clock-
wise, in the central part we identify a paramagnetic !PM"
phase, a 1RSB glassy phase !I", a 2RSB glassy phase, and a
second 1RSB phase !II". Even though the structure of the
states organization is qualitatively similar, the two 1RSB
phases differ in the value of the self-overlap q1 !or Edwards-
Anderson parameter35" and the position p1 of the RSB step
along the x axis. In the top part of the phase diagram things
get even more diversified, and we find the additional mixed
continuous-discontinuous “F-1RSB” !shaped as in the top-
left inset of Fig. 2" !Ref. 36" and “1-F-1RSB” phases.

In Fig. 3 a detail of the phase diagram is plotted around
the quadricritical point where four transition lines meet. We
use in this case the natural thermodynamic parameters T and

Jp !in units of Js" rather than the MCT parameters #s and #p.
The dynamic transition curves are also plotted !dashed lines"
in this case. We notice that decreasing the temperature the
dynamic transition always takes place before the static one.

Starting in the 1RSBI phase for low values of the ratio
Jp /Js, if we increase Jp keeping the temperature fixed, at
some point A !see Fig. 4" a 2RSB phase arises with the same
free energy of the 1RSBI. As Jp is further increased, the
2RSB phase displays a higher free energy than the 1RSBI
one !bottom inset of Fig. 4". Since we are considering repli-
cated objects in the limit of the number of replicas going to
zero, this implies that the 2RSB phase is the stable one,
whereas the 1RSB phase becomes metastable. In Fig. 4 we
show the detail of the 1RSBI-2RSB-1RSBII isothermal tran-
sitions in Jp /Js. In the inset we show the free energies
%!T /Js ,Jp /Js" relative to each phase. It is clear that, were the
2RSB phase not there, a coexistence region would occur, as
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qualitatively different model cases with p!s!2. For nearby
values of s and p !dashed curve, s=3, p=4" the shape of
#"!!q"$−1/2 implies that at most a 1RSB solution can take
place. When p−s grows, however, the qualitative behavior
changes !solid curve, s=3, p=16" and the 1RSB is no longer
the only solution admissible: solutions with more RSBs may
occur in order to stabilize the system. From Fig. 1 one can
readily see that for certain values of #s and #p, and large
p−s, Eq. !13" can have four solutions; i.e., F!q" can display
four extremes, allowing for the existence of a 2RSB phase.
The critical values of p for fixed s!2, above which this kind
of phase can show up, are those at which the #"!!q"$−1/2

function acquires a negative convexity at some given q value
between 0 and 1—i.e., the values for which

!p2 + p + s2 + s − 3sp"2 − ps!p − 2"!s − 2" = 0, !15"

e.g., !s , p"= !3,8", !4,7+2%6", !5,9+3%5". As s increases,
the relative critical p becomes very large.34 Notice that Eq.
!15" does not depend on the parameters #. For p!s" less than
the root of the equation, #"!!q"$−1/2 has always a positive
convexity !see the 3+4 curve in Fig. 1", while for larger
values of p its convexity can be negative for some range of
values of the #’s.

Equations !10" and !11" also admit continuous RSB solu-
tions !qr−qr−1→0". They reduce to the same identity in this
case, as well as F!!q"=0 #Eq. !13"$. The latter sets a con-
straint on the interval of q values over which a FRSB ansatz
can be constructed because Eq. !13" can only hold as far as
#"!!q"$−1/2 has the same !negative" convexity as $!q". A con-
tinuous RSB structure in a certain interval of q values does
not rule out, however, the possibility of discrete RSBs in
other intervals. Indeed, “mixed” solutions are found as well,
whose overlap function q!x" the inverse of x!q" display both
discontinuous steps and a continuous part.

IV. PHASE DIAGRAM

We now inspect the explicit case where s=3 and p=16,
which is enough to catch the properties that make the model
special, without loss of generality. The complete phase dia-
gram is plotted in the MCT-like variables #3 and #16 in Fig.
2, where we only report the static transition lines. We stress,
however, that all static transitions have a dynamic counter-
part, as we will discuss in a later section. In each phase, the
shape of the overlap function q!x" is sketched. Going clock-
wise, in the central part we identify a paramagnetic !PM"
phase, a 1RSB glassy phase !I", a 2RSB glassy phase, and a
second 1RSB phase !II". Even though the structure of the
states organization is qualitatively similar, the two 1RSB
phases differ in the value of the self-overlap q1 !or Edwards-
Anderson parameter35" and the position p1 of the RSB step
along the x axis. In the top part of the phase diagram things
get even more diversified, and we find the additional mixed
continuous-discontinuous “F-1RSB” !shaped as in the top-
left inset of Fig. 2" !Ref. 36" and “1-F-1RSB” phases.

In Fig. 3 a detail of the phase diagram is plotted around
the quadricritical point where four transition lines meet. We
use in this case the natural thermodynamic parameters T and

Jp !in units of Js" rather than the MCT parameters #s and #p.
The dynamic transition curves are also plotted !dashed lines"
in this case. We notice that decreasing the temperature the
dynamic transition always takes place before the static one.

Starting in the 1RSBI phase for low values of the ratio
Jp /Js, if we increase Jp keeping the temperature fixed, at
some point A !see Fig. 4" a 2RSB phase arises with the same
free energy of the 1RSBI. As Jp is further increased, the
2RSB phase displays a higher free energy than the 1RSBI
one !bottom inset of Fig. 4". Since we are considering repli-
cated objects in the limit of the number of replicas going to
zero, this implies that the 2RSB phase is the stable one,
whereas the 1RSB phase becomes metastable. In Fig. 4 we
show the detail of the 1RSBI-2RSB-1RSBII isothermal tran-
sitions in Jp /Js. In the inset we show the free energies
%!T /Js ,Jp /Js" relative to each phase. It is clear that, were the
2RSB phase not there, a coexistence region would occur, as
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Figure 2.5: Left panel: static phase diagram of the spherical 3 + 16 spin glass
model. Between two 1-RSB regions it has a 2-RSB glass [108]. Right panel: phase
diagram in T/J3-J16/J3 plane.

the replicated free energy reads [108]

φ(Q) =
1

2p

∑

ab

Qp
ab +

1

2s

∑

ab

Qs
ab − log detQab (2.118)

µt =
tβ2J2

t

2
.

The nature of the low-temperature glassy phase, i. e., the number of replica
symmetry breaking, depends on s and p. For a fixed s > 2 the critical value of p
to have a 2-RSB phase is given by the following equation

(p2 + p+ s2 + s− 3sp)2 − ps(p− 2)(s− 2) = 0 . (2.119)

The corresponding phase diagram for s = 3 and p = 16 is shown in fig. (2.2.2).
As we will see in the next section, near the region where a 2-RSB solution holds,
the dynamics evolves on three well-separated time scales.

Equilibrium dynamics

For the SGM we can compute also the equilibrium dynamics: the dynamics that
brings the system to the equilibrium with the environment. This can be done



2.2 Mode coupling theory and p−spin models 93

through a Langevin equation where also the quenched degrees of freedom appear:

Γ−1
0 ∂tσi(t) = −δH[σ; J ]

δσi(t)
+ ζi(t) (2.120)

〈ζi(t)〉 = 0 , 〈ζi(t)ζj(t′)〉 =
Γ−1

0

2β
δijδ(t− t′) ≡ Dij(t, t

′) .

With no loss in generality, we may fix the microscopic time scale Γ−1
0 equal to

1. The spherical constraint can be encoded in the Hamiltonian through a time-
dependent Lagrange multiplier r(t). The Lagrange multiplier allows the spin to
fluctuate continuously from −∞ to +∞ in a hypersphere of radius

√
N . The

constraint is satisfied at any time t. We are interested in the case p > 2, where a
general Hamiltonian takes the form

H[σ; J ] = −
∑

t=3,...,n

∑

i1<···<it
J

(t)
i1...it

σi1 . . . σit +
r(t)

2

∑

i

σ2
i . (2.121)

The main observables are the correlation function C(t, t′) and the response
function G(t, t′), where the perturbation is applied at t′ < t.

C(t, t′) = 〈σ(t)σ(t′)〉 (2.122)

G(t, t′) =
δ〈σ(t)〉
δβh(t′)

, t > t′ . (2.123)

Since we study the equilibrium dynamics, the Fluctuation-Dissipation Theorem
holds and gives a relation between correlation and response:

G(t, t′) = θ(t− t′)∂t′C(t, t′) (2.124)

where θ(t) is the Heaviside distribution. Defining the probability distribution
P (σi, t;σi, 0) for a path σi(0) → σi(t), according to the Martin-Siggia-Rose-de
Dominicis-Peliti path-integral formulation [109, 110]:

P (σi, t;σi, 0) = 〈δ (σi(t)− σ(0))〉ζ =

∫
Dζ(t)eζD

−1ζδ (σi(t)− σ(0))

ζD−1ζ ≡
∫ t

0

dt′dt′′ ζ(t′)iD
−1
ij (t′, t′′)ζ(t′′j ) (2.125)
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In this formulation the average over disorder can be computed using the identity

1 =

∫
Dσ(t)P (σi, t;σi, 0) ≡ ZJ . (2.126)

Since the noise is Gaussian, introducing a set of response fields which play the role
of a Lagrange multiplier σ̂i(t), we can write

ZJ =

∫
Dσ(t)Dσ̂(t) eS[σ,σ̂] (2.127)

S [σ, σ̂] = −1

2

∫ t

0

dt′dt′′ σ̂(t′)kDkl(t
′, t′′)σ̂l(t

′′) + i

∫ t

0

dt′ σ̂k(t
′)LJ

LJ ≡ ∂tσk(t) +
δH[σ; J ]

δσk(t)
.

From eq. (2.127) it follows that we can study the equilibium dynamics by averaging
over the disorder without introducting replicas.

Averaging over the disorder involves several indipendent averages over the set
of quenched variables Jt → J ti1...it . Each of these variables, according to the first
two momenta chosen in (2.106) are Gauss distributed

AJ =

∫
dµ(J)AJ =

∫ n∏

t=1

dµ(Jt)AJ . (2.128)

We can then factorize the terms which contain differents coupling in eq. (2.127):
in particular, we can use the well-known results about the dynamics of the p-spin
models [88].

If we have only one interaction between p-bodies one has

LJ =
p

p!

∑

i1,...,ip−1

Jpi1,...,ipσi1 . . . σip−1 + L0 (2.129)

L0 ≡ (∂t − r(t))σi .

After the integration over the Gaussian disorder, we can perform a saddle-point
approximation which allows us to write an effective Langevin equation for the
single spin. The noise of the new Langevin equation is no longer delta-correlated
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[111]

∂tσ(t) = r(t)σ(t) +

∫ t

0

dt′K(t, t′)σ(t′) + ξ(t) (2.130)

〈ξ(t)〉 = 0 , 〈ξ(t)ξ(t′)〉 = 2δ(t− t′) + Λ(t, t′)

Λ(t, t′) ≡ Λ [C(t, t′)] = µpC(t, t′)p−1 , µp ≡
(βJ (p))2p

2

K(t, t′) ≡ K[C(t, t′), G(t, t′)] =
δΛ [C(t, t′)]

δC(t, t′)
G(t, t′) .

Since we are interested in the equilibrium dynamics, we assume the validity of
FDT and time translational invariance (TTI). Using the spherical constraint, we
can write a self-consistency equation for the correlation function:

dC

dt
(t) = −

∫ t

0

dt′K(t)Ċ(t′)− C(t) (2.131)

K(t) ≡ µpC(t)p−2 .

It is clear that eq. (2.131) is equivalent to the MCT equation (2.95) in the schematic
theoryv[13]. In particular, the equations of the schematic theory are recovered for
p = 3.

Studying eq. (2.131), we find a critical temperature where the ergodicity is
broken: it is the temperature where TTI and FDT fail. When ergodicity breaks
down, C(t) develops a plateau at the value qd = .51 . . . . The temperature where
this happens, after tuning the parameters, is the same of the MCT. Moreover,
in the p-spin model we have two critical temperature: at the first one, the Td or
TMC temperature, the dynamics is arrested, the second one, the static temperature
Tc < Td, is the temperature where a true thermodynamic transition takes place.

We can straightforwardly generalize the dynamic equations to the case with
different many-body interactions by using the kernel

K(t) =
n∑

s=3

µsC(t)s−2 (2.132)

In the study of the equilibrium dynamics of a spin system, Sompolinsky [112]
suggested that these models reach equilibrium through a sequence of characteristics
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time scales (τr) all of them diverging at the thermodynamic limit. In particular,
supposing to have R time scales with τr > τs with r > s, it holds τr/τs → ∞
when N → ∞. At the same time, the shorter time scale τs with s < r relax to
equilibrium. The Sompolinsky solution brings to the right static solution only in
models which display a Full Replica Symmetry Breaking solution, e. g., SK model
or Blume-Capel with quenched disorder. Indeed, if a model is solved by a finite
number of RSB (e. g., p-spin models) the Sompolinsky solution is actually not
correct. However, it is possible to prove that, assuming the Sompolinsky’s picture
for the hierarchy of time sectors, but following the calculation of Crisanti-Horner-
Sommers (CHS) [88], it is possible to solve the dynamics via the same procedure
used for the static calculation with the RSB scheme.

In particular, if a model displays an r-steps RSB then the dynamics evolves
over r + 1 time sectors. From the point of view of the solution of the equation
for the correlation C(t), it means that exists a region of the phase diagram where
C(t) displays r plateaus. Choosing a suitable path in the phase diagram we send
to infinity one or more of these plateau.

Configurational Entropy

Another object which can be exactly computed in the MF-SG models is the Com-
plexity Σ, also called Configurational Entropy.

In structural glasses the Configurational Entropy is the excess between the
entropy of the liquid and that of the crystalline phase

Sexc = ∆S = Sliq − Scry . (2.133)

As we have seen in the previous section, the behaviour of the excess entropy, as a
function of temperature, can be extrapolated by the experiment below Tg.

In particular, the curve obtained by extrapolation seems to show that Sexc
vanishes linearly at some finite temperature TK called Kauzmann temperature [63].
If it were possible to bring a sample of supercooled-liquid following some equilibrium
protocol down to TK , the liquid would undergo a thermodynamic transition to an
ideal glass. This is due to the fact that, below TK , the entropy of the glass is lower
than the entropy of the crystal.
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In a mean-field model the configurational entropy is a true state function and
can be computed via a Legendre transformation of the replicated free energy Φ

with respect to the single-state free energy f [84]

Σ(f, T ) = min
m

[−βmΦ(m,T )− βmf ] (2.134)

where m is the breaking point of the RSB calculation.
We can see it also from another point of view[113]. The complexity is related

to the number of metastable states of the system. Imagine to compute the parti-
tion function of a system in which ergodicity can be broken and the phase space
separates into many components or states. In each state the Boltzmann measure
can be different from zero:

Z = Trσe
−βH[σ] =

N∑

α

Trσαe
−βH[σα] =

=
N∑

α

e−βNfα =
N∑

α

∫
df δ(f − fα)e−βNf . (2.135)

Introducing the number of states with free energy equal to fα,

N (f) =
∑

α

δ(f − fα) (2.136)

it is known [cita] that this number grows exponentially with the size of the system

N (f) = eNΣ(f) (2.137)

where Σ(f) is the complexity of the states with free energy f . Inserting (2.137)
into (2.135)

Z = e−βFeq(β,N) =

∫
df e−βN(f−TΣ(f)) (2.138)

since the integrand in (2.2.2) is exponentially large in the size of the system, it
may perform a saddle-point approxiamtion:

Feq(β,N) = min
f

[f − TΣ(f)] (2.139)
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In the p-spin models the dynamic transition takes place when a non vanishing
configurational entropy appears and the system can be trapped in an exponen-
tially large number of metastable states. Between Td and Tc, at a high threshold
free energy very many (exponentially many with the size) metastable states oc-
cur between a threshold free energy and a lower free energy f0, that depends on
temperature such that

Σ(F, T ) > 0 , (2.140)

for f ∈ [f0, fK ]. As T ↘ Tc the lower free energy at which Σ is non-vanishing goes
to the global free energy minimum, and Σ(T )↘ 0. Indeed, Σ(T ) is the complexity
of the lowest lying (in free energy) dynamically relevant metastable states.

2.2.3 Numerical solution for MCT equations

In this section, we want to illustrate the algorithm used to numerically solve the
MCT equations. The method implemented is well known [114]. Since we have
already studied schematic models, we discuss only the case indipendent from the
wave number k. However, the algorithm can be straightforwardly generalized to
the k−dependent case.

The equation to solve has the form

φ̇(t) + ω2φ(t) + I(t) = 0 (2.141)

I(t) ≡
∫ t

0

dt′K(t− t′)φ̇(t′)

the memory kernel can be integrated by parts as follows

I(t) = K

(
t− t

2

)
φ

(
t

2

)
−K(t)φ(0)−

∫ t
2

0

dt′ K̇(t− t′)φ(t′) + (2.142)

−
∫ t− t

2

0

dt′K(t− t′)φ̇(t′) .
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Now we have to discretize the problem, defining the times ti = iδ with i = 0, 1, . . . .

φ̇i + ω2φi + Ii = 0 (2.143)

Ii = Ki− i
2
φ i

2
− φ0Ki −

i
2∑

j=1

∫ tj

tj−1

dt′ K̇(t− t′)φ(t′) +

−
i− i

2∑

j=1

∫ tj

tj−1

dt′K(t− t′)φ̇(t′)

where i
2
is the maximum integer small than the real number t

2
. To calculate the

integrals in (2.143) we use the following identity

∫ tj

tj−1

dt′ Ȧ(t′)B(t′) = (A(tj)− A(tj−1)) dB +O(δ3) (2.144)

dB ≡ 1

δ

∫ tj

tj−1

dt′B(t′) .

In order to simplify the notation, we introduce the following symbols

S±,±kl,m (A, dB) ≡
m∑

j=l

± (Ak±j+1 − Ak±j) dBj (2.145)

using (2.144) and (2.145), the integral becomes

Ii = Ki− i
2
φ i

2
− φ0Ki − S−,−i1, i

2

(K, dφ)− S−,−i
1,i− i

2

(φ, dK) . (2.146)

To approximate numerically the first derivative φ̇i we adopt the expression

φ̇i =
1

2δ
φi−2 −

2

δ
φi−1 +

3

2δ
φi (2.147)
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and we can finally write

φi =
(1− dφ1)

α
Ki +

bi
α

(2.148)

α ≡ 3

2δ
+ ω2 + dK1

bi ≡ −Σ−,−i
2, i

2

(K, dφ)− Σ−,−i
2,i− i

2

(φ, dK)−Ki− i
2
φ i

2
+ φi−1dK1 −Ki−1dφ1

In MCT the memory kernel K(t) is polynomial in φ(t). So eq. (2.148) takes the
form

φi =
Ki(φi)

α
+
bi
α
. (2.149)

Indeed, for any time ti = δi, we have to find by iteration a solution of (2.149).
This means that, at each time i, we have to iterate n times eq. (2.149) until

φ
(n+1)
i − φ(n)

i < ε (2.150)

for a initially selected ε indipendent of n.
Since near the glassy transition the dynamics evolves in a plateau over very

long time, some tricks are needed in order to implement a numerical algorithm that
solves the self-consistency equation. The algorithm used is based on a procedure of
decimation and doubling of the integration step δ. This procedure saves memory
and is able to explore many time decades.

1. Choosing δNt � 1, where Nt is such that tmax = δNt, we expand eq. (2.141)
up to tmax/2 � 1. From the short time expansion, we evalutate φi with
i = 0, . . . , Nt

2
− 1.

2. Through eq. (2.149), we compute the solution from tmax/2 to tmax by solving
self-consistently the equation for φi.

3. Once the solution is obtained up to tmax, we decimate by half the number of
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points Nt with the following prescriptions

(K2i, φ2i)→ (Ki, φi) (2.151)
1

2
(dK2i + dK2i−1, dφ2i + dφ2i−1)→ (dKi, dφi) , 1 ≤ i ≤ Nt

4
1

6
(dK2i + 4dK2i−1 + dK2i−2, dφ2i + 4dφ2i−1 + dφ2i−2)→ (dKi, dφi) ,

Nt

4
≤ i ≤ Nt

2
.

4. Go back to 2. repeating the procedure with δnew = 2δ.

Since to study a multi-step relaxation we need to solve MCT equation on very long
times, we have chosen δin = 10−10, Nt = 103 repeating the decimation procedure
up to Ndec = 100.

In order to study the spectrum of φ(t) defined through the Fourier Transform

φ̂(ω) =
1

2π

∫ +∞

−∞
dt e−iωtφ(t) (2.152)

I have used a Fast Fourier Transform (FFT) algorithm. Discretizing time and
frequencies one has

φ̂ω =
N−1∑

k=0

φke
−i 2π

N
ωk (2.153)

If tmax is the support of φ(t), the minimum frequency of φ̂(ω) is

ωmin =
2π

tmax
, (2.154)

in order to solve ωmin we need of

N =
ωmaxtmax

π
(2.155)

number of points. Since φ(t) varies on a huge time scale, i. e., tmax can be ∼ 1016,
while the fast processes thermalize in a time of order ∼ 1 we need of N ∼ 1018 to
observe both processes. Therefore, FFT has been done on increasing time windows
with N ∼ 106 defined on a varying time sector 0 < T < tmax.
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2.3 An introduction to secondary processes

Secondary processes[10] in supercooled liquids and glasses are related to compli-
cated local, non- cooperative (or not fully cooperative) dynamics. They occur on
time scales much slower than cage rattling, but much faster than structural relax-
ation. Their existence was first pointed out in the sixties from the experimental
observation of a second peak in dielectric loss spectra at a frequency, νβ ∼ 1/τβ,
higher than the frequency να ∼ 1/τα of the peak known to represent the structural
α relaxation. This so-called β-peak was recorded in glycerol, propyleneglycol, n-
propane, various polymeric substances and made similar liquids composed of rigid
molecules. Johari and Goldstein eventually conjectured that such processes — now
known as Johari-Goldstein (JG) — originate from the same complicated frustrated
interactions leading to the glass transition [115, 116, 117].

Also in cases where the spectral density of response losses does not show a neat
second peak, secondary processes can be active and produce anomalies at high
frequency. This feature of the susceptibility loss part is called “excess wing” and
was initially observed as a separate phenomenon [118]. Actually, classifications
exist in terms of glass formers displaying excess wings and substances showing
well defined β-peaks [119, 120, 121]. However, more recent investigations provided
evidence supporting the idea that the excess wing is not an indipendent dynamic
process, but rather a manifestation of a JG process [122][123]. That tuning proper
thermodynamic parameters (temperature, pressure, concentration, ...) the latter
can emerge out of the former (or, viceversa, a secondary peak can change into an
excess wing). Cummins [124] e. g., suggests that the relevant parameter may be
the rotation — translation coupling constant which grows as density increases, and
is larger for liquid glass former made of elongated, strongly anisotropic molecules.
Also theoretical attempts have been carried out in this direction as, for instance,
in the framework of Mode Coupling Theory (MCT). The relaxation of reorienta-
tional correlation and rotation-translation coupling in liquids composed of strongly
anisotropic molecules appears to be logarithmic in time [125]. In fig. (2.3) the di-
electric loss spectra of benzophenone for various temperatures is shown. It is
possible to distinguish α relaxation peaks and excess wings.

A comprehensive picture is not yet been established and many questions are
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open. For instance, the dependence on temperature and pressure (or concentra-
tion) of characteristic time scales of JG processes, or the possibility that seconday
processes might hide a certain degree of cooperativeness [126], or the persistence of
β processes also below the glass transition temperature Tg [124]. A very interesting
question is whther there is a straightforward connection, and in case which one, be-
tween processes evolving at different time scales. Or, in other terms, whether one
might deduce the long-time behaviour of the α relaxation from the behaviours of
the fast small-amplitude cage dynamics (γ processes) and of the (slower) secondary
processes.

In glasses, and glass-formers, where α and JG β peaks can be clearly resolved
in frequency (e.g., 4-polybutadiene, toluene [127] [128] or sorbitol [129]), one can
describe the system in terms of a scenario where two time-scale bifurcations speed
up as temperature is lowered and processes consequently evolve on three “well
separate” time sectors. A multistep relaxation mechanism over three separated
time scales has been numerically simulated in high density gel [130].

The generalization consists in coupling the dynamical variable “spin” (playing,
e.g., the role of a density fluctuation, or a component of molecular orientation)
with other spins in two different ways: as a part of a group of s variables and as a
part of a group of p variables. Variables in each group interact among themselves
through random multi-body interaction of zero mean and mean square strength of
magnitude ∼ Js and Jp, respectively. As one of these two interaction mechanisms
(e.g., p-body interaction) involves more dynamical variables than the other (e.g.,
s-body interaction), this triggers a mixture of strong and weak cooperativeness
that can be varied by an external control parameter (e.g, Jp/Js).

Our aim is to provide a model to interpolate between different resolutions of
secondary processes and support the idea that excess wings and secondary peaks
are both manifestations of “intermediate” (slow, yet thermalized) processes between
cage rattling and structural relaxation. Relying on the results about correlation
functions and spectral densities we can argue on the possible relation between
processes evolving on different time scales and their characteristic times, τα, τβ
and τγ.
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III. RESULTS AND DISCUSSION

A. ! relaxation

Figure 1 shows the frequency dependence of the dielectric
loss of BZP for various temperatures. The spectra are domi-
nated by well-pronounced peaks strongly shifting to lower
frequencies with decreasing temperature. They can be as-
cribed to the ! relaxation, their continuous shift reflecting
the glassy freezing of molecular dynamics when Tg is ap-
proached. In addition, an excess wing !e.g., at 225 K and
"#1 MHz" and a $ relaxation !e.g. at 200 K and
"#100 Hz" are detected !both of which will be treated in the
next section". The ! relaxation in BZP so far was only in-
vestigated at temperatures down to 250 K and frequencies
down to 30 MHz by OKE and DLS #22,23,30$. The present
spectra extend this region down to temperatures significantly
below Tg%212 K and down to frequencies of 0.1 Hz. To
obtain information on the characteristic parameters of the
relaxation, least square fits of the experimental data were
performed. The empirical Cole-Davidson !CD" function #40$,

%* = %&,CD +
'%CD

!1 + i2(")CD"$CD
!2"

was found to provide reasonable fits of the spectra !solid
lines in Fig. 1". At temperatures T*230 K, a Cole-Cole
!CC" function, Eq. !1", was added to the fitting function to
account for the excess wing and $ relaxation as detailed in
the next section.

The temperature dependence of the ! relaxation time
)!=)CD resulting from these fits is shown in Fig. 2 !closed
circles" #29$. Obviously, )!!T" exhibits pronounced non-
Arrhenius behavior as evident from the strong curvature in
the Arrhenius representation of Fig. 2. It is common practice
to use the Vogel-Fulcher-Tammann !VFT" function,

)! = )0 exp& DTVF

T − TVF
' , !3"

with TVF the Vogel-Fulcher temperature and D the strength
parameter #41$ for the parametrization of such behavior. The
solid line in Fig. 2 is a fit of )!!T" at T#Tg using this
function. The resulting fit parameters are )0=4.2+10−13 s,

TVF=189 K, and D=3.8. Within the strong-fragile classifica-
tion scheme by Angell #41$, the small value of D character-
izes BZP as a fragile glass former. As an alternative quanti-
tative measure of fragility, the parameter m can be used #42$
defined by the slope at Tg in the Angell plot, log10!)!" vs.
Tg /T !not shown". We obtain m=125, corroborating the high
fragility of BZP. As revealed in Fig. 2, the VFT function does
not provide a perfect fit of the experimentally determined
relaxation times. The deviations at sub-Tg temperatures are
due to the sample falling out of thermodynamic equilibrium

FIG. 1. !Color" Frequency-dependent dielec-
tric loss of BZP for various temperatures. The
solid lines are fits with the sum of a CD #Eq. !2"$
and a CC function #Eq. !1"$ !at T*190 K the CD
amplitude and at T,235 K the CC amplitude
were set to zero". The dashed lines show the CC
part of the fits accounting for the observed $ re-
laxation. The dotted lines represents fits of the
215 and 225 K curves performed with the convo-
lution ansatz promoted in #62$. The dashed-dotted
lines at high frequencies are drawn to guide the
eyes.

FIG. 2. !Color" Relaxation times determined from the fits shown
in Fig. 1 !full and open circles" #29$. In addition, literature data
from OKE #23$ and DLS #30$ experiments are shown !open squares
and +’s, respectively". The solid line is a fit of the dielectric data
with a VFT function, Eq. !3" !)0=4.2+10−13 s, TVF=189 K, and
D=3.8". The dashed line is a fit of the dielectric data at
T,255 K with Eq. !4", using the parameters Tc=250 K and
-=1.92 as reported by Cang et al. #23$. The dashed-dotted line is a
fit of the $ relaxation time at T.Tg assuming an Arrhenius law
!)0=8.8+10−15 s, E=0.36 eV". The plus signs show the primitive
relaxation times of CM, calculated from Eq. !5" #67$. The star
shows the CC relaxation time as determined by Sperl #25$ from a
MCT analysis of the OKE data. The inset shows the dielectric data
and MCT fit, using a representation that should linearize according
to the MCT prediction, Eq. !4", with -=1.92 #23$.

BROADBAND DIELECTRIC SPECTROSCOPY ON… PHYSICAL REVIEW E 77, 031506 !2008"

031506-3

Figure 2.6: Frequency-dependent dieletric loss of benzophenone (BZP) for various
temperatures [131]

2.4 The leading spin model for secondary processes

The model we will consider is a spherical s+ p-spin interaction model:

H =
∑

i1<...<is

J
(s)
i1...is

σi1 · · ·σis +
∑

i1<...<ip

J
(p)
i1...ip

σi1 · · ·σip (2.156)

where J (t)
i1...it

(t = s, p) are uncorrelated, zero mean, Gaussian variables of variance

J2
t t!

2N t−1
(2.157)

and σi are N “spherical spins” obeying the constraint

∑

i

σ2
i = N . (2.158)

Since every spin interacts very slightly:

Jt ∼
1

N (t−1)/2
(2.159)
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with every other one, for this system the mean-field approximation is exact. We
will consider the case in which each spin interact with the rest of the system in two
different ways: in small groups (of s elements) and in large group (of p elements). If
p−s is large enough, standard MCT provides evidence for glass-to-glass transitions
beyond the validity of time translational invariance [132], which is a fundamental
assumption for MCT. The theories developed for quenched disordered systems, al-
low to the computation of the stable solutions corresponding to the glassy phases
below the dynamic transition and the identification of the nature of the processes
going on in each glassy phase. Eventually, it can be shown that the model thermo-
dynamics displays three distinct glass phases below the line of dynamic arrest, one
of which consists of processes thermalized at three completely separate time scales
[108][133]. Starting from these considerations dynamic equations are obtained,
reducing to those of schematic MCT above the mode coupling temperature Td.

The glass phase with double bifurcation of time scales can be obtained in the
s-p spherical spin model under a certain condition on the values of s and p, namely
for a given s, p that solve the equaltion

(p2 + s2 + p+ s− 3ps)2 − ps(p− 2)(s− 2) = 0. (2.160)

as it has been shown in Ref. [108]. Some example of “threshold” couples (s, p)

to obtain a double bifurcation are (3, 8), (4, 11) or (5, 16). The larger p − s, the
broader the region of phase diagram where a double bifurcation can be found.

The external thermodynamic parameters are the temperature and the relative
weight of the two interaction terms (big to small) in the Hamiltonian. In unit of
Js: T/Js and Jp/Js. These are related to the usual mode-coupling parameters so
that the memory kernel of the dynamic equation takes the mode-coupling form

K(φ) = µsφ
s−1 + µpφ

p−1 (2.161)

µp = pβ2J2
p/2 (2.162)

µs = sβ2J2
s /2 (2.163)

We stress that as p− s is large, and s > 2, the theory we are considering yields
qualitatively different results from schematic MCTs with, e.g., s = 2 and p = 3
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[125, 134]. Indeed, in schematic MCT with linear and quadratic terms in the kernel
a clear separation of time scales is unfeasible and the (possible) thermodynamic
glassy phase can only speed up the bifurcation time scales, as discussed in Refs.
[135, 136, 132, 133].

The strong three-level separation we study can, then, be softened and adapted
to less defined structures than the two peaks (e.g., the excess wing), by tuning the
external parameters temperature and Jp/Js, or by choosing s, p model instances
with smaller p− s.

The model was initially developed to study the nature of polyamorphism and
amorphous-to-amorphous transitions. On the static front, the analysis can be
carried out within the framework of the RSB theory, leading to the identification
of low temperature glass phases of different kinds [108]. Below the Kauzmann-like
transition line T (Jp/Js), the model displays both “one-step” RSB solutions, known
to reproduce all the basic properties of structural glasses [137], and a physically
consistent “two-step” solution [108].

Above the Kauzmann transition line, the thermodynamically stable phase is the
fluid paramagnetic phase, but excited glassy metastable states are present in large
number, growing exponentially with the size N of the system. The configurational
entropy of the system is thus extensive. Because barriers between minima of the
free energy landscape separating local glassy minima grow as some positive power
of N in the mean-field approximation, “metastable” states have actually an infinite
life time in the thermodynamic limit and ergodicity breaking occurs as soon as an
extensive configurational entropy appears. The highest temperature at which this
happens is known as dynamic [88], arrest [137] or Mode Coupling [89] temperature.
We shall denote it by Td. As the temperature is lowered down to Td the spin-spin
time correlation function (analog to the correlation between density fluctuations)
develops a plateau that, eventually, extends to infinite time as T = Td, signaling
the ergodicity breaking.

In Fig. 2.7 we display the (T/Js, Jp/Js) phase diagram for s = 3 and p = 16.
We will use this specific case throughout this thesis, for which strong discrimination
of the secondary processes is easily realizable in a relative wide region of the phase
diagram. The dynamic and thermodynamic properties of such an instance below
the dynamic transition are discussed in Ref. [138].
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Figure 2.7: Phase diagram of the s = 3, p = 16 spherical spin model. Dynanical
transition lines are dashed, while thermodynamical transition lines beneath are
full. 1RSBI stays for a glass with a single time scale bifurcation with relatively
low nonergodicity factor for the time correlation function. 1RSBII glass stays for
a glass with a single time scale bifurcation with higher nonergodicity factor. The
2RSB displays two bifurcations and two possible correlation values in the arrested
state.

Since the dynamic counterpart of a RSB is known to be a time scale bifur-
cation [112, 139], Eq. (2.156) provides a leading model to probe the behaviour
of characteristic time scales in presence of secondary processes and the different
mechanisms in which they can arise starting from high temperature and cooling
down the system.
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2.4.1 Dynamics

The relaxational dynamics of the system is described by the Langevin equation

Γ−1
0

∂σk(t)

∂t
= −δH[{σ}]

δσk(t)
+ ηk(t) (2.164)

〈ηk(t)ηn(t′)〉 = 2kBTΓ−1
0 δknδ(t− t′)

where ηk is the thermal white noise and Γ−1
0 is the microscopic time scale. Using a

Martin-Siggia-Rose path-integral formalism one can reduce the equations of motion
to a single variable (σ(t)) formulation [109, 110]. The fundamental observables to
study the onset of a slowing down of the dynamics are the time correlation between
the spin variable at time t′ and time t > t′ and the response function to a small
perturbative field h. For our system, they are defined as

C(t, t′) = 〈σ(t)σ(t′)〉 (2.165)

G(t, t′) =
δ〈σ(t)〉
δβh(t′)

; t > t′ (2.166)

where the overbar denotes average over quenched disorder, whereas brackets stay
for average over different trajectories (thermal average). For temperature above
Td the time translational invariance (TTI) holds and the response and correlation
functions are related by the Fluctuation - Dissipation Theorem (FDT):

G(t− t′) = θ(t− t′)∂t′C(t− t′) (2.167)

The dynamical equation of the correlation function takes the form

Γ−1
0

∂C(t)

∂t
+ r̄C(t) +

∫ t

0

dt′Λ[C(t− t′)]∂C(t′)

∂t′
= r̄ − 1 (2.168)

with initial condition C(0) = 1, and

r̄ = r − Λ[C(0)] (2.169)

The parameter r is the “bare mass” [140], that for the spherical model is related to
the Lagrange multiplier used to enforce the spherical constraint [88]. The value of
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Figure 2.8: Correlation function vs. time on log scale at fixed temperature for the
s = 3-spin model (Jp = 0).

r̄ depends on the temperature, and Js,p; however, in the high temperature phase
it equals 1, so that the r.h.s. of (2.168) vanishes.

The function Λ(t) = Λ[C(t)] is the memory kernel. In the specific case of our
model, it has the functional form

Λ(q) = µsq
s−1 + µpq

p−1 (2.170)

(compare with eq. (2.161)). In fact, the evolution of the correlation function is
described by a dynamical equation equivalent to that of schematic mode-coupling
theories, in which second time derivative term in MC equations is replaced by the
first [141, 89].

For Js = 0 the usual spherical p-spin model [88] is recovered. In this model,
above Td the correlation function has the shape plotted in Fig. 2.8, with one
plateau developing for a long time.

Cooling down the system and increasing Js along certain paths in the phase
diagram approaching the tricritical point, the time-correlation function develops
two plateaus at different correlation values, cf. Figs. 2.9, 2.10 and 2.11.
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Figure 2.9: Correlation function vs. time on log scale at fixed T/Js = 0.61245
with s = 3 and p = 16 increasing J16 from zero to J16/J3 = 1.145 such that
Td(J16/J3) = 0.61245.

As mentioned above we will denote by γ the fastest relaxation (also referred
to as βfast [142]), by β the secondary Johari-Goldstein relaxation (βJG) and by
α the structural relaxation. In Fig. 2.10 we display the behaviour of C(t) when
approaching the tricritical point from high temperature along a T (Jp) line normal
to the dynamic transition line with the 1RSBII glass. Changing path, cf. Fig.
2.11 the qualitative behaviour is the same (though quantitative differences may be
sizeable). A first plateau, q1, occurs for t & tγ and a second one, q2 < q1, on the
characteristic time-scale at which the secondary relaxation occurs (t & tβ). We
now study the behaviour in T of characteristic relaxation times for processes on
different time scales and their functional interrelation.

Near each plateau qk the dynamical equation (2.168) predicts a power law
behaviour of C(t):

C(t)− qκ ∼ t−aκ , (2.171)



2.4 The leading spin model for secondary processes 111

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0.01  1  100  10000  1e+06  1e+08  1e+10  1e+12  1e+14  1e+16

C
(t

)

t

T

J

Glass

Tricritical Point

Figure 2.10: Correlation function vs. time on log scale in a cooling procedure in
the T/Js, Jp/Js phase diagram with s = 3 and p = 16 along a path normal to the
right hand side fluid/glass dynamic transition line, ending at the tricritical point
(0.61234, 1.1446).

for C(t) & qk, and the von Schweidler law:

C(t)− qκ ∼ −tbκ (2.172)

for C(t) . qκ. We can now expand the dynamical equation (2.168) about the
plateaus in powers of

φ(t) = C(t)− qκ , (2.173)

with φ � 1. To this aim, a suitable rescaled time τ = t/tκ, is introduced, where
tκ diverges at the critical point, and a relative rescaling function gκ(τ), such that
φ(t) ∼ gκ(τ)

√
r̄(q)− r̄, cf. next section. Eventually the scaling equation

(1−mκ)g
2
κ(τ) +

∫ τ

0

dτ ′ [gκ(τ − τ ′)− gκ(τ)]
∂gκ(τ

′)

∂τ ′
= −1 (2.174)

is obtained. The parameter mk, also called “exponent parameter” λ in MCT, is
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given exactly by

mκ =
(1− qκ)3

2
Λ′′(qκ) (2.175)

where the plateau correlations qk are obtained from the self-consistency equations
for the asymptotic dynamic solution for the 2RSB glass [138]. Inserting the expres-
sions (2.171)-(2.172) of gk(t) into Eq. (2.174) one obtains the following relation:

mκ =
Γ2(1− aκ)
Γ(1− 2aκ)

; 0 < aκ < 1/2 (2.176)

and
mκ =

Γ2(1 + bκ)

Γ(1 + 2bκ)
; 0 < bκ < 1 (2.177)

The analysis of the exponents for the two plateaus as the tricritical point is ap-
proached along the path normal to the high J16 dynamic transition line is reported
in Table 2.1. The approach to the tricritical point is not unique and the estimate
of the exponents is usually very sensitive in the MCT. This can possible because
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Table 2.1: Mode-coupling theory exponents of power-law relaxation to and from
high and low plateau in correlation.

a1 b1 m̄1 a1 (th) b1 (th) m̄1 (th)

0.38(1) 0.89(1) 0.54(1) 0.38797 0.95045 0.5252
a2 b2 m̄2 a2 (th) b2 (th) m̄2 (th)

0.302(3) 0.55(1) 0.754 (6) 0.30441 0.55738 0.7505

for the mismatch between numerically interpolated and theoretically evalutated
exponents, (cf., eq. (2.175)).

Moving to the frequency domain, the susceptibility loss, related to the spectral
densities by the Fluctuation-Dissipation Theorem, since TTI holds one has

G(t) = − 1

T
∂tC(t) (2.178)

performing the Fourier Transform of G(t) reads

G̃(ω) = 1 + ωC̃(ω) = χ′(ω) + iχ′′(ω). (2.179)

The loss spectra χ′′ is related to the spectrum of C(t) through

χ′′(ω) =
ω

2T
S(ω) (2.180)

near the tricritical point displays two peaks, analogously to the dielectric loss in
materials for which JG processes have been detected, cf., e.g., [129, 127, 128, 143].

The development of the secondary peak is plotted in figs. (2.12,2.4.1,2.4.1,2.15)
as the tricritical point is approached in the T, Jp diagram. For small contribution
from the p interaction only the α peak is visible near the transition of dynamic
arrest. As the p-body interaction increases in strength and the tricritical point is
approached a secondary β peak arises.
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Figure 2.12: Susceptibility loss in frequency ω at constant temperature T =
0.0001 + Td(J16 = 0) and different values of J16/J3.
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Figure 2.13: Susceptibility loss in frequency (right panel) and corresponding cor-
relation function (left panel) at different temperatures and J = 0 (p-spin model).

2.5 Relation between relaxation times

From the characteristic decorrelation times each for well separated-plateau we can
investigate the possibility of a functional relationship among them. In Ngai’s
Coupling Model [143, 144], the evidence of a deep relation between secondary and
structural processes is connected, e. g., to a strong stretch in the exponential
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Figure 2.14: Susceptibility loss in frequency (right panel) and corresponding cor-
relation function (left panel) at different temperatures and J = 1.01.
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Figure 2.15: Susceptibility loss in frequency (right panel) and corresponding corre-
lation function (left panel) at different temperatures varying J near the tricritical
point.

relaxation to equilibrium in supercooled liquids [145][146]

CKWW (t) = exp

[
−
(
t

τ

)1−n
]

(2.181)

by the law
τα = [t−nc τβ]1/(1−n); 0 < n < 1, (2.182)

with tc the time at which fast Maxwell-Debye exponential relaxation matches
KWW relaxation. The larger is n, the stronger the peak at high frequency (short
times) is pronounced. When n is small no peak related to secondary processes may



2.5 Relation between relaxation times 116

-0.2
-0.1

 0
 0.1

 0.2 9
 10

 11
 12

 13
 14

 15

 14

 16

 18

 20

 22

 24

log(τα)

Tt(Jt)=.6126, path normal to T(Jc)

A log(τβ) + B log(τγ) + C

log(τγ)

log(τβ)

log(τα)
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be seen.
In our model, the structural relaxation to equilibrium turns out to be purely

exponential also very near to the dynamic transition temperature. However, the
relaxation at time scales larger than τβ (decay from the highest plateau) does
exhibit a non exponential behaviour containing, on top of the final fully cooperative
relaxation at τα, also the relaxation to the lowest plateau (where β processes are
thermalized and α are completely stuck) and the decay from it, that follows the von
Schweidler law, cf. eq. (2.172)3. In this respect, the stretched exponential might
still be recovered and considered as an uneducated guess for the actual multi-time-
scale dynamics. An alternative estimate of n would then support that conjecture.
As a matter of fact, the relation between fast, secondary and structural processes
appears to follow qualitatively Ngai’s law, eq. (2.182) in a general form:

log τα = β0 log τβ + γ0 log τγ (2.183)
3In MCT, it is, actually, common that stretched exponential relaxation only occurs at high

wave numbers. In our model we do not implement the wave-number dependence, since we operate
in the long distance limit.



2.5 Relation between relaxation times 117

 0

 5

 10

 15

 20

 25

-6.6 -6.4 -6.2 -6 -5.8 -5.6 -5.4 -5.2 -5 -4.8 -4.6

lo
g
(τ

)

log(T-Td)

α
β
γ

Figure 2.17: Behaviour of τα, τβ and τγ vs T −T (3c)
d along the phase diagram path

normal to the fluid/1RSBII dynamical transition line approaching the tricritical
point.

In Fig. 2.16 we plot the inter-dependence of the relaxation times of separated
processes and the dependence on log τα on log τβ and log τγ turns out to lie on a
plane (with log τγ almost constant ), confirming Eq. (2.183).

In our description the time scales over which one kind of process is active are
well defined by characteristic times of relaxation to the plateaus. Cage rattling
dynamics is thermalized already at the higher plateau of the correlation function
and its equilibration time τγ does not depend on the distance from the dynamical
critical point, (cf. Fig. 2.17).

Slower JG processes of intermolecular origin [115][147] take place when struc-
tural relaxation is completely stuck and are strongly correlated off equilibrium for
a time such that C(t) ' q2. Their characteristic time grows several order of mag-
nitude, yet remaining several order of magnitudes smaller than τα, cf., Fig. 2.17.
After that, they relax to equilibrium on the characteristic time τβ and the total
correlation decreases to a second plateau q1 where the longest processes, the coop-
erative α processes, remain off equilibrium until C(t) ' q1. Eventually, structural
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relaxation goes towards equilibrium, on the characteristic time scale τα.

2.6 Dynamic scaling equation near plateaus

When we have discussed MCT equations, we have defined the MCT exponents,
denoted a, b, which characterize the power law of φ(t) near the plateau. In par-
ticular, it is possible to write a relation between the two exponents. This relation
can be generalized for a system which displays several plateaus.

Let us define the function r̄(q) as

r̄(q) =
1

1− q − Λ(q) (2.184)

where Λ is defined in eq. (2.170), related to the solution q = limt→∞C(t) of (2.168)
through

r̄(q) = r̄ . (2.185)

The solution to the above equation corresponds to a minimum of r̄(q) (r̄′(q) = 0).
Derivatives of r̄(q) take the form

dmr̄(q)

dqm
=

m!

(1− q)m+1
− dmΛ(q)

dqm
. (2.186)

The phase diagram of the dynamical transition can be study through r̄(q). At the
transition line the following relations hold

dr̄(q)

dq

∣∣∣∣
qt

=
d2r̄(q)

dq2

∣∣∣∣
qt

= 0 (2.187)

while at the tricritial point it is

r̄(qtr) =
dr̄(q)

dq

∣∣∣∣
qtr

=
d2r̄(q)

dq2

∣∣∣∣
qtr

= 0 . (2.188)

The function r̄(q) —introduced by Crisanti-Horner-Sommers [88]— is the dynam-
ical counterpart of Franz-Parisi potential [148] (FPP). FPP is a function of the
overlap q and develops a minimum near the glassy transition. In fig. (2.6) the
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Crisanti-Horner-Sommers [88] in order to study the dynamics of the p−spin, plays
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behaviour of r̄(q) near the tricritical point (for s = 3 and p = 16) is shown. As we
can see r̄(q) develops two minima at the values qi, where i = 1, 2, corresponding
to the values of the plateaus of C(t).

Writing C(t) = q + φ(t) we can expand Λ[C(t)] near q, for small φ:

Λ(q + φ) =
∞∑

m=0

Λ(m)(q)

m!
φm (2.189)

where
Λ(m) ≡ dmΛ(q)

dqm
(2.190)
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We can, thus, rewrite the integral in eq. (2.168) in the form:

∫ t

0

dt′Λ[C(t− t′)]∂t′φ(t′) = −(1− q)Λ(q) (2.191)

+
∞∑

m=1

[
Λm−1(q)

(m− 1)!
− (1− q)Λm(q)

m!

]
φm(t)

+
∞∑

m=1

Λm(q)

m!
Im(t) ,

Im(t) ≡
∫ t

0

dt′ [φm(t− t′)− φm(t)] ∂t′φ(t′) , (2.192)

where Im(t) = O(φm−1(t)).
Expanding equation (2.168) in powers of φ(t) and using eq. (2.191), after some

algebra we obtain

Γ−1
0 ∂tφ(t) +

[
r̄ + Λ(q)− (1− q)Λ(1)(q)

]
φ(t)

+
∞∑

m=2

[
Λ(m−1)

(m− 1)!
− (1− q)Λ(m)(q)

m!

]
φm(t)

+
∞∑

m=1

Λ(m)(q)

m!
Im(t) = (1− q) [r̄ + Λ(q)]− 1 . (2.193)

From (2.186), by defining γm and δm as follows:

γm ≡ 1

(1− q)m−2
(2.194)

δm ≡ (1− q)3

m!

dm

dqm
[r̄(q)− r] ,

we can write
Λ(m)(q)

m!
=

1

(1− q)3
(γm − δm) . (2.195)
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Substituting Eq. (2.195) into Eq. (2.193), we find

Γ−1
0 ∂tφ(t) +

1

(1− q)3

∑

m=1

[−δm+1 (1− q)δm]φm(t)

+
1

(1− q)3

∑

m=1

[γm − δm] Im(t) = − δ0

(1− q)2
. (2.196)

This, at the order φ2, becomes

Γ−1
0 ∂tφ(t) +

1

(1− q)3
[−δ0 + (1− q)δ1]φ(t) (2.197)

+
1

(1− q)3
[−δ1 + (1− q)δ2]φ2(t)

+
1

(1− q)3
(γ1 − δ1)I1(t) + o(φ3) = − δ0

(1− q)2
.

If r̄(q) develops a local minimum we have

r̄′(q) = δ1 = 0 (2.198)

near the minimum r̄(q)− r̄ � 1. Consequently we define the small quantity

σ ≡ δ0 = (1− q)3 [r̄(q)− r̄]� 1 . (2.199)

Defining the quantity

m ≡ (1− q)3

2
Λ′′(q) , (2.200)

we can than write
δ2 = 1−m, (2.201)

and rewrite Eq. (2.197) as follows:

Γ−1
0 ∂tφ(t)− σ

(1− q)3
φ(t) (2.202)

+
1

(1− q)2

[
(1−m)φ2(t) + I1(t)

]
+ o(φ3) = − σ

(1− q)2
.
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When σ → 0 the solution of Eq. (2.202) has the form

φ(t) = σ1/2g(τ) , τ = t/tσ = o(1) , (2.203)

where g(τ) is the solution of the scaling equation:

(1−m)g2(t) +

∫ τ

0

dτ ′ [g(τ − τ ′)− g(τ)] ∂τg(τ ′) = −1.

If the dynamical equation develops a solution with two plateaus at the values
qκ (with κ = 1, 2), we can fix two rescaled time scales τκ where t/tσκ = o(1) and
than generalize Eq. (2.204) to Eq. (2.174)

(1−mκ)g
2
κ(t) +

∫ τ

0

dτ ′ [gκ(τκ − τ ′)− gκ(τκ)] ∂τ ′gκ(τ ′) = −1.

2.7 Conclusions

Glassy behaviour is a peculiar multi-scale problem. It is due to a bifurcation of
the characteristic time scales of the dynamics. In this chapter we have suggested
a model which can describe the emerging of secondary processes in glasses and
glass formers. The model discussed is a generalization of the p-spin model with
quenched disorder that reproduces some general features of structural glasses and
has a dynamics leading to the MCT equation in the so-called Schematic Theory.
I have studied in particular the equilibrium dynamics, solving numericcally the
MCT-ST equation in regions of the phase diagram where we know that there is a
dynamics evolving over three well separated time scales. Finally, I have generalized
the relations between the MCT exponents for models which shows a multistep
relaxation behaviour.



Chapter 3

Molecular Dynamics and
Continuum Mechanics

In this chapter we will study the coupling between continuum and atomistic me-
chanics. The Andersen-Parrinello-Rahman method [14, 15, 16] is based on an
extended Lagrangian allowing the MD cell to change both volume and shape dur-
ing the simulation, its dynamics being governed by an externally applied stress,
as well as by the internal particle dynamics. The APR method is well established
and widely used [149]. However, some foundational issues remained unexplored
until recently, since the Lagrangian introduced by Andersen [14] and generalized
by Parrinello and Rahman [15, 16] has always been considered just as an expe-
dient trick for generating the desired particle statistics. We assume a different
standpoint: to us, APR-like Lagrangians embody the coupling between atomistic
and continuum degrees of freedom. So, we are interested in the dynamics of the
deforming computational cell per se, wishing to identify it with the body element
of a Cauchy continuum. On this basis, we plan to construct atomistically informed
approximations to a continuum by means of an array of interacting APR-like cells
[150].

Continuum mechanics provides a set of partial differential equations governing
the evolution of physical observables. Such observables are densities of, e. g.,
momentum, energy, mass, represented by macroscopic fields of different nature
(i. e., scalar, vectorial or tensorial fields) evolving over a time and space scales

123
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much larger than the microscopic scales. From the macroscopic point of view,
determing the evolution of the system requires boundary and initial conditions, and
constitutive relations. Moreover, in a mechanical system, a constitutive relation
is a relation between the stress tensor (e. g., the pressure) and the deformation
(e. g., change in the volume) of the material. Constitutive relations encode the
mechanical properties of the medium (e. g., the response of a system to an external
perturbation). Within continuum mechanics, constitutive relations have to be
given phenomenologically. We can expect that a constitutive relation for a given
material can be computed by a microscopic theory.

This chapter aims to build a multiscale algorithm which allows information to
be exchanged between the microscopic time scales, governed by the atomistic me-
chanics (i. e., molecular dynamics in a numerical simulation) and the macroscopic
time scale appropriate to continuum mechanics.

From the microscopic point of view, in order to obtain a constitutive relation
we have to simulate the behaviour of a system at constant values of pressure,
temperature and number of particles (i. e., in the (P, T,N) ensemble).

It is well known from the statistical mechanics that, when a thermodynamical
variable is fixed, the conjugate variable fluctuates (e. g., in order to fix temperature
energy fluctuations are to be allowed). Therefore, to fix the external pressure (or
deformation), we have to allow to the system to change its volume (or the internal
pressure), in order to reach equilibrium with the external environment. This can
be done through the APR method.

In the following sections, after an introduction to the statistical ensemble in
molecular dynamics, we will discuss the properties of the Nosè-Hoover, Andersen
and Parrinello-Rahman algorithm and the representation of stress in molecular
dynamics. Finally, we introduce a new method to couple continuum mechanics
and molecular dynamics.

3.1 Statistical ensembles

In order to study through numerical simulations the dynamical and thermodynam-
ical properties of a particle system, the simplest numerical experiment is the inte-
gration of Newton’s equation [151, 99]. Since all the observables will be functions
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defined over the phase space, the thermodynamical (i. e., macroscopic) observ-
ables will be averaged over the measure time τ much larger than the characteristic
microscopic times

O(t0) ≡ lim
τ→∞

1

τ

∫ τ

t0

dtO(p(t), q(t)) . (3.1)

If the system is in an ergodic phase (i.e., a phase where it is reasonable to assume
that the ergodic hypothesis holds), the equilibrium properties do not depend on
the initial conditions

O(t0) = O (3.2)

and averaging O over time is equivalent to averaging it over the phase space with
a suitable distribution function P [Γ]

O = 〈O〉 =

∫
dΓP [Γ]O[Γ] =

∫
dµ(Γ) (3.3)

where dΓ is shorthand for
∏

i
dqidpi

h3NN !
, where Γ = (pi, qi). For a Hamiltonian sys-

tem, the natural ensemble to average the observables is the microcanonical one:
Pmicro[Γ] is an uniform distribution concentrated on a 3N − 1 hypersurface in the
phase space (i.e., the surface corresponding to the fixed energy of the system).
Therefore, a microcanonical measure over the system is a measure carried out at
fixed values of (E, V,N).

From statistical mechanics, it is known that the distribution function for a
system at thermal equilibrium with a fixed value of particles N in a volume V , is
the canonical distribution, (i.e., the partition function defined by 1 =

∫
dΓPcan[Γ])

Pcan[Γ] =
e−βH

Z
(3.4)

where Z is the mass of the distribution. In the Thermodynamic Limit (TL) (i.e.,
N, V →∞ with fixed v = V

N
), the free energy per particle is

f(β, v) = lim
N,V→∞

[
− 1

β
logZ

]
(3.5)

Therefore, the integration of the equations of motion allows us to study an
isolated system in which energy, volume and number of particles are fixed. In order
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to study the molecular dynamics of a system at fixed temperature something has
to be changed.

To introduce a thermostat in a MD simulation Nosé and Hoover [152, 153]
suggested the following Lagrangian

L(q, q̇, s, ṡ) =
1

2

∑

i

mq̇i
2s2 − 1

2
Qṡ2 − φ(q)− g

β
log s (3.6)

where s is a slow variable which describes the coupling between the system and
the thermostat. From the Lagrangian we obtain the Hamiltonian

HNH(p,q, s, ps) =
∑

i

pi
2

2ms2
+
p2
s

2Q
+ φ(q) +

g

β
log s . (3.7)

It is easy to prove that the equation of motions deriving from eq. (3.7) leads to a
canonical measure in the phase space in the rescaling variables p′i = pi/s [151].

Let us compute the microcanonical measure of (3.7)

Zmicro(E,N, V, β) =

∫ ∏

i

dpidqidpsds

h3NN !
δ (HNH − E) . (3.8)

In terms of the variable p′i, defining H′ as

H′ =
∑

i

p′i
2

2m
+ φ(q) (3.9)

we obtain

Zmicro(E,N, V, β) =

∫ ∏

i

dp′idqidpsds

h3NN !
s3Nδ

(
H′ + p2

s

2Q
+
g

β
log s− E

)
. (3.10)

Using the property of the delta function

δ[f(x)] =
δ(x− x0)

f ′(x0)
(3.11)

f(x0) = 0
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and integrating over s, it follows that

Zmicro(E,N, V, β) =
βeβ

E(3N+1)
g

g

∫
dpse

−β 3N+1
g

p2s
2Q

∫ ∏

i

dp′idqie
−β 3N+1

g
H′ =

= const

∫
dΓ′e−βH

′
(3.12)

where the last term in eq. (3.12) is obtained by choosing g = 3N + 1 and dΓ′ ≡∏
i

dp′idqi

h3NN !
. In conclusion, the microcanonical measure (i. e., a numerical integration

of the equations of motion) with the Nosé-Hoover Hamiltonian is equivalent to the
canonical measure with the Hamiltonian H′.

From the point of view of MD, a thermostat is an object that rescales the mo-
menta of the system in order to allow energy fluctuations. In NH, the temperature
is fixed by an adjoint slow degree of freedom: the parameter s with the coniugate
momentum ps. This addition allows energy to fluctuate and preserves the volume
of the phase space, according to Liouville Theorem [154]. Therefore, the resulting
algorithm is time-reversible and the dynamics is well defined. The main effects of
NH thermostat is a rescaling of the momenta of particles. In general, in order to
obtain a correct value of the temperature, we can rescale the momenta without
introducing a NH thermostat, but the algorithm obtained is not time-reversible
and so the Liouville Theorem does not hold. In fig. (3.1) the thermalization of a
system of N = 108 in a simulation box of side L = 5 interacting via Lennard-Jones
potential at T = 11.1 (fluid) is shown. From a Lagrangian point of view, it is
hard to obtain the expression (3.6) from first principle. Moreover, we can build a
simple toy model which leads to a Hamiltonian quite similar to (3.7) based on the
rescaling of the momenta.

Firstly we note that, in order to thermalize a system, we have to put it in contact
with a thermal bath. In the NH the thermal bath is represented by the slow degree
of freedom s. The program is the following: starting from a general Hamiltonian
we want to integrate over some microsopic degrees of freedom in order to obtain
an effective Hamiltonian. The idea is that the integration, after a suitable choice
of the interaction, generates an effective potential that thermalizes the system.
Following the two-temperature formalism developed to study structural glasses
[84], we can define a Hamiltonian that depends on slow (φ) and fast (ψ) degrees
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Figure 3.1: Energy and kinetic energy distribution in a Lennard-Jones fluid, T =
11.1, N = 108, L = 5

of freedom
H[φ, ψ] = H0[φ] +H1[ψ] +Hint[φ, ψ] . (3.13)

We can than define a partition function that depends on the slow variables φ

Zβ[φ] =

∫
dψ e−βH[φ,ψ] = e−βH0[φ]

∫
dψ e−βH[ψ]−βHint[φ,ψ] . (3.14)

From this partition function, we can also define an effective Hamiltonian

Heff[φ] = − 1

β
logZβ[φ] . (3.15)

We note that, if Hint = 0, the effective Hamiltonian is

Heff[φ] = H0[φ]− 1

β
logZψβ = H0[φ] + fψ(β) . (3.16)
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Using Heff to write the equation of motion for the variables φ, e. g., choosing
φ = (p,q), the effective Hamiltonia reads

Heff[p,q] = − 1

β
logZβ[p,q] , (3.17)

since the free energy fψ(β) is indipendent of (p,q), we obtain the same dynamics
of the Hamiltonian H(p,q, ψ).

Now we can try to study the evolution of Heff[p,q] through the Hamilton equa-
tions. From statistical mechanics, we are able to compute the partition function
only for few systems. Whereas, using the mean field (MF) approximation, we can
to compute the partition function of many models. Starting from the following
Hamiltonian

H[p,q, ψ] = H0[p,q] + ϕ2(p,q, ψ) , (3.18)

H0[p,q] ≡
∑

i

pi
2

2m
+ ϕ1(q) ,

we can write an effective Hamiltonian that contains an effective interaction between
the variables left by the integration over ψ

Heff[p,q] =
∑

i

pi
2

2m
+ ϕ1(q)− 1

β
log

∫
Dψ e−βϕ2(p,q,ψ) = H0[p,q]− 1

β
ϕeff(p,q) .

(3.19)
The equations of motion are

q̇i =
pi
m
− 1

β

∂ϕeff(p,q)

∂pi
(3.20)

ṗi = −
(
∂ϕ(qi)

∂qi
− 1

β

∂ϕeff(p,q)

∂qi

)

choosing a mean-field interaction between fast and slow variables it is

ϕ2(p,q, ψ) = ϕMF (p,q, ψ) , (3.21)
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and one gets

− 1

β
log

∫
Dψ e−βϕMF (p,q,ψ) ' −Ng(ψSP ,p,q)

β
(3.22)

ψSP :
δg(ψ,p,q)

δψ

∣∣∣∣
SP

= 0 =⇒ ψSP = ψ(p,q)

where we can change ' with = at the thermodynamic limit (i. e., we think to
work in a system with a finite number of particles but large enough to allow for a
saddle-point approximation). The effective Hamiltonian reads as

Heff[p,q] = H0[p,q] +
Ng(ψSP ,p,q)

β
(3.23)

with the following equations of motion

q̇i =
∂H0[p,q]

∂pi
+
∂Ng(ψSP ,p,q)

∂βpi
+
∂Ng(ψSP ,p,q)

∂βψ

∂ψ

∂pi
(3.24)

ṗi = −
(
∂H0[p,q]

∂qi
+
∂Ng(ψSP ,p,q)

∂βqi
+
∂Ng(ψSP ,p,q)

∂βψ

∂ψ

∂qi

)
.

Which, using eq. (3.22) may be rewritten as

q̇i =
∂H0[p,q]

∂pi
+
∂Ng(ψSP ,p,q)

∂βpi
(3.25)

ṗi = −
(
∂H0[p,q]

∂qi
+
∂Ng(ψSP ,p,q)

∂βqi

)
.

Integrating a set of variables with the Boltzmann measure is the first step to study
the static properties of such set of variables. Indeed, through the partition function
we study the properties of the variables at equilibium with a thermal bath at the
inverse temperature β (i. e., through integration, variables ψ thermalizes). If the
thermalized variables have an interaction (weak or strong) with other variables,
the second one will be subjected to the effect of the thermal bath. In particular,
we can think that the dynamics of eq. (3.22) is an equilibrium dynamics at fixed
temperature.

Therefore, we can try to write a Hamiltonian with generalized momenta and
coordinate which interact with a set of fast variables. The nature of the fast
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variables is not important, since we expect that the thermalization of a system
is indipendent of the nature of the thermostat. In order to make the calculation
simple, we choose a fluid interacting weakly through a long-range potential with a
bath of soft and spherical spins. The Hamiltonian of the system is

H[p,q, s] =
∑

i

pi
2

2m
− A

∑

i

si · pi + ϕ(q) (3.26)

∑

i

si
2 = 3N

where we have chosen an interaction between spins and momenta. The partition
function is

Zβ[p,q] = e−β
P
i

pi
2

2m
−βϕ(q)

∫ +∞

−∞

3N∏

i,α

dsαi δ

(
3N∑

k

s2
k − 3N

)
eβA

P3N
i,α s

α
i p
α
i =

= e−β
P
i

pi
2

2m
−βϕ(q)Xβ(p) (3.27)

Xβ(p) ≡
∫ +∞

−∞

3N∏

i,α

dsαi δ

(∑

i,α

(sαi )2 − 3N

)
eβA

P3N
i,α s

α
i p
α
i

from which the effective Hamiltonian follows

Heff [p,q] =
∑

i

pi
2

2m
+ ϕ(q)− 1

β
logXβ(p) (3.28)

The delta distribution that encodes the spherical constraint, can be expressed
through an auxiliary Lagrange multiplier λ, M = 3N

Xβ(p) =

∫ +∞

−∞

M∏

i,α

dsαi
dλ

2πi
exp

{
−λ
∑

i,α

(sαi )2 +Mλ+ βA

M∑

i,α

sαi p
α
i

}
. (3.29)

After a Gaussian integration, one gets

Xβ(p) =

∫ +∞

−∞

dλ

2πi
e−Mg(p,λ) (3.30)

g(p, λ) ≡ −β
2A2

4M

∑

i

pi
2

λ
− λ+

1

2
log λ .
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For reasons that will be clear later we define the funcion

ε(p) ≡ 1

M

∑

i

pi
2

2m
(3.31)

where p is a shorthand for (|pi|)Ni=1. Solving the integral with the saddle-point
method we obtain a self-consistency equation for λ

λSP : λ2
SP −

1

2
λSP −

β2A2m

2
ε = 0 . (3.32)

Finally, we obtain an effective Hamiltonian by choosing λ+
SP = λ(p)

Heff[p,q, λ(p)] =
∑

i

pi
2

2m

(
1− mβA2

2λ

)
+ ϕ(q)− 3Nλ

β
+

3N

2β
log λ . (3.33)

Since a self-consistency relation for λ holds, the equations of motion will be

q̇i =
pi
m

(
1− mβA2

2λ

)
(3.34)

ṗi = −∂ϕ(q)

∂qi

where the coupling costant A is a free parameter of the model. We can fix
A self-consistently by imposing the equipartition for a perfect monoatomic gas.
Equipartition reads

ε(p) =
1

2β
. (3.35)

From this, it follows that

1− mβA2

2λ
= ±1 . (3.36)

The case +1 is trivial, since thus A = 0. Choosing −1, the solution is

A = ±
√

6

mβ
(3.37)

we note that A is in the right units, being 1/[mass]/[energy] = [momentum]−1.
Moreover the thermalization is indipendent of the type of interaction, i. e., attrac-
tive or repulsive.
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Figure 3.2: Perfect Gas and Lennard-Jones fluid simulated through algorithm (3.1),
N = 108, T = 11.1 and L = 5.

I have numerically simulated the dynamics generated by eq. (3.1) in a gas and
Lennard-Jones fluid (see fig. (3.2)). Choosing A according to eq. (3.1) we have the
right thermalization. On the other hand we need to fine-tuning A to thermalize
the Lennard-Jones fluid. In fig. (3.3) a comparison with NH is shown.

3.1.1 Liouvillians in MD

In the previous chapter we have used the Liouvillian formulation to write the MC
equations. Now, starting from the well known expression for the evolution of an
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Figure 3.3: Comparison between NH and algorithm (3.1) in a Lennard-Jones fluid,
N = 108, T = 11.1 and L = 5.

observable (∂tO(t) = 0)

dO
dt

(p(t), q(t)) =
∑

i

(
∂O
∂pi

ṗi +
∂O
∂qi

q̇i

)
(3.38)

iL ≡
∑

i

(
ṗi
∂

∂pi
+ q̇i

∂

∂qi

)

O(t) = eiLtO(0) ,

in order to build an algorithm to integrate the equation of motion, we will give eq.
(3.38) less formally.

Starting from the Hamilton equations

q̇i =
∂H(p, q)

∂pi
, ṗi = −∂H(p, q)

∂qi
, (3.39)
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with no loss in generality, we study the case of only two degrees of freedom

H(p, q) =
p2

2m
+ φ(q) (3.40)

defining the generalized force fq ≡ −∂φ
∂q

we can write the Liouvillian as

iL =
p

m

∂

∂q
+ fq

∂

∂p
≡ A+B . (3.41)

Choosing

A ≡ p

m

∂

∂q
(3.42)

B ≡ fq
∂

∂p
,

we can compute the commutator between A and B

[A,B] =
p

m

∂fq
∂q

∂

∂p
− fq
m

∂

∂q
, (3.43)

Since [A,B] 6= 0, we can not factorize the exponential of the Liouvillian:

eA+B 6= eA eB . (3.44)

However, through the Trotter Formula [155] we can write the follows identity

e(A+B)t = lim
n→∞

(
e
At
2n e

Bt
n e

At
2n

)n
. (3.45)

Introducing ∆t ≡ t
n
and using eq. (3.45) [156, 157], one gets

e(A+B)∆t = e
A∆t

2 eB∆t e
A∆t

2 + o(∆t3) . (3.46)

Eq. (3.46) suggests a scheme to integrate numerically the equations of motion. We
recall a remarkable property of the Liouvillian formulation: since the evolution is
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expressed by unitary operator U(t),

U(t) = eiLt =
∑

n

(iLt)n
n!

(3.47)

U(−t) = e−iLt = U(t)T

U(t)U(t)T = U(t)TU(t) = 1

the evolution is time-reversal invariant and preserves the phase space volume. In-
deed, the algorithm (3.46), which involves an error of order ∆t3, is time-reversible

(
e
A∆t

2 eB∆t e
A∆t

2

)(
e
A∆t

2 eB∆t e
A∆t

2

)T
= 1 . (3.48)

The operators that appear in the dynamics are of the type a∂x or x∂x, where a is
a constant while x is a generalized coordinate. These operators act on a general
function f(x) defined over the phase space as follows:

ea∂xf(x) = f(x+ a) (3.49)

eax∂xf(x) = f(xea) .

Relations (3.49) can be easily computed from the following representation of the
exponential operator

eβ∂z =
∑

n

(β∂z)
n

n!
. (3.50)

The action of (3.50) over a function f(z) =
∑

i αiz
i reads

eβzf(z) =

(∑

n

(∂z)
n

n!

)(∑

i

αiz
i

)
= f(z + a) . (3.51)

From eq. (3.51), taking z = ax we obtain the first relation (3.49); choosing z =

log x we obtain the second one.
If the dynamics is generated by the Hamiltonian (3.40), the action of operator
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A and B on a general observable O(p, q) reads

e
p
m

∂
∂q

∆tO(p, q) = O(p, q +
p

m
∆t) (3.52)

efq
∂
∂p

∆tO(p, q) = O(p+ fq∆t, q)

For f(p,q)=(p,q) andA = fq
∂
∂p
, B = p

m
∂
∂q

we obtain the Velocity-Verlet algorithm[158,
151]

e
A∆t

2 eB∆t e
A∆t

2 (p, q) =

(
p+

{
fq(0) + f(

∆t

2
)

}
∆t

2
, q +

p

m
∆t

)
(3.53)

Nosé-Hoover dynamics: Liouvillian formulation

Via the Liouvillian formulation of the dynamics, we can easily build a class of
numerical alghoritms which preserve the volume of the phase space during the
simulation. We can apply such procedure to integrate the Nosè-Hoover equations.

We start from the Hamiltonian (3.7). Performing the change of variables

ξ = log s (3.54)

pi ≡ p′i = pie
2ξ

qi = ri ,

the Hamiltonian reads

HN.H [p, r, ξ, pξ] =
∑

i

p2
i

2m
+ φ(r) +

p2
ξ

2Q
+
g

β
ξ (3.55)
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and we can write the Liouvillian operator as

iL = Or +Op1 +Op2 +Oξ +Opξ (3.56)

Or ≡
∑

i

pi
m
∂ri

Op1 ≡ −
∑

i

∂φ(r)

∂ri
∂pi

Op2 ≡ −
∑

i

2ξ̇pi∂pi = −
∑

i

2
pξ
Q

pi

Oξ ≡ C∂pξ

Opξ ≡
pξ
Q
∂ξ

C ≡
∑

i

p2
i

m
− g

β
.

According to the Trotter formula (3.45), we can choose the following split

eiL∆t ∼ eOpξ
∆t
2 eOξ

∆t
2 eOp1

∆t
2 eOp2

∆t
2 eOr∆t eOp2

∆t
2 eOp1

∆t
2 eOξ

∆t
2 eOpξ

∆t
2 . (3.57)

In order to obtain a numerical algorithm many other choices can be done, such as

eiL∆t ∼ UeOr∆tUT (3.58)

U ≡ eOp2
∆t
4 eOpξ

∆t
4 eOp1

∆t
4 eOξ

∆t
2 eOp1

∆t
4 eOpξ

∆t
4 eOp2

∆t
4

UT ≡ eOp1
∆t
4 eOpξ

∆t
4 eOp2

∆t
4 eOξ

∆t
2 eOp2

∆t
4 eOpξ

∆t
4 eOp1

∆t
4 .

In order to check the code used to perform the MD simulations, we have imple-
mented both algorithms (3.57) and (3.58). The results are reported in Fig. ().
As can be seen, the kinetic energy obtained from different algorithms fluctuates
around the same average value.

3.2 Strain and stress

In the previous chapter we have introduced the notion of stress and strain in order
to study a link between the charcteristic time-scales and the response of a material
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to deformation.
Now we adopt the standard notation in continuum mechanics [159]. Imagine to

have a body, thought of as a continuum, deformed with respect to a given reference
configuration. We will denote with F the deformation. For instance, giving a body
B defined in a regular region of Euclidean space E , denoting with X ∈ B a point
of the body. We can define a deformed configuration through a map φ : B → E (φ
is assumed to be a diffeomorphism between its domain B and its image φ(B))

x = φ(X) (3.59)

where x is a general point of the deformed body. The deformation is defined as

F = ∇Xφ (3.60)

If a system of forces f acts on the body, introducing the Cauchy stress tensor σ,
the equation of motion (i. e., equation of the balance for the forces) reads

∇ · σ + f = ρv̇ (3.61)

where v = Ẋ is the velocity. In order to extend the discussion to thermo-
mechanical systems, we introduce the temperature T considering the themody-
namic equilibrium. Relation between the deformation F and the Cauchy stress
tensor σ reads

σ(T,F) =
1

det F
(∇Fψ) · FT , (3.62)

FT being for the transpose of F and · the inner product. We have called ψ the
free energy to distinguish it to the forces. The Cauchy stress is measured in the
deformed configuration, we can also define another stress tensor called Piola stress
S wich is measured in a reference configuration F0

S = det FσF−T . (3.63)

A microscopical representation of the Cauchy stress can be found as follows[160].
Since a deformation can change the metric properties of the space where the body
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is defined, we adopt the following notation

pi
2 = pi

T · pi = piCpi (3.64)

C = FTF

where C is the metric tensor and vector pi
T is the transpose of vector pi. If we

have the following Hamiltonian of a particle system

H[p,q] =
∑

i

pi
T · pi

2m
+ ϕ(q) (3.65)

Performing a canonical transformation generated by

G(P,Q) = −
∑

i

Pi · (FQi) (3.66)

where we have introduced the deformed generalized coordinates

qi = FQi (3.67)

Pi = FTpi .

The relation between the old and the new Hamiltonian reads

H̃ = H +
∂G

∂t
(3.68)

since ∂G
∂t

= 0, the Hamiltonian becomes

H̃[P,Q] = H =
∑

i

(F−TPi) · (F−TPi)

2m
+ ϕ(FQ) . (3.69)

The free energy for a fixed deformation F reads

σ(T,F) = − 1

βV0

logZ =
1

V
〈∇FH[P,Q]〉FT (3.70)

V0 being the reference volume and V = (det F)V0. Since the operator ∇F acts
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linearly on a generical function g of F, at first order in ε we can write

∇F g Q = (g + εL) g Q− g Q = εL g Q (3.71)

where L is a linear operator. If q = F one has

∇F(FQ) : L 7→ L Q . (3.72)

If g = F−1 we note that

(F + εL)(F + εL)−1 = 1 , (3.73)

at first order in ε we can write

(F + εL)−1 = (A + εB)−1 (3.74)

A = F−1 , B = −F−1 L F−1 .

Introducing the diadic product ⊗, we finally obtain the following expression for
the Cauchy stress

σ(T,F) = − 1

V

∑

i

〈
pi ⊗ F−1pi

m
+ fqi ⊗Qi

〉
FT = − 1

V

∑

i

〈
pi ⊗ pi
m

+ fqi ⊗ qi

〉

(3.75)
where we have defined the generalized force fqi as

fqi ≡
∂ϕ(q)

∂qi
. (3.76)

The r.h.s of Eq. (3.75), which is one of the relations of Irving&Kirkwood [161], is
a microscopic picture of the Cauchy-stress.

Therefore, using the continuum mechanics formalism, we can obtain a micro-
scopical interpretation of the stress tensor through a simple canonical transfor-
mation. Since the transformation is canonical, the Liouville theorem holds, i. e.,
the thermal average in eq. (3.75) can be done with respect to the new or the old
canonical variables and the measure on the phase space does not change.

The same expression for the Cauchy stress can be obtained starting directly
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from Statistical Mechanics [162, 163]. The procedure to obtain such expression
is quite similar to the method used in quantum field theory to obtain the Ward-
Takahashi (WT) identity [162, 68].

Imagine to have a theory depending by a multiplet of fields (φ(x)i) = φ(x),
i = 0, .., n in d−dimensions and assume that the action A0[φ(x)] is invariant under
the action of a symmetry group O(n). The action of the group over the fields φ,
for an infinitesimal transformation of the fields, reads 1

δφi = αaλ
a
ijφj (3.77)

where the matrices λa define the Lie algebra of the group and α is a parameter.
We can define the current

jaµ(x) = ∂µφiλ
a
ijφj (3.78)

where µ runs over the spatial coordinates. The generating functional it is

Z[h] =

∫
Dφ(x)e−A0[φ]+

R
dxhi(x)φi(x) =

∫
Dφ(x)e−A0[φ,h(x)] , (3.79)

where hi(x) is the multiplet of external fields (sources) coupled with the fields. If
we perform a variable shift

φi(x) = φ′i(x) + αa(x)λaijφj(x) , (3.80)

the generataing functional becomes

Z[h] =

∫
Dφ(x)e−A[φ,h(x)]

(
1−

∫
dx∂µα

a(x)jaµ(x) +

∫
dxhi(x)αa(x)λaijφj(x)

)
.

(3.81)
Since the measure is invariant under the variable shift (3.80), taking a functional
derivative with respect the external source hj(y) and satting to zero the external
fields we obtain the WT identity

∂µ
〈
jaµ(x)φj(y)

〉
+ δijδ

(d)(x− y)λaik 〈φk(x)〉 = 0 (3.82)

1We adopt Einstein’s summation convention.
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where δ(d)(x− y) is the Dirac distribution in d−dimension.
We now consider a particle system described thorough the Hamiltonian given

in eq. (3.65). Acting with a diffeomorphism, an infinitesimal point transformation
over the generalized coordinates, which brings q→ q′ we can write [162]

q′i = qi + ε(qi) . (3.83)

The vector function ε(qi) satisfies appropriate boundariy condition, according to
the boundary conditions of the particle system. We note that the diffeomorphism
expressed by ε(qi) is a local transformation. Otherwise, the canonical transfor-
mation introduced through the deformation tensor F is a global transformation.
We can define a local deformation F(q) as follows. Acting a local deformation the
relative distance between two particles becomes

q′i − q′j = [1 + F(qi)] qij (3.84)

qij ≡ qi − qj

Fab(qi) ≡ ∂bε
a(q)|qi ,

where the indices a, b runs over the coordinate of the space. In order to make
the transformation canonical, we have to perfom the follows transformation on the
momenta

pi = [1 + F(qi)] p
′
i . (3.85)

Since the measure of phase space is invariant under canonical transformations, the
partition function will be still expressed as an integral over the undeformed mo-
menta and coordinates. The new partition function, adding an external potential
source ϕ(q), reads

Z ′ =

∫
dΓe−βH

′
(3.86)

H′ ≡ H[p′,q′] + ϕext(q
′) .
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The invariance of Z becomes

δ logZ ′
δF(x)

∣∣∣∣
F(x)

= 0 (3.87)

The eq. (3.87) leads to the following identity

∇ ·
〈∑

i

δ(x− qi)

(
pi ⊗ pi
m

+ qi ⊗ fqi
)〉
−
〈∑

i

δ(x− qi)f
ext
i (q)

〉
= 0 , (3.88)

where we have defined the external force

f exti (q) ≡ ∂ϕ(q)

∂qi
. (3.89)

As we can see, we can define a stress tensor σ̃ and a bulk (macroscopic) force f

such that

0 = ∇ · σ̃ + f (3.90)

σ̃ ≡
〈∑

i

δ(x− qi)

(
pi ⊗ pi
m

+ qi ⊗ fqi
)〉

f ≡ −
〈∑

i

δ(x− qi)f
ext
i (q)

〉
.

These expressions, integrated over the body, are consistent with the papers [161,
164, 165, 166, 167, 168].

Therefore, through a molecular dynamics simulation we can compute the Cauchy
stress. As we can read in eq. (3.75) and (3.90), there are two contributed to the
stress tensor: one kinetic and the other due to the interaction between the parti-
cles. We have use such expression to compute the internal pressure of the system
when a deformation of the simulation box is enforced.

In the next section we will discuss the details to perform a numerical simulation
under given external pressure or deformation.
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3.3 Andersen Dynamics

In Section 3.1 we have introduced the concept of a thermostat in MD. In order to
preserve the dynamical properties of the system, to thermalize it we can not simply
rescale the momenta, but we have to reproduce the correct statistical ensemble. We
could build, for instance, some model which heuristically reproduce a thermostat,
also starting from general models, but such a trick does not reproduce the dynamics
towards equilibrium.

Now we want to study model where we fix the pressure or, more general, by
the strain. The applied stress causes a deformation of the material. The material
responds to the external stress through an internal stress.

As we have seen for the temperature, from the statistical mechanics point of
view, fixing the pressure implies volume fluctuations: this is a geneal effect of the
thermodynamical Legendre transformation on statistical mechanics. We restrict
our study to linear transformations and, in particular, to spherical dilations. We
will consider a system of N particles in a cell (i. e., the simulation box) of side
L, assuming that it is possible to apply an external pressure on the box. Such
external stress is represented by a spherical tensor.

We call si the coordinate of the particle i in box units.

ri = Lsi (3.91)

si =
ri

L
(3.92)

If we allow the simulation box to fluctuate we can substitute L with a parameter
0λL depending on time

si =
ri

λ
, (3.93)

hence
ṙi = λṡi + λ̇si . (3.94)

In order to introduce the pressure, we can try to make a canonical transformation
on the Lagrangian changing the variable V with its thermodynamically coniugate
π. Now we discuss the case with only one particle in a d-dimensional cell and
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external pressure π

L(s, λ, ṡ, λ̇; π) = L(r, λ)− πλd = K − V (3.95)

K =
1

2
m
(
λ2ṡ2 + λ̇2s2 + 2λλ̇sṡ

)

V = φ(λs) + πλ2

In order to obtain a Hamiltonian which leads to the right ensemble average, An-
dersen suggested [14] that the dynamics be governed by the following Lagrangian

LA[λ, λ̇, s, ṡ] =
1

2

∑

i

mλ2ṡTi · ṡi +
1

2
Wdλ̇2 − φ(λs)− πλ2 . (3.96)

As we can see, the Lagrangian proposed by Andersen differes from (3.95). However,
with an appropiate hypothesis, we can recover (3.96) from (3.95). If we assume that
the dynamics has two well-separated time scales, one microscopic τ and another
mesoscopic t, related through

t = nτ,
dλ

dτ
= n

dλ

dt
(3.97)

and we average the Lagrangian (3.95) over a time T much larger than τ but much
smaller than t, we obtain

K =
1

2
mλṡ2 +

1

2
ms2λ̇2 + λn

dλ

dt

(
s2(t)− s2(0)

T

)
(3.98)

since 0 ≤ s(t) ≤ 1 for all t, the last term in the r.h.s of eq. (3.98) is negligible.
If particles interact through a two-body potential it is

φ(λs) = φ(r) =
∑

i<j

φ(rij) (3.99)

rij = |ri − rj|

differentianting the potential w.r.t ri and recalling that si and ri are collinear, it
follows that

∂φ(r)

∂ri
=
∑

i<j

∂φ(rij)

∂rij
ŝi ≡ −λ−1fi , (3.100)
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where fi is the total force acting on the particle.
The Lagrangian equations of motion are

s̈i =
1

λ

(
fi − λ̇ṡi

)
(3.101)

Wλ̈ = λ

(∑

i

ṡTi · si + fi

)
− dπλd−1 .

Introducing the momenta psi and pλ,

psi = λ2ṡi (3.102)

pλ = Wλ̇ ,

and using a shorthand for the potential, we can write the Andersen Hamiltonian
as follows

HA[ps, s, pλ, λ] =
∑

i

psi
T · psi

2mλ2
+

p2
λ

2W
+ φ(λs) + πλd . (3.103)

The Hamilton equations ensue:

ṡi =
psi

λ2m
, (3.104)

ṗsi =
1

λ
fi ,

λ̇ =
pλ
W

,

ṗλ = λ
∑

i

psi
T · psi

mλ4
+ λfi − dπλd−1 .

In order to numerically integrate eqs. (3.104), we introduce the rescaled momenta

p′i = λpsi (3.105)
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and rewrite eqs. (3.104) as follows:

ṡi =
p′i
m
, (3.106)

ṗ′i =
1

λ
fi ,

λ̇ =
pλ
W

,

ṗλ =
∑

i

p′i
T · p′i
λm

+ λfi − dπλd−1 .

Andersen dynamics: Liouvillian formulation

In order to implement numerically the Andersen dynamics (coupled with a Nosé-
Hoover thermal bath), we need the Liouvillian operator associated with the fol-
lowing Hamiltonian:

HA−N.H [ps, s, pλ, λ, ξ, pξ] =
∑

i

psi
T · psi

2mλ2
+

p2
λ

2W
+ φ(λs) + πλd +

p2
ξ

2Q
+
g

β
ξ

psi ≡ psi
′ = psie

2ξ , (3.107)

pλ ≡ p′λ = pλe
2ξ .

Redefining the momenta
pi = λpsi , (3.108)

we can rewrite (3.107) as follows:

HA−N.H [ps, s, pλ, λ, ξ, pξ] =
∑

i

pi
T · pi

2m
+

p2
λ

2W
+ φ(λs) + πλd +

p2
ξ

2Q
+
g

β
ξ (3.109)
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and finally obtain the Liouvillian

iL = Os +Op +Oλ +Opλ +Oξ +Opξ (3.110)

Os ≡
∑

i

pi

m
∂si

Op ≡
(

fi
λ

+ A+B

)
∂pi

A ≡ pξ
Q

pi

B ≡ pλ
W

pi

Oλ ≡
pλ
W
∂λ

Opλ ≡
[∑

i

(
pi
T · pi

mλ
+ si · fi

)
− dπλd−1

]
∂pλ

Oξ ≡
pξ
Q
∂ξ

Opξ ≡
(∑

i

pi
T · pi

m
+
p2
λ

W
− g

β
ξ

)
∂pξ

3.4 Parrinello-Rahman method

In order to allow the shape of the simulation box to change, we have to extend the
Andersen Lagrangian to a general linear transformation:

ri = Fsi . (3.111)

The deformation F encodes all the degrees of freedom of an affine box, i. e., in
three dimension is a 3 × 3 matrix. For a cubic cell the columns of the matrix of
F represent the box edges. Parrinello and Rahman (PR) suggested [15, 16] the
following Hamiltonian

LAPR(s, ṡ,F, Ḟ) =
1

2

∑

i

miF
T ṡi · Fṡi +

1

2
WTr

(
ḞT · Ḟ

)
− φ(F−1s)− π det F

(3.112)
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where π is the external pressure. As in Andersen dynamics, substituting eq. (3.111)
in a Lagrangian which describes a particle system does not lead to eq. (3.112). In
fact, assuming F as a dynamical variable one has

ṙi = Ḟsi + Fṡi . (3.113)

The kinetic term of a Lagrangian contains several terms

K =
1

2

∑

i

miF
T ṡi · Fṡi +

1

2

∑

i

misi ⊗ siTr ḞT · Ḟ +
∑

i

miF
T Ḟsi ⊗ ṡi . (3.114)

It is possible to recover eq. (3.112) from eq.(3.114) through the following assumptions[169]

∑

i

misi ⊗ si = Const. ≡ W I (3.115)

∑

i

miF
T Ḟsi ⊗ ṡi = 0 .

The first equation (3.115) is satisfied when the inertia tensor of the particles system
is stationary and spherical: under the hypothesis that the first is satisfied the
second is satisfied if the angular velocity of the cell is negligible.

The generalized momenta of the Lagrangian (3.112) are

pi = miF
TFṡi (3.116)

pF = W Ḟ .

Introducing the metric tensor G = FTF, we can write the following Hamiltonian:

H(p,pF, s,F) =
∑

i

pi G
−1 pi

2mi

+
Tr pF

T · pF

2W
+ φ(F−1s) + π det F (3.117)
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defining the rescaled momenta psi = G−1pi, the equations of motion read

ṗsi = F−1fsi −G−1Ġpsi (3.118)

ṗF =

(∑

i

fsisi
T +

∑

i

Fṡiṡ
T
i − πF−1 det F

)

ṡi =
psi

mi

Ḟ =
pF

W

The Hamiltonian conserved by the eq.(3.118) is

H(p,pF, s,F) =
∑

i

psi G psi

2mi

+
Tr pF

Tph

2W
+ φ(F−1s) + π det F (3.119)

In order to numerically integrate eq.(3.118), we consider the Liouvillian

iL =
∑

i

{
ṡi∂si + ṗsi∂psi

}
+ Ḟ∂F + ṗF∂pF

≡ A+B + C +D , (3.120)

choosing the operators as follows

A ≡ pF

W
∂F (3.121)

B ≡
∑

i

psi

mi

∂si

C ≡
[
V +K − πF−1 det F

]
∂pF

D ≡
[
F−1fsi −G−1Ġpsi

]
∂psi

= D1 +D2 ,

where we have defined the potential and kinetic virials

V =
∑

i

fsisi
T , K =

∑

i

Fṡiṡ
T
i , (3.122)

while
D1 ≡ F−1fsi D2 ≡ −G−1Ġpsi . (3.123)
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The Trotter formula reads

eiL∆t ' e
A
4

∆te
B
2

∆te
A
4

∆te
C
2

∆te
D1
2

∆teD2∆te
D1
2

∆te
C
2

∆te
A
4

∆te
B
2

∆te
A
4

∆t , (3.124)

and the evolution of D2 is given by

e−G−1Ġ∂psi
∆tf(psi) = f(e−G−1Ġ∆tpsi) (3.125)

We have performed numerical simulations using the operators (3.121). In order to
allow the thermalization of the system, we have coupled the APR Hamiltonian to
a Nosè-Hoover thermostat.

For a given value of the external pressure, startig from a cubic box, we have
equilibrated the system at a fixed temperature. After the thermalization, we have
let the system evolve according to the APR equations of motion. The Liouvillian
formulation allows to separate the time scales of the microscopic (fast) degrees
of freedom si and the mesoscopic (slow) F. The evolution of the fast degrees of
freedom is done with a time-scale ∆t, whereas the evolution of slow degrees of
freedom is done with a time step ∆t′ = n∆t.

The numerical simulations are perfomed using Argon interacting via Lennard-
Jones potential in reduced variables [151]

φ(r) = 4ε

[(σ
r

)12

−
(σ
r

)6
]
. (3.126)

In order to check the code we have simulated an fcc crystal (N = 256, T = 0.17

and pext = 1.62) near the transition to bcc [15, 16] (cf. fig. (3.4)).

3.5 APR-based multiscale algorithm

The Lagrangian introduced by Andersen and extended by Parrinello and Rahman,
can be used to couple continuum and atomistic mechanics. In fact, in the equa-
tions of motion (3.118) both continuum and atomistic degrees of freedom appear:
through a Molecular Dynamics simulation we can compute the evolution of F and
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Figure 3.4: Transition between fcc to bcc N = 256, T = 0.17 and pext = 1.62.
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si:

F̈ =
1

W
(V +K − πF det F) (3.127)

s̈i =
1

mi

(
F−1fsi −G−1Ġṡimi

)
.

As we can see, F depends by the atomistic dynamic variables (si , ṡi). Since we can
fix the external pressure π, the simulation box will fluctuate: this fact is expressed
by the first equation in (3.127). Now we can think of performing a MD simulation
at zero pressure. If the particle system is in equilibrium during the simulation F

does not change. On the other hand, if initially the box is not in an equilibrium
configuration, F evolves.

If the box is thought of as an element of an array, where the array samples a
macroscopic medium, we can simulate many boxes, each of which is representative
of a microscopic point of the material.

From the macroscopic point of view, the evolution of the deformation is gov-
erned by the balance equation (3.61), if the external force is zero, it reads

∇ · σ(F) = ρü (3.128)

where u = u(x, t) is the macroscopic displacement at the point x and time t, while
ρ is the macroscopic (homogeneous) density of the material. For equation (3.128)
we have choosen periodic boundary conditions and the initial condition on the
deformation is such that ∮

dx u(x, 0) = 0 (3.129)

From the microsopic point of view, the continuum variable x is replaced by the
discrete index l of the box Bl (see fig. (3.5)). Eq. (3.128) gives a set of deformations
Fl for the array of boxes: these deformations constitute the initial condition for
the microscopic simulations driven by the APR algorithm expressed by eq. (3.127)
at zero external pressure. From the MD simulation we obtain a new set of internal
pressures which will evolve through eq. (3.128). The key feature of this approach
is that we dispense with phenomenological constitutive relations since implicitly
recovered from the physical properties of the particle system. Indeed, imposing an
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!"#$%& !"'$%&

Figure 3.5: Schematics of the multiscale algorithm. At each point x at the (macro-
scopic) time t of a medium u(x, t), modelled as a continuum, we associate a simu-
lation box Bl. The evolution of u is governed by the balance equation (3.128): the
deformation u(x, t+ dt) it is the input of the molecular dynamics simulation.

initial box deformation away from equilibrium, according to

hl ≡ h(x, t+ dt) = h0 + u(x, t+ dt) (3.130)

Fl ≡ F(x, t+ dt) = h(x, t+ dt)Th(x, t+ dt)

σ(Fl) =
1

V
〈K + V〉 (3.131)

where h0 is the box in a referenced configuration and u(x, t + dt) is given by the
solution of (3.128). Since the microscopic dynamics evolves over a time scale much
shorter than the macroscopic time scale t, the rearrangement of the particles in
the boxes will be instantaneous with respect the continuum time scale.

In fig. (3.6) the evolution of u is shown. The spatial evolution is along x. I
have simulated 16 APR-cell, each one with N = 108 Argon molecules interacting
via Lennard-Jones potential at T = 0.7 and zero external pressure. In fig. (3.7)
the thermalization of the cell is checked.
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Figure 3.6: Evolution of u(x, t) for an array of 16 APR-cell (along the x direction)
and Nt = 50 macroscopical time-steps.
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3.6 Conclusions

In the last chapter of this Thesis we have introduced algorithm which allows to
couple continuum mechanics and molecular dynamics. We have introduced the
stress tensor in statistical mechanics: from the microscopic point of view, the
stress tensor is a well-defined observable, related with the total virial of the system.
In order to perform numerical simulation in (N,P, T ) ensemble we have studied
molecular dynamics algorithms that allow to fix the temperature and the pressure.

Reconsidering the Nosé-Hoover thermostat, we have suggested a class of algo-
rithm to rescale systematically the velocity of the particles in order to obtain the
right average of the kinetic energy. We are not able to prove whether this algorithm
samples a canonical mesure over the phase space. However the scheme suggested
is time reversible, i. e., we can implement the equations of motion through a Liou-
villian formulation obtaining a stable algorithm (indipendently of the order of the
operators). Moreover, we have defined the thermostat through a simple toy-model:
a spherical-spin bath used to thermalize the system. In this model only one free
parameter appears, i. e., the coupling costant between spins and particles. For
the perfect gas the coupling can be exactly fixed imposing equipartition. When
studying interacting systems, the coupling can be fixed by studying the behaviour
of the temperature in function of the coupling itself and of the size of the system.

Finally, discussing the Andersen-Parrinello-Rahman algorithm, we have pointed
out that a time-scale separation between slow and fast degrees of freedom underlie
these schemes. The degrees of freedom of the simulation box evolve on a time
scale slower than that of the particles. The main results of this chapter is the def-
inition of a numerical algorithm to exchange information between the microscopic
dynamics, driven by an equilibrium dynamics by means of the APR method, and a
macroscopic dynamics governed by the balance equation of continuum mechanics.
In other terms, we can close the set of partial differential equations for the stress
and the deformation without guessing any constitutive relation.



Conclusions

Analytical and numerical techniques play an important role to understand complex
system, amorphous materials and, in general, models whose dynamics involves
many interacting degrees of freedom. In this Thesis I have studied three different
kinds of multiscale problems in thermodynamics, in equilibrium dynamics and in
molecular dynamics.

In the first chapter an intensive study of the Blume-Capel model with quenched
disorder in three dimensions has performed by means of Monte Carlo simulations
through Parallel Tempering techinque. The simulations have confirmed the mean-
field phase diagram. The criticality is studied through quotient method and it has
been possible to compute the critical exponents of the theory. In this analysis,
we have carefully checked finite size effects. Moreover, the second-order transition
belongs to the same universality class of Edwards-Anderson model.

The first-order transition line has the property of displaying inverse freezing:
an IT takes place between SG phase and PM phase and latent heat is exchanged.
The low-temperature phase is paramagnetic and the system freezes into a spin-
glass phase as temperature is increased. To conclude, in lattice gas model with
quenched disorder, in order to have an IT the key-role is played by the interplay
between active and neutral component.

Since glassy behaviour is a peculiar multi-scale problem, in the second chapter,
a study about the secondary processes in the framework of random firs order theory
has been presented. In particular, I suggested a mean-field theory to describe a
glass former which relaxes over three time-scale. The model is a generalization
of the p-spin model with quenched disorder whose dynamics leads to the mode-
coupling equation in the so-called schematic theory.

The mean-field equation has been solved numerically and the spectrum has
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been studied. Approaching the tricritical point —where the thermodynamics is
stabilized by a two-step replica symmetry breaking solution— susceptibility loss
shows a distinct secondary peak. The interrelation between relaxation times is
studied comparing the results with the Ngai’s coupling model.

Finally, I generalized analytically the relations between the mode coupling ex-
ponents for models which are characterized by a multistep relaxation behaviour.

In last chapter I have proposed a possible coupling between continuum me-
chanics and molecular dynamics. Firstly, I have reconsidered the Nosé-Hoover
thermostat suggesting a class of algorithm to rescale systematically the velocity of
the particles. In this model only one free parameter appears. For a perfect gas the
coupling can be exactly fixed imposing the equipartition. For interacting system
the coupling has to be tuned in function of the temperature and the size of the
system.

The main result of the third chapter has been the definition of a numerical
algorithm to exchange information between the microscopic dynamics —performed
by means of Andersen-Parrinello-Rahman method— and a macroscopic dynamics
governed by the balance equation of continuum mechanics. In particular, from
the equations of the molecular dynamics we can compute the constitutive relation
closing the balance equations.
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