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Chapter 1 INTRODUCTION 

1.1 Research motivations 

Telecommunication is one of the most noticeable technologic revolutions of the last century. 

It has changed forever the way we connected to each other, eliminating distance between 

continents, between countries, between persons. Its history begins in the far 1909, when 

Guglielmo Marconi and Carl Ferdinand Brown received the Nobel prize in “recognition of 

their contributions to the development of wireless telegraphy”. The wireless 

communications have evolved since the 1909, starting from the telegraph, the telephone, to 

the mobile telecommunication, and lately to the diffusion of Internet, smartphones and 

tablets.   

 

Figure.1-1 Guglielmo Marconi and its telegraph  

 

 In the last couple of decades, the telecommunications have experienced a drastic 

development. The proliferation of wireless services, and the diffusion of multifunctional 
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devices such as smartphones and tablets has opened the opportunity for the diffusion of new 

added values services. In addition, smartphones are becoming essential for most of us: 84% 

of people say they can’t go a single day without a mobile phone [1]; the number of mobile 

devices sold every day worldwide is almost a million, twice the number of newborns [2]. 

Traditionally, the use of the radio spectrum has been regulated by governmental agencies 

that assign fixed frequency bands to licensed providers for exclusive access.  The increasing 

demand of added value services, and the need of wide-band connections for supporting their 

diffusion, is rapidly saturating the frequencies available for communications. As a 

consequence, the spectrum scarcity problem has emerged: with all the spectrum bands 

already exclusively allocated, it is becoming extremely hard to find unused frequency bands 

to deploy new services, or enhance the existing ones.  However, recent studies on the actual 

spectrum utilization have revealed that a large portion of the licensed spectrum is often 

under-utilized.  Moreover, the spectrum usage is concentrated only in certain bands, while 

a significant amount of the radio spectrum is only sporadically used.  To better understand 

the situation, international organizations such as the Federal Communication Commission 

(FCC), the Shared Spectrum Company (SSC), and the International Telecommunication 

Union (ITU), analysed which is the actual usage of the spectrum. The result is that in some 

cities like San Diego, New Orleans, and Atlanta up to 70% of the allocated spectrum is not 

continuously used [3]-[4]. In addition, the usage of  GSM900/1800 in the city of Paris is 

less than 30%, while the UHF TV spectrum is used up to the 51% of its potential [5]. 

Moreover, not only some frequency bands are almost unused while other are oversaturated, 

but there are also problems related to traffic peaks in different moments of the day. The 

different requests of services drive to a spatial variation of the spectrum usage: in business 

areas there are principally data and voice communications, while in residential zones there 

are mostly television and entertainment communications. In practise, there are many 

frequency bands available for wireless communications, at different places and different 

times. It is evident that the spectrum scarcity problem is due to the spectrum fixed 

assignment policy, rather than to a physical shortage of usable frequencies. There are three 

major issues and inefficiencies in the current spectrum management policy:   
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(i) The majority of the spectrum is already allocated but the usage of the assigned bands 

is much lower than its potential.  

 

(ii) The usage of the most requested bands varies in time and space.  

 

(iii) Unassigned bandwidths with no specific policies, such as the Industrial Scientific 

and Medical (ISM) band, are growing in usage and number of accesses.  

 

The underutilization of the radio spectrum and the inefficiency of the conventional 

assignment policy result in the need for a new communication paradigm to exploit the 

spectrum bands in a more efficient way.   

 

The Cognitive Radio Networks (CRNs) that are the objects of this dissertations, have 

been proposed for solving these inefficiency issues [6]. In CRN the spectrum assignments 

is based on revolutionary policy, named Dynamic Spectrum Access (DSA) [7]-[8]. In 

particular, DSA allows breaking the spectrum barrier by enabling networks and their end-

users to dynamically access the spectrum. The idea behind DSA is to authorize a finite 

number of devices, for a limited time, to share the same portion of the radio spectrum. The 

two key technologies of this revolution of the wireless communications are Software 

Defined Radio (SDR) and Cognitive Radio (CR). In particular, CR is the technology 

allowing a radio equipment to obtain knowledge of its radio environment and to dynamically 

adjust its operational parameters in order to improve its performance [9]. SDR technology 

is the natural platform on which to build in new cognitive features. In particular, SDR is a 

radio communication system where components that in the past have been typically 

implemented in hardware (e.g. mixers, filters, modulators/demodulators, detectors, etc.) are 

instead implemented by means of software. The list of SDR benefits is long, but some of 

the most important are interoperability with new and legacy radio systems; ability to squeeze 

a staggering amount of radio capability in a very small package; and the ability to implement 

networking tasks on each radio that run transparently to the user.  
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  In a CRN there are two categories of users (and providers) usually referred to as the 

primary users (providers) and the secondary users (providers). The Primary User (PU) is the 

owner of the license for that frequency band and has always the right of using the radio 

resource. The Secondary User (SU) is an un-licensed user that can access the spectrum 

bands of a primary user guaranteeing that no interference is caused to the primary 

communications. A CRN consists of two “sub-networks”:  the primary network (PN), which 

is the network of primary transmitter and receivers, and the secondary network (SN), which 

conversely is the network of secondary receivers and transmitters. The PN has the license 

for accessing the spectrum bands, while the secondary networks does not. However, the SN 

can access the frequency bands left un-used by the PN. The un-used, or free, bands, suitable 

for a secondary communications, are named spectrum holes and their identification is one 

of the more critical implementation’s issues of a cognitive system. The SN exploits its CR 

and SDR functionalities to sense the radio spectrum and identify spectrum opportunities. 

The CRNs, promise to bring along substantial benefits, such as:  

 

 Reconfigurable and cost-effective architectures for wireless devices;  

 Better utilization of the radio spectrum, which is expected to mitigate the ever 

increasing spectrum scarcity problem;  

 Open the door for broadband usage in secure communications, which is currently 

restricted in available technologies;  

 Enable open portability among different network technologies;  

 Allow for economies of scale by their potential to harmonize the needs of 

commercial, public safety and military users.  

 

 Creating a set of standards acting as a common framework addressing the needs of all 

stakeholders would therefore allow for huge economies of scale for future SDR and CR 

products. 
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1.2 Research Objectives 

In this dissertation, the spectrum scarcity problem is addressed in the scenarios of cognitive 

radio network, both at the primary and secondary network sides. The goal of the research 

activity has been proposing and implementing innovative methods for improving the 

spectrum utilization, mitigating the ever increasing spectrum scarcity problem, supporting 

the diffusion of CRNs and sustaining the coexistence of primary and secondary users. 

 

 More in details, the first part of the research activity has been focused on primary 

networks, studying the solutions for improving the spectrum utilization. The research has 

resulted in many scientific papers for scientific journals and international conferences [J3]-

[J6]-[J7]-[J4]-[C3]-[C6]-[C9]-[C10]-[C11]-[C12] and in one patent [P1]. In particular we 

concentrated on fourth and five generation (4G and 5G) networks. In these systems, the 

Orthogonal Frequency Division Multiplexing (OFDM) is adopted to support high data rate 

multimedia transmission, while dynamically managing the spectrum resources.  The main 

idea behind OFDM is to convert a frequency selective channel into a collection of frequency 

flat channels with partially overlapped spectra. The sub-carriers are orthogonal to each 

other, thus avoiding mutual interference. In addition, in 4G networks the orthogonal 

frequency division multiplexing access (OFDMA) is used for accessing the radio spectrum. 

OFDMA is a multi-user version of the OFDM, where different sub-channel’s sets are 

assigned to different users. Although, OFDM and OFDMA allow using the available 

frequency bands in an agile, dynamic and efficient way, they heavily rely on the 

orthogonality of the uplink and downlink transmission and reception. Therefore, achieving 

and then maintaining timing and frequency synchronization are among the most critically 

procedures to be performed in OFDM system. In fact, even a small misalignment between 

the receiver and the transmitted signal can lead to dramatic degradation of the 

communication. For such reasons, the research activities in the field of primary networks 

have been mainly focused on the synchronization procedures in 4G and 5G networks. A 

detailed review of the state of art solutions is reported in [J6]-[J7].  
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 The first part of the analysis has been focused on methods based on matched filter 

correlators. In these systems, the time uncertainty of the incoming signal is divided into a 

finite number of (timing) cells. Each cell corresponds to a sample of the time delay between 

the received signal and its local replica, generated at the receiver side. The cells are 

sequentially tested until a correct one is obtained. For each cell, a testing variable is 

compared with a pre-selected threshold: if the testing variable exceed the threshold true 

acquisition is achieved, otherwise the cell is discarded and the next one is tested. Taking the 

cell size as a fraction of the actual sample period could improve the acquisition performance, 

but unlike the case of one cell per sample, the detection variables between contiguous cells, 

are not independent and possibly strongly correlated. In such case it is extremely difficult 

to find a closed form expression for the systems error probabilities. The research activity in 

this context has resulted in the definition of a new class of functions, the extended-MGQ 

(EMGQ) functions that can express the false alarm and detection probabilities of the system 

in a closed form [J3]-[C4]. It has to be noted that the EMGQ are very generic functions and 

can be used for evaluating the performance of any testing procedure that uses two correlated 

testing variables. In addition, in order to consider the effects of cell correlation, a new test, 

namely the twin test, has been proposed. The main idea behind the twin test is to introduce 

an additional threshold to be jointly overcame by both the testing variable of two contiguous 

cells.   

 Another important research aspect has been improving the performance of initial 

synchronization in the 4G Long Term Evolution (LTE) systems [P1]-[J7]-[C9]-[C10]. LTE 

uses OFDM modulation and OFDMA technique for the downlink transmissions in order to 

provide high data rate and mobility. The initial synchronization process is especially 

important for LTE systems, which rely heavily on the orthogonality of the uplink and 

downlink transmission and reception to optimize the radio link performance. The design of 

the synchronization channel is being developed within the standardization activities of 

3GPP Long Term Evolution and is it is one of the key issues in the design of the system. In 

this doctorate thesis an innovative signal processing method for the initial synchronization 

of LTE wireless networks is proposed. The method is based on a randomization operation 

performed over the samples of the received synchronization signal. The new method, can 
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be applied to every LTE transmission standard, since it requires modifications only at the 

receiver side.  

  

 The second part of the research activity has been dedicated to the secondary networks. 

One of the more important operation of a SN is identifying the under-utilized frequency 

bands that can used for secondary communications (i.e. the spectrum holes). The process of 

detecting PUs and identifying spectrum holes is the spectrum sensing [10]-[11]. Several 

strategies have been proposed in literature for spectrum sensing spanning from cumbersome 

techniques such as autocorrelation and auto-covariance-based methods to simpler 

algorithms (e.g. energy detectors), and a detailed review of the state-of-art solutions has 

been reported in [J5]-[J8]. Regardless the specific spectrum sensing strategy, the decision 

about the presence or absence the signal transmitted by the PU can be obtained by 

comparing a decision metric (e.g. the energy of the received signal in the energy detection 

approach) against a fixed threshold. Moreover, a CR should be able to operate in many 

different frequency bands, while detecting the presence of primary signals from various 

communications standards characterized by different parameters. Therefore, effective 

spectrum sensing strategies should be blind, i.e. they should need no a priori knowledge 

about the primary system. The research activity in this field has been manly focused on 

proposing effective, blind spectrum sensing methods. All the proposed algorithms have 

been applied for detecting primary communications in the 4G and 5G systems. The work in 

this field has resulted in many scientific papers for scientific journals and international 

conferences [J1]-[J2]-[J5]-[J8]-[C1]-[C2]-[C4]-[C5]-[C7]-[C8].  

 Spectrum sensing methods based on the autocorrelation of the received signal are very 

effective in detecting OFDM signals whose autocorrelation function exhibit strong 

periodicity features. A method for detection of OFDM signal based on the autocorrelation 

of the received signal has been proposed [C8]. Recently a “Rayleigh-ness test”, has been 

introduced for code acquisition purposes in Direct Sequence-Code Division Multiple 

Access (DS-CDMA) systems [12]. The test can be performed to decide on the presence of 

a statistically relevant mean value of a complex Gaussian model generating both Rayleigh 
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and Rice distributions. It has to be noted that code synchronization is a task that is 

conceptually similar to spectrum sensing: in both case the problem is modeled as a binary 

hypothesis testing, where a testing variable is compared to a proper pre-selected threshold. 

Then, the decision whether a primary user is active, or not, can be made on the presence of 

a non-zero mean value of a Gaussian distributed random variable. This is also equivalent to 

state whether the observed series is a portion of one realization of a Rayleigh (or Rice) 

distributed random process, and hence the Rayleigh-ness can be applied for spectrum 

sensing purposes. The Rayleigh-ness test in its original form makes use of matched filter 

correlation. Notwithstanding matched filter are the optimal detector, they require a priori 

knowledge about the signal of interest. Unfortunately in CR scenarios a priori knowledge 

about the signals of interest is typically very low.  Therefore, the conventional Rayleigh-

ness test has been accordingly modified, in order to provide a blind spectrum sensing 

method. 

  Another aspect that has been considered in this dissertaion is providing methods for 

the fast detection of primary users. In fact, secondary users are low priority users of the 

radio spectrum and they must yield to the primary user whenever he starts to access the band 

in operation. Then, the secondary communication should continue on another spectrum hole 

without interruptions. A cognitive radio device should be able to sense wide portion of the 

radio spectrum in order to identify multiple spectrum holes and select the more appropriate 

frequency band for communication. A possible solution for multiband sensing is using 

banks of band-pass filters. These methods are particularly suitable for OFDM systems, in 

which the signal consists of multiple orthogonal narrow band subcarriers. Conventional 

filter banks-based methods use analog hardware, because the imperfections of the devices’ 

radio front end can be better handled in the analog domain. Also, digitizing a wideband 

signal with high dynamic range is a problem from the analog-to-digital conversion point of 

view. The research in this field results in an innovative SDR filter bank method that is based 

on the Fast Fourier Transform [C7]. Using SDR technology offers many benefits in terms 

of flexibility and re-configurability. More in details, the entire spectrum band is first scanned 

with the filter bank for selecting four adjacent sub-channel. Then, the energy of each band 

is measured and used as a testing variable for determine the presence of a primary user.  
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 Recently, spectrum sensing methods based on high-order statistics of the received signal 

have been proposed in advance cognitive radio system. These methods allow overcoming 

the drawbacks of the conventional methods under noise uncertainty, without dramatically 

growing up the overall computational complexity. In fact one of the main drawbacks of 

many spectrum sensing strategies is that the noise variance has to be perfectly known in 

order to correctly set the threshold. Then, if this information is unavailable or not accurate, 

the system performance dramatically reduces. In order to overcame these limitations, in this 

dissertation an innovative spectrum sensing method, called the normalized variance (NV), 

is proposed [J1]. The basic rational behind the proposed method is as follows. First the 

second and fourth order moments of the received signal are evaluated. Then a new decision 

variable, namely the normalized variance, is derived as a function of these higher order 

moments.  

 Cooperative sensing has been recently proposed has a possible solution for the sensing 

problems arising in presence of noise uncertainty and fading. In cooperative spectrum 

sensing the final decision about the spectrum occupancy is obtained by combining the 

decision of each single SU. Conventional methods assume that the observations from the 

cooperative sensors are independent, in order to simplify the analysis. But, this assumption 

is not practical when the proximity of the sensors results in correlated observations. Then, 

in this dissertation a new test for the performance improvements of cooperative spectrum 

sensing in the presence of correlated users is proposed [C1]. In fact, in the presence of strong 

fading or shadowing effects, some correlated observations may be under the threshold of 

the conventional energy, even if the PU is effectively transmitting. This behavior results in 

a dramatic reduction of the detection probability of the system, thus increasing the 

interference with PUs. The proposed method which is based on a modified version of the 

twin test in [J2], allows to recovery these unlucky cases.  

 In addition, a new scenario and a security treat in CRN has been identified and a possible 

countermeasure proposed. In a CRN, the possibility of trading the radio spectrum offers new 

business opportunities for both PUs and SUs. In fact, a primary provider can rent its unused 

resources to secondary provider while maintaining the ownership of the spectrum. In this 

way, SUs can use the frequency bands which could not otherwise access. Unfortunately, in 
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this operating scenario there is also room for fraudulent users. In fact, a deceitful cognitive 

SU could use its technical advances for hiding himself under the noise floor, and not being 

charged for using the radio spectrum. The aim of such freeloader users (FLUs) is to use the 

spectrum secretly. Notwithstanding they do not directly damage the communications of 

active users (either PUs or SUs), they represent a relevant economic loss for CRN providers, 

and therefore must be promptly detected and blocked. This operating scenario, which to the 

best of our knowledge, is completely different from what has been studied in the literature 

about cognitive radio users, is fully addressed in this thesis and resulted in the paper [J2]. 

The main idea behind the proposed method is as follows. The second, fourth and sixth order 

moments of the received signal are evaluated. Then, an estimation of the fraudulent, active 

and noise signal power is derived from the above mention moments, and the fraudulent 

power used as a testing variable to determine the presence of such deceitful users.   

 Finally two applications of the FLUs detection procedure for conventional spectrum 

sensing have been proposed. More in details the second and fourth order moments of the 

received signal are derived and used for estimating the signal and noise power. The signal 

power can is used for determine the presence of a low power transmission in the frequency 

band of interest [C4]. On the other hand, the noise power can be exploited for determine if 

the SUs can safely accessing the band, without causing harmful interference to the primary 

users [C2]. 

1.3 Thesis organization 

The remainder of this thesis is divided into three parts. Part 1 is an introduction to the 

cognitive radio network. Part 2 is dedicate to the primary networks while Part 3 is dedicated 

to the secondary network.  

1.3.1 Part 1 

Part 1 of the thesis is organized as follows: 

Chapter 2 describes the cognitive radio networks, introduces the concepts of cognitive 

radio, software definer radio and dynamic spectrum access.  
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1.3.2 Part 2 

Part 2 of the thesis is organized as follows: 

Chapter 3 presents the synchronization processes in primary systems based on PN-OFDM, 

introducing the main concepts and state of art solutions. The basic framework of OFDM 

signals is also outlined. 

Chapter 4 presents the twin test. The method is described in details, and the new EMGQ are 

fully derived. The performance of the method are evaluated both in analytic way (i.e. 

exploiting the EMGQ function) and by means of simulations.   

Chapter 5 illustrates the innovative strategy for initial synchronization in LTE systems. The 

performances of the method have been analyzed in many practical operating scenarios, in 

order to assess its effectiveness.  

1.3.3 Part 3 

Part 3 of the thesis is organized as follows: 

Chapter 6 introduces the concept of spectrum sensing and presents a review to the recent 

state of art solutions. 

Chapter 7 presents the proposed spectrum sensing method based on a modified version of 

Rayleigh-ness test. First the original Rayleigh-ness is described, then the rational of the 

innovative method is outlined and its performance evaluated.  

Chapter 8 describes the innovative software radio implementation of a bank of filter for 

spectrum sensing. The performances of the method are evaluated under different setting 

condition and compared with the state of art solution. 

Chapter 9 is dedicated to the normalized variance method. The NV strategy is described in 

details and its performance theoretical evaluated. In addition, the results of several 

simulation trials are reported as proof of the validity of the theoretic analysis. 
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Chapter 10 introduces the innovative cooperative spectrum strategy based on a modified 

version of twin test. The performance of the method are numerically evaluated in many real 

case scenarios.  

Chapter 11 presents the innovative scenario of the freeloader users that was not yet 

considered in the scientific literature. The freeloader detection method, based on the high 

order of the received signal is described in details, and its performance theoretical evaluated. 

Finally many simulations trial are conducted to validate effectiveness of the theoretical 

derivation.  

Chapter 12 proposes two applications of the freeloader detection method, described in 

Chapter 11, for conventional spectrum sensing. The first part of the chapter focuses on low 

power users detection, while in the second part an estimation of the noise power is used for 

determine if the SUs can safely accessing the band, without causing harmful interference to 

the primary users. 

 

Finally, the conclusion of this dissertation are reported in Chapter 13. 
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Chapter 2 COGNITIVE RADIO NETWORKS  

2.1 Introduction  

Traditionally, the use of the radio spectrum has been regulated by governmental agencies 

that assign fixed frequency bands to licensed users for exclusive access. In the last couple 

of decades, the demand of radio spectrum has increased dramatically due to the proliferation 

of wireless services. As a consequence, the spectrum scarcity problem has emerged: with 

all the spectrum bands already exclusively allocated, it is becoming extremely hard to find 

unused frequency bands to deploy new services, or enhance the existing ones. Recent studies 

focusing on the actual spectrum utilization have revealed that a large portion of the licensed 

spectrum is often under-utilized and many frequency bands can be used for wireless 

communications, at different places and different times [3], [7].  These studies also indicate 

that the inefficient and inflexible spectrum allocation policy strongly contributes to the 

spectrum scarcity, perhaps even more than the physical shortage of radio spectrum. To 

support and maintain the development of the wireless industry, novel communications 

paradigms should be developed to exploit the spectrum bands more efficiently.  The 

Dynamic Spectrum Access (DSA) has been recently proposed as a possible solution to these 

inefficiency problems [7]. In DSA there are two categories of user (and providers): the 

primary and the secondary users (providers). The Primary User (PU) is the owner of the 

license for that frequency band and has always the right of using the radio resource. The 

Secondary Users (SU) is an un-licensed user that can access the spectrum bands of a primary 

user assuring that no interference is caused to the licensed communications. With DSA, the 

radio spectrum can be reused in an opportunistic manner or shared over time, thus 

significantly improving the spectrum utilization. The technology enabling DSA is the 

Cognitive Radio (CR). A CR is defined as a context-aware intelligent radio device, 

potentially capable of autonomous reconfiguration, by learning from and adapting to the 
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communication environment [13]. The CR technology provides the SUs with the capability 

to use or share the spectrum in an opportunistic manner and to operate in the best available 

channel. More specifically, the CR technology enables SUs to: sense which portions of the 

spectrum are available (spectrum sensing), select the best available channel (spectrum 

management), coordinate spectrum access with other users (spectrum sharing), and vacate 

the channel when a primary user comes back (spectrum mobility).    

Cognitive Radio enable the deployment of a new generation of networks, the 

Cognitive Radio Network, (CRN) that exploit CR technology for using the radio spectrum 

more efficiently [6]. A CRN consists of a primary network (PN), and a secondary network 

(SN). The primary network has the license for accessing spectrum bands, while the SN can 

access the frequency bands left un-used by the PN. The diffusion of CRN will change the 

business model of Telco, making unnecessary the need of licenses for spectrum bands since 

there will always be a free (unused or under-utilized) frequency that could be used for 

communicating. Moreover, CRNs offer new business opportunities for both PUs and SUs 

through the possibility of trading the radio spectrum [14]. PUs can rent unused resources to 

SUs while maintaining the ownership of the spectrum. On the other hand, SUs can use the 

frequency bands which could not otherwise access.  In addition, in case of traffic peaks, it 

could be also possible to use the frequencies assigned to broadcasting, emergency services 

or army.   The dynamic use of the spectrum causes adverse effects on the performance of 

conventional communication protocols, which were developed considering a fixed 

frequency band for communication. Therefore new adaptive network protocols should be 

developed. In Europe, projects like DRIVE and OVERDRIVE have been developed to 

explore DSA between mobile radio and Digital-TV (DVB-T and DVB-H) systems [15]. In 

particular, Dynamic Radio for IP Services in Vehicular Environments (DRiVE) project 

focuses on dynamic spectrum allocation in heterogeneous networks by assuming a common 

coordinated channel. The Uni- and Multicast Over Dynamic Radio Networks in Vehicular 

Environments (OverDRiVE) focuses on UMTS enhancements and coordination of existing 

radio networks into a hybrid network, to ensure spectrum efficient provision of mobile 

multimedia services. Then, the IEEE 802.22 standard has been developed to explore DSA 
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in the DVB-T band for bringing broadband internet connection to hard-to-reach rural 

environments [16].  

CRNs can be used in many different situations, spanning form public safety and 

emergency, to military network or mesh networks [17].  For example, in the case of natural 

disasters, the existing communication infrastructure maybe temporarily disabled or 

destroyed. In such unfortunate cases CRNs can be used as an emergency networks (ENs). 

Since ENs deal with critical information, reliable communication should be guaranteed with 

minimum latency. In addition, ultra wide band are needed for handling huge volume of 

traffic including voice, video and data. CRNs can easily fulfill all these tasks, simply using 

the existing spectrum and without the need for a dedicated infrastructure. Another 

interesting potential applications of CRN is in the military radio environment. CRN can 

enable the military radios to arbitrary choose, carrier frequency, bandwidth, modulation 

schemes, and coding schemes, for adapting to the variable radio environment of a 

battlefield. Moreover, military networks have a strong need for security and protection of 

the communication. CRN allows military personnel to easily perform spectrum handoff to 

find secure spectrum band for themselves and their allies. Finally CR can be used for 

wireless mesh networks (WMNs). WMNs are emerging as a cost-effective technology for 

providing broadband connectivity. However, as the network density increases and the 

applications require higher throughput, mesh networks require higher capacity. Since the 

cognitive radio technology enables the access to larger amount of spectrum, they can be 

effectively used for deploying mesh networks [18].     

 

The remainder of this chapter is organized as follows. Section 2 presents a brief 

description of the main DSA strategies, while section 3 describes the fundamental aspects 

of the CR technology. Finally, Section 4 introduces the architecture of the cognitive radio 

networks.  
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2.2 Dynamic Spectrum Access 

2.2.1 Definition  

DSA can be defined as: 

 

“The real time adjustment of spectrum utilization in response to changing 

circumstances and objectives.”[19] 

 

The term “changing circumstances” in the above definition includes (but it is not 

limited to) energy consumption, interference avoidance (either suffered or inflicted) 

spectrum usage efficiency targets, and changes in the radio state such as operational mode, 

battery life, location etc. Different strategies have been proposed in the scientific literature 

for DSA, which can be broadly organized in three general models: Dynamic Exclusive, 

Open Sharing and Hierarchical Access mode (See Fig 2-1). 

 

 

Figure 2-1 Dynamic Spectrum Access strategies categorization. 
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2.2.2 Dynamic Exclusive Model 

In the Dynamic Exclusive Model (DEM) the spectrum bands are still allocated 

according to the current fixed spectrum regulation policy, but the assignment varies in a 

more dynamic and rapid way. The main idea behind DEM is to introduce flexibility to 

improve spectrum efficiency. Two approaches have been proposed under this model: 

spectrum property rights [20]-[21] and dynamic spectrum assignment [15]. The spectrum 

property rights allows licensees to sell or trade spectrum with unlicensed systems. Economy 

and market will thus play a fundamental role in driving toward the most profitable use of 

radio spectrum. The dynamic spectrum assignment approach aims at improving spectrum 

efficiency exploiting the spatial and temporal variations of traffic. In other words, in a given 

geographic region and at a given time instant, the spectrum is still allocated to services for 

exclusive use, but the allocation varies at a faster scale than the current policy. 

Notwithstanding DEM allows providers to use more efficiently the available spectrum, it is 

still based on the fixed assignment model, and hence, it cannot eliminate the spectrum holes 

that results from the bursting nature of wireless traffic. 

 

2.2.3 Open Sharing Model 

The Open Sharing Model, also referred to as Spectrum Commons, follows the same 

approach used in the ISM radio band (e.g., WiFi, Bluethooth). In this model “au pair” peer 

users can share the same frequency band at the same time and in the same geographic 

location without interfering with each other [22]. Then, sophisticated access protocols are 

needed for avoiding mutual interference. 
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2.2.4 Hierarchical access model  

The hierarchical model adopts a “hierarchical” access structure with primary and 

secondary users.  There are two main Hierarchical models: the Opportunistic Spectrum 

Access (OSA) Model [23], and the Concurrent Spectrum Access (CSA) Model [24].  

 

2.2.4.1 The OSA model 

The OSA model (Fig. 2-2) is the one predominantly studied in the scientific 

literature, and the de facto standard for DSA. According to this model SU can access a 

licensed spectrum band only if the PUs are not occupying it. Furthermore, the PU has the 

absolute priority on the spectrum band, and an SU that is occupying it must yield to the PU 

whenever the he starts to access the band.  

 

Figure 2-2 The Opportunistic Spectrum Access Model 
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The unused spectrum band, available for secondary communications, are referred to 

as spectrum holes (or white spaces). Spectrum holes are defined as multidimensional 

regions within frequency, time, and space [25]. A spectrum hole in space is the area around 

a primary Base Station (BS) that a SU can use to transmit at the same frequency. In fig. 2-

3 (a) Tx1 and Tx2 are two primary stations transmitting in broadcast in the white area around 

them. The dark grey area is a guard area, in which the transmissions of a cognitive radio 

device could potentially interfere with the base station services while the light grey area is 

the spectrum hole. A spectrum hole in time (see again Fig. 2-3) is the time slot in which a 

spectrum band can be used by a secondary user. Finally a spectrum hole in frequency is 

defined as a frequency band in which a SU can transmit without interfering with any 

licensed user across different adjacent frequencies. In fact, due to the imperfections of filters 

and analog front-ends even if a SU finds an access opportunity in a certain frequency band, 

its transmission can still interfere with primary receivers operating in adjacent frequency 

bands. 

 

 

Figure 2-3 Spectrum holes: (a) Spectrum holes in the space domain, (b) spectrum holes in the time-frequency 

domain 
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2.2.4.2 The CSA model 

In the CSA model (or underlay approach), both secondary and primary users can 

coexist together, at the same time and in the same geographic region, as long as the 

interference that SUs are causing to PUs is below a tolerable threshold (see Fig.2-4) [26]-

[27].  There are two approaches to meet this constrain. A SU scan spread is transmit power 

over a wide range of frequency bands, so that the interference caused to the PU on each 

licensed band is below an interference threshold. This approach, which is taken by ultra-

wide band (UWB) technology is typically used for short range communications. The second 

approach is called interference temperature.  According to this approach, SUs can transmit 

with a higher power then in the previous approach, as long as the total interference that SUs 

are causing to PUs is below a tolerable threshold. (i.e. the interference temperature limit). 

The challenge here is how to measure the total interference and how to impose the 

interference temperature limit [28].  

 

 

Figure 2-4 Concurrent Spectrum Access model. (a) Underlay model; (b) overlay model 

 

Recently the overlay approach has been introduced under the concurrent spectrum 

access model. (Fig.2-4b). Similar to the underlay model, the overlay model allows SUs to 

transmit on a licensed spectrum band even when the PU is accessing it. However, rather 

than limiting the transmit power of SUs, the overlay model aims at maintaining the PU 
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performance. In other words, SUs are allowed to transmit simultaneously with PUs as long 

as the primary receiver experiences no performance deterioration. Specifically, when a PU 

is transmitting a packet that is known to an SU, the secondary transmitter splits is power 

into two parts, one to transmit its own packet, and the other to transmit the PU’s packet, 

thus enhancing the power of the signal received at the primary receiver. Moreover, the SU 

could rely a PU’s packet with a power high enough to not only maintaining the PU 

performance but actually improving it [29]. 

 

2.3 The Cognitive Radio Technology 

2.3.1 Introduction and definitions 

Cognitive radio technology refers to wireless architectures in which a communication 

system does not operate in a fixed assigned band, but continuously searches an appropriate 

band where to operate. The concept of CR was first introduced by Joseph Mitola III in a 

seminar at the Royal Institute of Technology in Stockholm in 1998 and, later, in an article, 

co-authored with Gerald Q. Maguire, Jr. in 1999 [9]. The Mitola’s definition of CR was: 

 

 “The point in which wireless personal digital assistants (PDAs) and the related 

networks are sufficiently computationally intelligent about radio resources and 

related computer-to-computer communications to detect user communications needs 

as a function of use context, and to provide radio resources and wireless services 

most appropriate to those needs.” [9].  

 

  Following Mitola’s definition, CR is a wireless technology that allows devices to 

understand the radio environment in which they operate and to react accordingly. The CR 

device scan the spectrum and select the best channel to tune in. However, Mitola’s definition 
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is considered to be too broad. As a consequence, any device that responds to that standard 

is defined a “Full Cognitive Radio” device.  

Then, the ICT definition of CR is: 

 

“A radio that sense and is aware of its environment and can dynamically and 

autonomously adjust its radio operating parameters accordingly” [30]. 

 

Finally, the IEEE 1900.1 standard defines a CR as follows: 

 

“A type of radio in which communications systems are aware of their environment 

and internal state and can make decision about their radio operating behavior based 

on that information and predefined objectives”[19] 

 

From these definitions the two main characteristics of the cognitive radio can be defined as 

the cognitive capability and the re-configurability. 

 

2.3.2 Cognitive capability 

     The cognitive capability refers to the ability of the radio technology to sense the radio 

environment, and then make decisions based on the acquired information.  Through this 

capability, the portions of the spectrum that are unused at a specific time or location (i.e. 

spectrum holes) can be identified. Consequently, the best spectrum band and the relative 

operating parameters can be selected.  In a CR device there is a “cognitive unit” which is 

the engine that uses cognitive capabilities to make decisions based on the received inputs 

[31]. The cognitive unit consists of a cognitive engine and a policy engine.  The cognitive 

engine adapts the radio’s parameters according to the received information and to the radio’s 

current internal state. The policy engine ensures that the decisions of the cognitive engine 
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are in compliance with regulatory rules and policies external to the radio. The tasks that a 

CR needs to perform for adaptive operation are grouped in the cognitive cycle, which is 

shown in Fig. 2-5. The first task is the spectrum sensing. The CR senses the radio 

environment to determine which channels are available and which are not. In other words, 

the CR monitors the spectrum, captures information and then detects the spectrum holes. 

The second task is Spectrum analysis. The data collected during spectrum sensing are 

analyzed to determine the characteristics of the spectrum holes, detected during the previous 

stage.  This identification process may also include communication with a subset of 

neighbor devices, in order to improve the decision process. Finally the last task is the 

Spectrum decision, in which a CR chooses the best channels to tune in and then adapts all 

its operating parameters for the transmission over the selected spectrum band. 

 

 

Figure 2-5 Cognitive cycle 
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Once a spectrum hole has been determined, the communication can be performed over the 

selected channel. However, since the radio environment changes over time and space, the 

cognitive radio should keep track of the changes of the radio environment. Moreover, if the 

spectrum band currently in use becomes unavailable, the “spectrum mobility” function is 

performed to provide a seamless transmission. In fact, CR users are low priority users of the 

spectrum, and they must release the licensed band as soon as a PU is detected. The 

secondary communication should continue in another spectrum hole, without interruptions.  

 

2.3.3 Re-configurability  

     The re-configurability is the capability of adjusting the operating parameters without any 

modifications of the hardware components. This capability enables the CR to adapt to the 

dynamic environment. There are several re-configurable parameters that can be 

incorporated into a cognitive radio such as: 

 

1. Operating Frequency: A cognitive radio should be capable of dynamically changing 

the operating frequency. In other words, based on the information about the radio 

environment, the most suitable operating frequency should be determined and used 

for communication. 

 

2. Modulation: A cognitive radio should be able to adapt the modulation scheme to the 

user requirements and channel conditions. For example, in the case of delay sensitive 

applications, data rate is more important than the error rate, hence, modulation 

schemes with higher spectral efficiency should be selected. Conversely, in loss-

sensitive applications the focus should be on the error rate, thus selecting modulation 

schemes with low bit error rate. The OFDM modulation thanks to its inherent 

flexibility in using the frequency bands, is one of the most promising candidate for 

CR communications [32]. 
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3. Transmission power: the transmission power should be re-configured according to 

specific power constraints. In fact, if higher power operation is not necessary, the 

CR transmits with a lower power in order to decrease the interference and allow 

more users to share the spectrum hole.  

 

4. Communication technology: A CR can also be used to provide interoperability 

among various communication systems. The transmission parameters of a CR can 

be re-configured not only at the beginning but also during the transmission. If the 

CR switches to a different spectrum band, the transmitting and receiving parameters 

should be changed according.  

 

2.4 Physical architecture of the cognitive radio  

A cognitive radio can receive and transmit on a variety of frequencies and to fully exploit 

this capability it needs a flexible hardware that can be dynamically and autonomously (re)-

configured. Software Defined Radio (SDR) technologies are the natural platforms on which 

to build in this new cognitive features. In particular, SDR is a radio communication system 

where components that in the past have been typically implemented in hardware (e.g. 

mixers, filters, modulators/demodulators, detectors, etc.) are instead implemented by means 

of software.  A SDR device typically consists of an analog RF front-end, and a digital 

processing engine, which may be a general-purpose processor (GP), a digital signal 

processor (DSP), or a customized field programmable gate array (FPGA) board. Most radio 

functions are implemented through software running on a digital processing engine [33].  A 

radio could be considered to be SDR if some or all the physical layer functions are 

accomplished through the use of DSP software, or FPGA firmware, or by a combination of 

software and FPGA firmware and both the software and firmware can be modified post 

deployment [19].  The list of SDR benefits is long, but some of the most important are:  

interoperability with new and legacy radio systems; the ability to squeeze a staggering 
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amount of radio capability in a very small package; and the ability to implement networking 

tasks on each radio that run transparently to the user.  

A generic architecture of a cognitive radio transceiver, based on SDR platform, is shown 

in Fig. 2-6. The main components of a cognitive radio transceiver are the radio front-end 

and the baseband processing unit [34].  

 

 

Figure 2-6 Physical architecture of the cognitive radio 

 

 

Each component can be dynamically configured via a control bus to adapt to the 

time-varying RF environment. In the RF front-end, the received signal is amplified, mixed 

and A/D converted. In the baseband processing unit, the signal is modulated (demodulated) 

and encoded (decoded). The baseband processing unit of a CR is similar to existing 

transceivers, while the main novelties introduced by the CR technology are located at the 

RF front-end, which provides the cognitive device with wideband sensing capability.  The 

front-end architecture for the CR has the structure is shown in Fig. 2-7.  
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Figure 2-7 wideband RF/analog front-end architecture. 

 

The components of a cognitive radio RF front-end are as follows: 

 

 RF filter: The RF filter selects the desired band by filtering off noise and interference 

from the received RF signal.  

 Low noise amplifier (LNA): The LNA amplifies the desired signal and at the same 

time minimizes the noise component. 

 Mixer: In the mixer, the received signal is mixed with locally generated RF 

frequency and converted to the baseband or the intermediate frequency (IF). 

 Voltage-controlled oscillator (VCO): The VCO generates the signal at the desired 

frequency, for a given voltage, to mix with the incoming signal.  

 Phase locked loop (PLL): The PLL controls the VCO ensuring that the signal is 

locked on the desired frequency. 

 Channel selection filter: The channel selection filter is used to select the desired 

channel while rejecting all the adjacent channels.   

 Automatic gain control (AGC): The AGC maintains the gain level of the amplifier 

constant over a wide range of input signal levels. 
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In this architecture, a wideband signal is received through the RF front-end, sampled by 

the high speed analog-to-digital (A/D) converter, and processed by the baseband front-end. 

However, there exist some limitations on developing the cognitive radio front-end. The 

wideband RF antenna receives signals from many transmitters operating at various 

frequencies, power levels, bandwidths, and locations. As a consequence it should be able to 

detect very weak signals in a large dynamic range. This capability requires a multi-GHz 

speed A/D converter with high resolution, which might be still infeasible with the available 

technologies. The dynamic range of the signal can be reduced before the A/D conversion 

by filtering strong signals with tunable notch filters. Another approach is to use multiple 

antennas so that signal filtering is performed in the spatial domain rather than in the 

frequency domain. Notwithstanding the implementation of RF wideband front-end and A/D 

converter are still critical issues in the development of CR device, the current trend of 

technology evolution is going to time compensate for such limitations, allowing the 

implementation of full SDR cognitive devices.     

 

2.5 Cognitive Radio Network Architecture  

2.5.1 Definition  

     A CRN is a new generation network in which transmission happens using the spectrum 

holes. A possible definition of a CRN is the following: 

 

“A type of network in which the behavior of each radio is controlled by a 

cognitive control mechanisms to adapt to changes in topology, operating 

conditions or user’s needs” [19]  

 

It has to be noted that, according to this definition, nodes in CRN do not have to be cognitive 

radios. Rather, a CRN is a network of radio in which the nodes are subject to cognitive 
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control mechanisms.  The architecture CRN, is shown in Fig. 2-8. A CRN consists of two 

networks: the primary network and the secondary network.   

 

 

Figure 2-8 Cognitive Radio network architecture 

 

2.5.2 Primary network  

An existing network infrastructure which has an exclusive right to a certain spectrum band 

is generally referred to as the primary network. Common examples include the cellular and 

TV broadcast networks. The components of the primary network are as follows: 
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– Primary base-station: Primary base-station (or licensed base-station) is a fixed 

infrastructure network component which has a spectrum license, e.g. the base-station 

transceiver system (BTS) in a cellular system. In principle, the primary base-station 

does not have any CR capability for sharing spectrum with the secondary users. 

However, it may have both legacy and CR/DSA protocols for managing the access of 

both primary a secondary users.   

 

– Primary user: The primary user (or licensed user) has a license to operate in a certain 

spectrum band. This access can only be controlled by the primary base-station and should 

not be affected by the operations of any other unlicensed users. Primary users do not need 

any modification or additional functions for coexistence with secondary base-stations and 

users. 

2.5.3 Secondary network: 

The secondary network (or cognitive radio network, Dynamic Spectrum Access network, 

unlicensed network) does not have the license to operate in a frequency band, but can 

opportunistically access the spectrum bands of a primary network. The components of an 

SN are as follows: 

 

– Secondary user: the secondary user (or unlicensed user, cognitive radio user) has 

no spectrum license hence, it should be equipped with additional cognitive 

functionalities for sharing the licensed band with primary users.  

 

– Secondary base-station: the secondary base-station (or unlicensed base-station, 

secondary base-station) is a fixed infrastructure component with CR capabilities. 

The secondary base-station provides single hop connection to SUs allowing them to 

access other networks, without the need of any spectrum access license.  
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– Spectrum broker: Spectrum broker (or scheduling server) is the central network 

entity responsible for dynamic assignment of spectrum access rights. The spectrum 

broker can be connected to primary and secondary network and can serve as a 

spectrum information manager to enable coexistence of multiple CRNs. 

 

     Secondary networks could operate under different spectrum environment consisting of 

both licensed and unlicensed band. The functionalities required for accessing and 

communicated in each band vary according to whether the spectrum is licensed or 

unlicensed.  In a CRN operating licensed bands, a SU can access the radio spectrum only 

when the PUs are not occupying it. Therefore, spectrum sensing functionalities are needed 

to detect the presence of primary users and select the best available channel. In fact, the 

channel capacity depends on the interference caused at the nearby primary users. Thus, 

interference avoidance is of the most important issue in the deployment of SNs. 

Furthermore, if a PU appears in the spectrum band in operation, the SN should immediately 

vacate it and switch to the new available channel. In unlicensed bands, such as in the ISM 

band, there are no license holders, and all network entities have the same right to access the 

spectrum bands. Then, sophisticated spectrum sharing methods are required for managing 

the interference among users.  
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Chapter 3 SYNCHRONIZATION IN 4G PRIMARY 

NETWORKS  

3.1 Introduction  

 

In order to mitigate the spectrum inefficiency problem in fourth and five generation 

(4G and 5G) systems the Orthogonal Frequency Division Multiplexing (OFDM) modulation 

has be introduced for dynamic frequency assignment.  The idea behind OFDM is to convert 

a frequency selective channel into a collection of frequency-flat sub-channels with partially 

overlapping spectra. This can be achieved by splitting the input data stream into a number 

of sub-streams that are transmitted in parallel over orthogonal subcarriers [33],[34]. Fast 

Fourier Transform (FFT) operations are used for mapping the data stream on the orthogonal 

subcarriers. Compared to conventional single-carrier systems, OFDM offers several 

advantages, such as high spectral efficiency, robustness to fading channel, and immunity to 

impulse interference.  Moreover, it provides good performance-complexity tradeoff for high 

data rate transmission, over frequency selective channels.  Due to its favorable features 

OFDM technique has developed into a very popular scheme for wide-band digital wireless 

communication: for example, it is used in the wireless local area networks standards (i.e. 

IEEE 802.11x family protocols), in the Long Term Evolution (LTE) as well as in the DVB-

T systems. Moreover, it is going to be a key technology for the future of broadband wireless 

telecommunications [35].   

OFMD’s underlying sensing and spectrum shaping capabilities together with its 

flexibility and adaptability makes it the best transmission technology for CR systems. By 

employing OFMD transmission in CR communications adaptive aware and flexible systems 

can be realized that can operate in many scenarios, while interoperate with the current 

technology. One of the most important elements of CR systems is the ability to identify and 

then exploit the unused frequency bands in a fast and efficient way. The use of FFT 
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operation in OFDM systems eases spectrum sensing in the frequency domain. In OFDM 

systems, conversion from time to frequency domain is achieved by using FFT. This means 

that all the points in a time-frequency grid of an OFDM systems can be scanned without 

any extra hardware technology or computation.  In other words, the same hardware 

configuration used for signal transmission can be re-used for spectrum sensing purposes. 

Another very important aspect of CR systems is to control all the waveform parameters such 

as signal bandwidth, power level and center frequency: OFDM can provide such flexibility. 

In fact, by disabling a set of subcarriers, the spectrum of OFDM signal can be adaptively 

shaped to fit into the required spectrum assignment needs [32].  

In addition, there is currently a strong interest in extending the OFDM concept to 

multiuser communications. A prominent example of this trend is represented by the 

Orthogonal Frequency Division Multiple Access (OFDMA) technology, which results from 

a combination of OFDM with a frequency division multiple access (FDMA) protocol.  In 

OFDMA systems, the spectrum is still dived into orthogonal sub-carries, but now the 

available subcarriers are assigned to distinct users for simultaneous transmission. The 

assignment is not fixed, but on the contrary it varies according to channel conditions and 

user’s needs [36]. The orthogonality among subcarriers guarantees intrinsic protection 

against multiple access interference (MAI) while the adoption of a dynamic subcarrier 

assignment strategy provides the system with high flexibility in resource management. 

Furthermore, OFDMA inherits from OFDM the ability to compensate channel distortions 

without the need of computationally demanding equalizers.   

Despite its appealing features, the design of an OFDM/OFMDA system poses 

several technical challenges. One of the main issue is related to the stringent requirement 

on frequency and timing synchronization. In fact, both OFDM, and OFDMA are extremely 

sensitive to timing errors and carrier frequency offsets between the incoming waveform and 

the local references signal at the receiver side. Inaccurate compensation of the frequency 

offset destroys orthogonality among subcarriers and produces inter-channel interference 

(ICI) as well as MAI. On the other hand, timing errors result in inter-block interference (IBI) 

and must be promptly correct to avoid severe error rate degradations.  Therefore achieving 
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at then maintaining time and frequency synchronization is one of the most imports tasks to 

be performed in an OFDM system. Addressing some of these issues, this chapter focuses of 

initial synchronization in OFMD systems.  

 

The remainder of this chapter is organized as follows. Section 2 presents the basic 

framework of OFDM systems, while Section 3 illustrated the conventional method for code 

acquisition. 

 

3.2 The OFMD system model  

The OFDM is a multi-carrier transmission technique, which employs Frequency 

Division-carries Multiplexing (FDM) of orthogonal sub-carriers, each modulating a 

different low bit-rate digital stream.  In conventional FDM systems, the total bandwidth is 

divided into N non overlapping frequency sub-channels (see Fig. 3-1a). Each channel is 

modulated with a different stream and the N channels are frequency multiplexed. In 

addition, guarding bands are added to eliminate ICI.  Notwithstanding, the use of non-

overlapping bands prevents ICI, the need for guards bands leads to a non-efficient use of 

the radio spectrum. OFDM allows overcoming these inefficiency issues, eliminating the 

need for guard bands. In OFDM the total bandwidth is still divided into N sub-channels, but 

now the sub-carries are mathematical orthogonal to each other. Hence, even if the bands are 

partially overlapped orthogonality prevents ICI (see Fig. 3-1b).   
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Figure 3-1 FDM Vs OFDM modulation. (a) The FDM modulation technique. (b) The OFDM modulation 

technique.  

 

 

In addition, the process of modulating many sub-carriers simultaneously is 

equivalent to a Discrete Fourier Transform operation, for which efficient Fast Fourier 

Transform (FFT) algorithms exist. Thus integrated circuit implementations of OFDM 

modulators and demodulators are feasible for affordable mass-produced transmitters and 

receivers. In fact, the orthogonal carriers required for the OFDM signal can be easily 

generated performing the Inverse Fast Fourier Transform (IFFT). Since each bin (sample) 

of an IFFT corresponds to the amplitude and phase of a set of orthogonal sinusoids, the 

process guarantees that the carriers generated are orthogonal.  The block diagram of a typical 

OFDM system is shown in Fig. 3-2.  
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Figure 3-2 basic scheme of an OFMD modulator 

 

The input digital stream is first covert to parallel stream and encoded with a digital 

modulator (i.e. PSK, QAM, 64-QAM). The result stream of M symbols is then zero padded 

to get N symbols that are fed to a N-points IFFT module. The output of the IFFT is the basic 

OFDM symbol, which is expressed as follows: 
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Where Xk is the modulated symbol to be transmitted over the kth sub-carrier, Nc is 

the number of subcarriers, n is a discrete time index and k is a discrete frequency index. The 

symbol are then converted to a serial stream by parallel-to-serial conversion, and the last 

NCP symbols are added in front of the block, thus forming a cyclic prefix (CP). The baseband 

signal is digital-to-analog transformed and up-converted to the RF and finally transmitted 

through the channel. The CP is used as guard interval in between successive OFDM data 

blocks to alleviate inter-block interference and Inter-Symbol Interference. The length of CP 

is one of the more critical tradeoffs in the design of an OFDM system. In fact, since the CP 

carries no information, it should be as short as possible; but at the same time, it must be 

chosen longer the channel impulse response, in order to avoid ICI. In addition, the symbol 
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duration should be much larger than the CP. However an increase in the symbol length 

implies a corresponding increase in the number of sub-carries and thus an increase in the 

system complexity. The spectrum the OFDM symbol, generated according to:  
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Figure 3-3 The OFDM spectrum 

 

3.2.1 Orthogonality of Carriers 

The orthogonality of carriers is the necessary condition for the proper functioning of an 

OFDM system. It is well kwon functions f(x) and g(x) are said to be orthogonal in the 

period [0 T] if  
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In the case of OFDM, carriers are sinusoidal. Consider two sinusoidal functions
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      (3.4) 

 

Equation (3.4) shows that all harmonics of a sinusoid of frequency k are orthogonal to each 

other. This property is used in the generation of orthogonal carriers for OFDM signals. 

 

3.3 Code acquisition in OFDMA based primary 

networks  

 

In OFDM/OFDMA systems achieving and maintaining time and frequency 

synchronization are two of the most critical procedure to be performed, since, if these tasks 

are not performed with sufficient accuracy, the orthogonality among the sub-carries is lost, 

and the communication system suffers from inter symbol and inter carrier interference. If 

the receiver is frequency synchronized with the transmitter, all the contributions from the 

other sub-carriers sum to zero, as shown Fig.3-4(a). On the other hand, if there is no 

synchronization the receiver may sample the received signal away from the peak, at a point 

where the contributions from the other signals do not cancel each other, see Fig.3-4(b). This 

will lead to a degradation of the signal which could in turn lead to an increase of the error 

rate. 
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(a) 

(b) 

Figure 3-4 demodulation of a received OFDM symbol. (a) synchronization between the receiver and the 

transmitter. (b) no synchronization  between the receiver and the transmitter. 

  

Moreover, the carrier spacing used at the receiver side is based on its internal clock rate. If 

the receiver clock rate differs from that used within the transmitter, even if the first carrier 

is correctly sampled, there will be a growing discrepancy with each carrier away from the 

first one (Fig. 3-6). In other words, if the timing synchronization is not accurate the sampling 

interval will not be correct and orthogonality will be reduced  

 

Contribution from 

other signal cancel 

each others   

 

Contribution from 

other signal do not 

cancel each others   
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Figure 3-5 OFDM synchronization problem with clock offset problem 

 

In OFMDA systems, synchronization is usually accomplished in three-steps. Firstly, 

the MS performs frequency and timing estimation by exploiting a synchronization signal 

transmitted by the BS on dedicated channels. The estimated parameters are exploited by 

each user not only to detect the downlink data stream, but also as synchronization references 

for the uplink transmission. However, due to Doppler shifts and propagation delays, the 

uplink signals arriving at the BS may still be affected by residual synchronization errors. As 

a consequence, the second step of the synchronization process is frequency and timing 

estimation in the uplink. This is a challenging task since, contrarily to the downlink, the 

uplink received waveform is a mixture of signals transmitted by different users, each 

affected by exclusive synchronization errors. Once the uplink timing and frequency offsets 

have been estimated, the BS has to restore orthogonality among subcarriers. This operation 

is commonly referred to as timing and frequency correction, and represents the final step of 
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the synchronization process. Several strategies have been proposed for timing and frequency 

synchronization in OFMD based systems [37]-[46].  

One possible solution is using the correlation that exists between the CP and the 

corresponding portion of the OFDM symbol. However since the CP is usually affected by 

ISI, the performance of the estimator heavily depends on the channel quality. Alternatively 

pilot symbol based on a repeated maximum length could be used. The algorithm proposed 

by Schmidl [39] is the most popular one. It uses a training symbol containing two same 

halves to estimate the symbol timing and, then, computes the phase difference between the 

two halves to estimate the fractional frequency offset. However this method suffers from 

broad autocorrelation function (ACF) which may result in large timing estimation errors 

 It is well known that pseudo-noise (PN) sequences have very good auto-correlation 

proprieties. Therefore, using PN codes as preamble in OFDM systems can improve the 

performance of the synchronization process [41]-[42]. Moreover, with PN preamble is 

possible to use matched filter correlator at the receiver side [39],[46]. An improved version 

of the Schmidl and Cox algorithm, based on PN sequences has been  recently proposed  in 

[46]. The two identical halves are generated by transmitting a PN code on the even 

frequencies and zeros on the odd ones.  Moreover, PN sequence and training sequence (TS) 

are used in TDS-OFDM, employed in the television/terrestrial multimedia broadcasting 

(DTMB) standard. 

3.4 Code acquisition based on PN sequences 

3.4.1 System model  

In OFDM systems based on PN sequences, the receivers must synchronize the locally 

generated PN code with the received PN code. The conventional method is based on 

matched filter correlation. According to this method, the time uncertainty of the incoming 

signal is divided into a finite number of (timing) cells. Each cell corresponds to a sample of 

the time delay between the received and the locally generated PN codes (i.e., each cell is a 

different timing alignment). The cells are tested on a cell-by-cell-based procedure until a 
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correct cell is obtained. For each cell, a testing variable is compared with a pre-selected 

threshold: if the testing variable exceed the threshold true acquisition is achieved, otherwise 

the cell is discarded and the next one is tested. Conventional code acquisition method rely 

on the power detector, in which the testing variable is the squared modulus of the cross-

correlation function. The power test distinguishes between two different hypotheses: the in-

sync condition (hypothesis H1), which corresponds to the case of presence of the tested code 

with the correct time offset; and the out-of-sync case (hypothesis H0) which conversely 

states the absence of that code with the considered offset [47].  The typical structure of a 

matched filter (MF) receiver is shown in Fig. 3-7. 

 

 

Figure 3-6 The typical of a matched filter detector 

 

The received signal is 

 ( ) 2 ( )cos ( )cr t Sc t t n t              (3.5) 

             

Where S, c, are the carrier power, frequency and phase, respectively and c(t) is the PN 

sequence;  is the timing offset to be acquired ad n(t) is the AWGN noise with one-side 

power spectral density of N0 [Watts/Hertz]. In the rest of this chapter, for the sake of 

compactness and without loss of generality, the effects of modulation and frequency offset 
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on the synchronization process will not be considered. The received signal is first down-

converted to the in-phase and quadrature components. Then each component is processed 

by a MF correlator whose structure is depicted in Figure 3-7. Finally, the outputs of the MF 

correlators are squared the sum is the decision variable used for threshold comparison.     

 

Figure 3-7 The matched filter correlator 

 

At  the MF, the received signal is sampled with a sampling period t = (k + p)ΔTc , where k 

= 0,1,.. and 0 ≤ p ≤ 1  takes into account the effects of sample-offset (i.e.  p = 0 for 

synchronous communications). The time uncertainty of the incoming signal is quantized 

into a finite number of  (timing) cells so that each MF correlator performs correlation 

between the received and the locally generated waveform {d0,…,dM-1}, using a  M = Nc/Δ-

stage tapped delay line, with a tap spacing of ΔTc, where Nc  is the number of samples of 

the received signal over which the correlation is  computed; Tc is the sample period; and Δ 

= 1, 1/2, 1/3,... is the fractional cell size.  



 Chapter 3 

 

32 

Assuming, for the sake of compactness and without loss of generality, the sample 

synchronous model, i.e. p = 0 and  = 0, the in-phase and quadrature outputs of the MF 

correlators are defined as, respectively: 

 
1 1

0 0

( ) cos ( )
M M

x c k j j x j

j j

R k S T d d n k j d
 



 

          (3.6) 

 
1 1

0 0

( ) sin ( )
M M

y c k j j y j

j j

R k S T d d n k j d
 



 

          (3.7) 

where nx(k) and ny(k) are the band-base mutually independent Gaussian noise components 

with zero-mean values and marginal variance n
N0/2. Now, let has define the mean value 

of the correlator outputs in (3.6) and (3.7) are as follows:   

   
1
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       (3.8) 
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             (3.9)  

Where cW S T  , and E[∙] is the expectation operator, and 

/ , k 0

, k 1

0,

m

m m

otherwise



 


 



        (3.10)  

 

Now using (3.8) and (3.9),  the expression (3.6) and (3.7), can be re-written as: 

1

0

( ) ( )
L

x c j

j

R k m L n k j d






         (3.11)
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         (3.12)  
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Finally, the decision variable at each lag k is defined as follows: 

 

2 2( ) ( )k x yZ R k R k           (3.13)  

 

This is the testing variable to be compared with a pre-selected threshold, to state whether 

true acquisition has been achieved or not.   

Usually the testing variables between two contiguous cells (i.e. zi and zi+1) are 

independent. However, is some cases, such as when the cell size is a fraction of the sampling 

time (i.e. more than one cell per sample), the testing variable are no longer independent and 

possible strongly correlated [48]-[49]. Notwithstanding choosing the cell size as a fraction 

of the sample time (e.g =1/2) could improve the system performance, the resulting 

correlation between testing variables has some effects on the acquisition process that should 

be taken into proper account. These effects are described in the next section.  

 

3.4.2 Effects of cell correlation on the code acquisition process 

In this section we describe the meaning of cell correlation and its effects on the acquisition 

process. Let us define the correlation coefficient between two consecutive MF outputs, i.e 

R(k-i) and R(k), as follows: 

     

 
2

( ) ( ) ( ) ( )

( ) ( )
k j

E R k E R k R k i E R k i

E R k E R k

   

 




     
 
 

   (3.14) 

  

where  = c or  = s for the in-phase and quadrature components, respectively. In the 

following analysis, we assume that the PN sequence have ideal autocorrelation proprieties: 

i.e. we assume that different PN sequences are orthogonal and that the correlation between 

a PN code and a translated version of itself is zero.  It has to be noted that in real cases the 
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cross-correlation between two non-synchronized PN sequences is not exactly zero. 

However, for very long sequences, such as those used for code synchronization in 3G and 

4G systems,  the output of the MF correlator for an incorrect time offset is very small and 

the ideal model can be effectively used.   Then, under the ideal model, correlation sequences 

at the output of MF correlator have zero mean (i.e. m = 0) in the out-of-sync hypothesis (i.e. 

H0 hypothesis) and non-zero mean (i.e. m = W) in the alternate one. Under such assumptions 

we have: 

 

     

2 2
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 (3.15)  

 

And the correlation coefficient can be evaluated as follows: 
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      (3.16) 

For very large M,  can be approximated by 

 

1 , 0 1/ 1

0, 1/k j

k j k j

k j




      
 

  

      (3.17)  

 

When the cell size is equal to the sample period,  = 1, there is no correlation 

between two contiguous cells and the correlations coefficient simplifies as: 

1,

0,
k j

k j

k j





 


        (3.18)  
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However, when the cell size is a fraction of the sample duration (e.g., ≠1), contiguous 

cells are not independent and possibly strongly correlated. In order to explain how the 

correlation impacts on the synchronizing procedure, in the following analysis we refer to 

the simple case of  = ½ (i.e. shift delay of Tc/2), but the same derivation can be easily 

extended for every 

Let dk with {k=0,1,..M-1} be the local generated replica of the synchronization 

signal, and ri,z, with {i=0,1,..L-1} the series of samples of the received signal, where  = 

x,y for the in-phase and quadrature component, respectively. z =..-1,0,1,… denotes the 

periods of the series, and b =1,2 denotes the even and odd samples , respectively. 

 

 

Figure 3-8 A possible alignment between the received and the local generated code. 

   

At every correlation step the received sequence is first shifted of  Tc s and then,  

correlated with its local replica. Fig.3-8 shows a possible alignment between the received 

and the local generated code.  Then, considering a shift delay of Tc/2, and two cells per 

sample, we can define two “sub-sequences” as follows: 

 

0 0 2 4,....., 2

1 1 3 5,....., 1

, ,

, ,

M

M

S d d d d

S d d d d








           (3.19)  
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Now, the sub-correlations between the received samples and the two sub-sequences 

S0, S1 , for the in-phase and quadrature components can be expressed as, respectively:  

 

(1) (1) (1) (1)
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(2) (2) (2) (1)
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...

...
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     (3.21)  

The cross-correlation at every lag is obtained as the sum of the two contiguous sub-

correlations. In other words, the series of at the output of the MF correlator for the in-phase 

and quadratrure components are defined as: 

0 1 0 1

1 0 1 0

(0) (0)

(1) (1)

x y

x y

R x x R y y

R x x R y y

    

   
     (3.22)  

The correlation 
1( ) k kR k     in each lag k consists of two terms: one from the 

current lag (i.e.
k ) and one from the previous one (i.e.

1k 
). The testing variable,

   
2 22 2

1 1( ) ( )x y k k k kR k R k x x y y      , of the cell(k)  and the testing variable of the 

cell(k-1),    
2 22 2

1 2 1 2( 1) ( 1)x y k k k kR k R k x x y y          , are correlated with each 

other since they both share the terms xk-1 and yk-1.  As a consequence, the final result of the 

decision process in cell(k) depends also on the result of the test in the cell(k-1). In other 

words, the probability of declaring true acquisition in the current cell depends on the “state” 

of the system. The state-transition diagram of the system is depicted in Fig.3-9. 
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Figure 3-9 Transition Diagram for a single dwell system 

 

where (0) , (1) are the two possible states of threshold exceeded or not exceeded. Now, 

the probability of going form (0) to (1) is expressed is (0) (1) 1 1 1Pr Pr{ | }k t k tz V z V    , while 

the probability of going form (1) to (1) is (1) (1) 1 1Pr Pr{ }k t tz V   . The probability of going 

form (1) to (0) and from (0) to (0) can be obtained as the complement  of Pr(0)-(1) and Pr(1)-

(1), respectively. As it can be seen from the graph, in the case of perfect alignment between 

the transmitter and the receiver there exists three cells in the H1 region. However, in most 

practical cases perfect compensation of the timing-synchronization error, is not possible and 

there exists only two possible H1 cells. Finding a close form expression for the above 

mentioned probabilities is a trivial task. A first solution to such problem was proposed in 

[48] for the case of two cell per sample with a correlation coefficient of 1/2. The authors 

define a special class of function, the MGQ function expressing the system probabilities in 

a closed form. In this doctorate thesis we move further defining a new class of function, the 

Enhanced-MGQ functions, that can be used for describing the false alarm and detection 

probabilities of the system without making any a priori assumption on the correlation 

coefficient. The new functions, along with an innovative method for code acquisition with 

correlated cells are described in the next chapter of this thesis.   
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Chapter 4  

 

A New Test for Initial Code Acquisition of Correlated 

Cells  

4.1 Introduction 

In serial-search code acquisition, the time uncertainty of the incoming signal is divided into 

a finite number of (timing) cells. The cells are tested on a cell-by-cell-based procedure until 

a correct cell is obtained. Taking the cell size as a fraction of the actual chip period could 

improve the acquisition performance, but unlike the case of one cell per chip, the detection 

variables between contiguous cells, for sizes less than one chip period, are not independent 

and possibly strongly correlated [48], [49]. As we showed in the previous chapter, cells’ 

correlation has some effects on the acquisition process that must be taken into proper 

account. In addition it is extremely difficult to find a closed form expression for the systems 

error probabilities. In [48], a solution of such a problem is provided only in the simple case 

of two testing variables and a correlation coefficient ρ = 1/2, exploiting a new family of 

functions, namely, the modified generalized-Q (MGQ) functions. Then novelty introduced 

in this chapter is twofold. First, a new testing procedure is proposed for the performance 

improvements of initial code acquisition, taking into account correlated cells. Then, a 

closed-form expression for the system error probabilities is derived, without making any a 

priori assumptions. We modify the conventional power approach, to consider the effects of 

cell correlation, defining a new test, namely the twin test. Moreover, we define a new class 

of function, the extended MGQ (EMGQ) function, to express the false alarm and detection 

probabilities of the system in a closed form. The remainder of this chapter is organized as 

follows. Section 2 introduces the system model with correlated cells along with the new 



 Chapter 4 

 

39 

twin test for initial code acquisition with correlated cells, whereas the new EMGQ functions 

are derived in Section 3, along with an efficient computational method. Closed-form 

expressions for the system error probabilities are shown in Section 4. Theoretical and 

simulation results in presence of cell correlation are shown in Section 5 and finally, our 

conclusions are given in Section 6. 

4.1 Introducing the New Twin Test 

In asynchronous communications, and due to the timing uncertainty of the incoming 

code, the maximum of the cross-correlation function may not be equal to the cross-

correlation peak that is essential in the indication of the code synchronization. The receiver 

may sample the received signal with a timing offset uniformly distributed in a chip period 

[50]. Hence, the cross-correlation maximum may incur in a significant reduction since the 

receiver is now sampling the cross correlation in the neighborhood of the peak. However, 

while the maximum of the cross correlation reduces, the adjacent cross-correlation sample 

assumes a value greater than before. In the presence of timing offsets [see Fig. 4-1(a)], the 

maximum (sample) of the cross-correlation function (i.e., cell i) decreases, whereas the 

adjacent cross-correlation sample (i.e., cell i + 1) assumes a greater value. The problem is 

that, in many cases, these two correlated correlation’s values (i.e., cell i and cell i + 1) are 

under the conventional threshold. As a consequence, searching for the correct timing offset 

with the conventional power test could result in a dramatic reduction of the detection 

probability.    



 Chapter 4 

 

40 

 

 

Figure 4-1 Decision variables of the: a) Conventional Power test (in presence of a timing offset); b) Conventional and 

Twin tests in presence of cell correlation and timing offset 

 

The new method proposed in this doctorate thesis, aims at recovering these unlucky 

cases, and allows to compensate for the reduction of the cross-correlation maximum, 

meanwhile ensuring a faster rejection of H0 cells. The rationale behind the proposed 

approach is as follows. In addition to the conventional threshold, we introduce another 

threshold v (lower than the conventional one). This threshold must be jointly exceeded by 

both the testing variables of the two correlated cells in order to declare acquisition . More 

in details, if the testing variables are under the upper threshold V' (different from the 
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conventional threshold V) but at the same they jointly exceed the lower threshold v, it is still 

possible to declare true acquisition. In the power test, the cells are tested on a cell-by-cell 

basis and true acquisition is achieved only if the testing variable zi  of the i-th cell exceeds 

the threshold V (i.e. 'iz V ). The twin test uses two correlated cells (e.g. cells i and i+1) and 

declares true acquisition if one of the corresponding testing variable exceeds the upper 

threshold V' (i.e 'iz V or 
1 'iz V  ) or if they both exceed the lower one (i.e. 'iv z V   and 

1 'iv z V  ), see Fig.4-2. Moreover, since the testing variables are strictly correlated, if they 

are jointly below the lower threshold it is unlikely to have true acquisition in one of them. 

In this case, the cells are both discarded and the next pair is tested. 

The pair of threshold (v, V') is chosen according to the Constant False Alarm Rate 

(CFAR) criterion.  In particular, the CFAR test is usually accomplished in two successive 

parts: first, a threshold V is determined to limit the false-alarm probability (PFA), at a given 

chosen value under the H0 hypothesis; second, the probability of detection (PD) is evaluated 

under the hypothesis H1 for the previously determined threshold. The probability of false 

alarm must be tuned to guarantee a very low number of possible false alarms (typical values 

are PFA =10-3, PFA =10-4), eventually implying a relevant penalty time. Large probabilities 

of detection (up to 100%) are typical of well-performing tests. In our case, there is more 

than one possible pair (v, V') that meet the CFAR criterion, and the best one is chosen as the 

pair maximizing the PD. More in details, fixing the PFA to a desired target value, PFA
target, 

the threshold evaluation step can described as the following constrained-optimization 

problem: find the unique pair (v, V′) that maximize PD, with the constraint PFA = PFA
target.  

 

 

4.2  Derivation of the EMGQ Function 

In this section the new function E-MGQ function are derived in details. Following the 
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same notations of the previous chapter1, let now {zi= ri e
i } with i=1.... Nc/ be the 

correlator outputs taken at different cells. In particular, we are assuming that these random 

variables are Gaussian distributed and correlated with a correlation coefficient  Since the 

test is a non-coherent one, the testing variables consist of the magnitude of correlator 

outputs, taken at different times
i ir = z . Since our derivation is spherical invariant, as in all 

non-coherent tests working on signal magnitude, we have assumed a in-phase/quadrature 

notation for the complex variables  i i iz = x + jy . For each cell we define two Gaussian 

random variables  i ix , y  randomly distributed with variances  2

iσ  and mean values ,0im , 

where  0im =   in the H0 hypothesis, and  0im   in the H1 hypothesis. Since the variance is 

related to the channel noise, we are assuming without loss of generality the same variance 

for the two testing variables. However, all the analysis can be extended for  variables with 

different variances.  

First we evaluate the joint probability   1 1i i i+ i+Pr r <V ,r >V  under both the two hypotheses, 

thus defining the new EMGQ function. Then, we express detection and false alarm 

probabilities will be in terms of the EMGQ functions. It has to be noted that in order to be 

as generic as possible, in the following analysis we are assuming different thresholds for 

each cell.  

 

                                                 

 

 

 

1 Actually, we are using here 𝑉 = √𝑉𝑡 and 𝑧𝑖 = √𝑍𝑘 with respect to the definitions of Vt and Zk given in the previsours chapters 
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Figure 4-2 Equivalent scheme for the detection procedure of the twin-test 

 

 

4.2.1 Hypothesis H1 

In order to evaluate the joint probability   1 1i i i+ i+Pr r <V ,r >V , we first evaluate the joint 

probability density function (PDF)   1 1 1i i+ i i+ i i+p x ,x ,y ,y ,m ,m ,σ  of the variables 

 1 1i i+ i i+x ,x ,y ,y with mean values  1,0,0i i+m ,m  and the same variance 2. The covariance 

matrix of the above mentioned variables and the expression of the PDF are given by: 
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(4.2)  

Now, let us made the following useful substitutions: 

1 1 1 1 1 1cos sin cos sini i i i i i i+ i+ i+ i+ i+ i+x = r θ ; y = r θ ; x = r θ ; y = r θ .    (4.3)  

 

Substituting the previous expression for xi , xi+1, yi and yi+1 into (4.2) the PDF becomes: 
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   (4.4)  

 

Then, the expression of the joint probability  1 1i i i+ i+Pr r <V ,r >V  
can be obtained exploiting 

a new special function, the EMGQ function, defined as follows: 
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The angular integral in the joint probability (4.5) can be computed in terms of the 

regulaized Hypergeometric function  2 1F   [16], by the series derived in the following (see 

Appendix I at the end of this chapter for details): 
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Now, using (4.6) in (4.5) we can obtain the following expression: 
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All the power terms of (4.7), multiplied by exponential factors, can be evaluated as 

follows: 
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where  1 ,    and    1 11, = ,       are the well-known incomplete Gamma function 

and its complement [17], respectively. Now, the EMGQ function re-writes as: 
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(4.9) 

 

After some simplifications, the final expression is given by: 
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4.2.2 Hypothesis H0 

In the H0 hypothesis the two testing variables are zero-mean Gaussian variables and the 

PDF in 1 1 1 1 1 1cos sin cos sini i i i i i i+ i+ i+ i+ i+ i+x = r θ ; y = r θ ; x = r θ ; y = r θ .    

(4.2) can be simplified as: 
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    (4.11) 

Performing the same change of variables as in (4.3), we obtain: 
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    (4.12) 

 

Finally, the joint probability  1 1Pr ,i i i ir V r V    is expressed as: 
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The angular integral can be expressed in terms of the zero-order Bessel function of the 

first kind, which is defined as: 
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  , for any

2θ .       (4.14) 

 

Since the result is independent from the value of the parameter
2θ , the integration can be 

separately accomplished if we begin with the first variable iθ and proceed with the second 

one 1i+θ . The joint probability in (4.13) can be now expressed as: 
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which can be computed in terms of the power expansion of the Bessel function of 

the first kind: 
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and finally allows to compute (4.13) as follows:  
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Following the same approach as in (4.8), equation (4.17) can be re-written as follows: 
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(4.18) 

And after some simplifications the final expression is given by: 
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4.2.3 Evaluation of the joint probability 

In this section, the joint probability  1i i+Pr v < r <V,v < r <V  is evaluated.  In the following 

analysis, for the sake of simplicity and without loss of generality, the attention will be 

focused only on the H0 hypothesis. However, the same procedure can be easily extended to 

the H1 hypothesis. In addition, for the sake of compactness and without loss of generality, 

we consider Vi=Vi+1=V and vi=vi+1=v, as happens in the conventional operating cases. The 

joint probability under investigation can be expressed as in (4.13) but with a different 

integration domain (i.e. [v,V,0, 2]), as follows: 
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   (4.20) 

We can now express the angular integral in (4.20) in terms of the Bessel function of the 

first kind: 
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    (4.21) 

which can again be computed in the terms of the power expansion of the Bessel function:  
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All the power terms of the above series multiplied by exponential factors can still be 

formally integrated in terms of the well know incomplete Gamma function, with the 

following useful relation: 
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     (4.23) 

 

Substituting (4.23) in (4.22) and after some simplifications, the final expression is given 

by:  
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Exploiting the Gamma function and its complement, (4.24) can be written as:  
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     (4.25) 

which can be effectively expressed as the sum of four EMGQ functions: 
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Following the same procedure, in the H1 hypothesis we obtain the following expression: 
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4.3 Performance Analysis 

In this Section, we express the performance of  both the conventional and the twin test in 

terms of in terms of  false alarm (i.e PFA) and  detection probability (i.e PD) Moreover, we 

express PFA and PD of both methods are expressed in terms of the EMG-Q function.  

 

4.3.1 Conventional Test 

4.3.2 False alarm probability 

The false-alarm probability (PFA) is the probability of declaring acquisition in a 

wrong cell. In other words, is the probability of exceeding the threshold V in the H0 

hypothesis. The PFA of the ith-cell can be computed as follows: 
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           (4.28) 

The false alarm probability of the (i+1)th-cell, conditioned to a non-false-alarm 

situation in the ith-cell is given by 1 1Pr{ | } Pr{ , } Pr{ }i i i i ir V r V r V r V r V       . The probability 
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Pr{ }ir V can be easily obtained from the complement of (4.28), while the joint probability  

1Pr{ , }i ir V r V    is expressed by the EGM-Q in (4.19). Hence, the false alarm probability of 

the (i+1)th-cell can be derived as: 
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Finally, the false alarm probability of the conventional test can be written as the sum 

of (4.29) and (4.28) as follows: 
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  (4.30) 

4.3.3 Probability of Detection 

The probability of detection (i.e. PD) is the probability of declaring acquisition in a correct 

cell. In other words, is the probability of exceeding the threshold V in the H1 hypothesis.  

Following the same methodology as before, the PD of the conventional test can be evaluated 

as follows.  The PD of the ith-cell can be computed by means of the GQ1 function of the 

first order [51]: 
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The PD of the (i+1)th-cell conditioned to a non-detection in the ith-cell is given by: 

1 1Pr{ | } Pr{ , } Pr{ }i i i i ir V r V r V r V r V       . The probability Pr{ }ir V can be easily obtained from 

the complement of (4.31), while the joint probability  
1Pr{ , }i ir V r V    is expressed by the 

EGM-Q in (4.10). In the case under consideration the detection probability can be written 

as: 
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Hence, the PD of the conventional single-threshold test, can be written as the sum of the 

two probabilities in (4.31) and (4.32): 
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4.3.4 Twin test 

4.3.5 False alarm probability 

Then, let us focus on the probability of false alarm of the Twin Test. To evaluate the PFA of 

the new test, we need to take also into account the PFA of the lower threshold v, i.e. 

1Pr{ , }i iv r V v r V     that can be effectively computed as the combination of four EMGQ 

functions, as shown in (4.26). Then, the PFA for the twin-test, can be evaluated as the sum 

of (4.30) and the four EMGQ in (4.26), and it is expressed as follows: 
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 (4.34) 

 

4.3.6 Probability of Detection 

Finally, to evaluate the probability of detection of the Twin Test, we now need to compute 

also the PD  relative to the lower threshold 1Pr{ , }i iv r V v r V    , expressed in (4.27)  
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Hence, the PD  of the innovative test can be derived as the sum of (4.31), (4.32) and  the 

additional term expressed by (4.35).  
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        (4.36) 

 

4.4 Truncation Error 

 

The series expansion in (4.28)-(4.36) are defined over an infinite number of terms. 

However, this is an ideal definition and in practical cases the sums can be computed only 

over a limited number of terms. In this section, in order to assess the effectiveness of those 

series expansion we evaluated the error due to the approximation of these expressions by a 

relatively small number of terms. 
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4.4.1 Probability of false alarm: Conventional Test 

 Let us consider the expression of the false alarm probability of the conventional test, 

see eq. (4.30) and assume that we can compute this expression (and the EMGQ function 

involved) only while the indices of the sums are limited to a known value M. The truncation 

error (conv) (i.e. the remainder of the infinite sum) due to such approximation is defined as: 
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(4.37)
 

 

The two Gamma functions in (4.37) are expressed in terms of the ratio  2 2 2/2 1V σ ρ and of 

the current index n. The gamma function is limited in the following interval  10 , 1  x a  

by definition, hence, the maximum value of the product of the two Gamma functions is 

equal to 1/4. In fact, we must evaluate the maximum of x(1−x) which is, effectively, 1/4.  

Thus, the truncation error in (4.37) is bounded by the following 
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4.4.2 Probability of false alarm: Twin Test 

 

To evaluate the truncation error of the false alarm probability of the twin test, see eq. (4.34), 

we need to consider the PFA relative to the lower threshold, shown in (4.34). The maximum 

value of the difference between the two Gamma functions in (4.34), with the constrain v < 

V, is equal to 1. Therefore, we obtain the following expression for the upper bound of the 

truncation error of the twin test: 
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(4.39) 

 

4.4.3 Probability of detection: Conventional Test 

Let us now evaluate the truncation error for the expression of the detection probability in 

(4.33), that involves the computation of the EMGQ expressed in (4.10) and of the GQ1 in 

[51]. This computation involves also the Hypergeometric function, but a detailed analysis 

of the truncation error for such a function is out of the focus of this dissertation and can be 

found in [52] and references therein.  From the definition of the Hypergeometric function 

[52], the maximum value of the product of the two Hypergeometric functions in (4.33) is 1, 

and since the maximum value of the product of the two Gamma functions is ¼, we obtain 

the following expression for the upper bound of the truncation error of the EMGQ function: 
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(4.40)

 

 

The truncation error of the GQ1 function is expressed as follows [51]: 
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Finally, the truncation error of the detection probability for the conventional test can be 

derived as: 
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4.4.4 Probability of detection: Twin Test 

 

To evaluate the truncation error of the detection probability of the twin test in (4.36), we 

need to consider the PD relative to the lower threshold, (4.35). Following the same approach 

as before, and after some algebra, we can finally write the expression of the truncation error 

for the twin test as follows: 
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  Finally, it has to be noted that (4.38)-(4.43) become zero for sufficiently high M, 

confirming the validity of the approximation of the series to a finite number of terms. 
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4.5 Numerical results 

 

Several simulation trials have been performed to validate the twin-test acquisition 

procedure, versus the conventional power detector approach, in the case of correlated cells. 

The PD of the new detector is evaluated under the CFAR procedure versus Signal-to-Noise-

Ratios (SNR) of practical interest, and for different values of the synchronization delay 

between the transmitter and receiver. The PD has been evaluated both in analytic way, i.e. 

using eq. (4.34) and (4.36) and by means of simulation.  

In the reported analysis, a PFA=10-4 and additive white Gaussian noise (AWGN) have 

been used.  We consider a correlation coefficient between contiguous cells of 1/2 and 2/3 

that corresponds, respectively, to consider 2 cells per sample and three cells per sample. 

Three cases of interest are investigated, namely best, middle and worst operating case. The 

best case represent an ideal case of perfect synchronization between transmitter and 

receiver, while the worst case of erroneous synchronization will happen if the cross-

correlation computed for an offset, which is just in the middle between two cells. The middle 

case is an intermediate case of timing offset is randomly located between the best and worst 

cases. The PD of both the conventional and new test is shown in Fig. 4-3 versus different 

values of the SNR for the best operating case, i.e. perfect synchronization between 

transmitter and receiver. The simulation results (markers) well match the theoretical ones 

(solid lines), thus validating the correctness of the mathematical analysis and assumptions 

of the previous Sections. The performance of the two detection strategies almost perfectly 

overlaps, for all the considered correlation coefficient values. This is not surprising, in fact, 

when there is no timing offset, the maximum of the cross-correlation function is equal to 

the cross-correlation peak and true acquisition is achieved in correspondence of the upper 

threshold. However, the best case is not the typical operating case in asynchronous 

communization. Then, in order to stress the different behavior of the new twin test the worst 

and middle operating cases have been considered. The resulting PD for the worst operating 

case is depicted in Fig. 4-4. In this case, the twin test outperforms the conventional method 

for each correlation coefficient value. In fact, when there is a non-zero timing offset between 
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the incoming and locally generated code, the maximum of the cross-correlation function is 

not equal to the cross-correlation peak and the conventional testing variable may be under 

the conventional threshold (see Fig 4-1a and Fig. 4-1b). The best and worst cases represent 

the upper and lower bounds of the system’s performance, respectively. Then, in order to 

assess the performance also in intermediate cases, typical of asynchronous acquisition 

systems, we consider also a middle timing offset. Fig. 4-5 reports the PD for the middle case 

versus different SNR values. The new acquisition method outperforms the conventional 

approach also in this case.  

 

Figure 4-3  Simulated (S.) and theoretical (T.) results for the PD versus SNR (with a PFA =10-3) of both the 

conventional and twin test methods in the best case.  
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Figure 4-4 Simulated (S.) and theoretical (T.) results for the PD versus SNR (with a PFA =10-3) of both the 

conventional and twin test methods in the worst case. 

 

Figure 4-5 Simulated (S.) and theoretical (T.) results for the PD versus SNR (with a PFA =10-3) of both the 

conventional and twin test methods in the middle case 
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As it can be seen from the graph, the two detection approaches have the same behaviour 

in the best case, but the performance of the novel test strongly increases when the timing 

offset starts worsening for a wide range of typical operating cases. In particular, the 

proposed method increases the detection probability up to 10% and 5% in the worst and 

middle case, respectively. Such a performance increasing results in a relative detection gain 

of 30% (in the worst case) and 10% (in the middle case) versus the conventional approach, 

considering a PD = 0.5.  

This performance gain is extremely relevant in typical code acquisition scenarios. In fact, 

it has a great impact on the minimization of the mean acquisition time (MAT) that is a 

relevant parameter for evaluating the performance of code acquisition strategies 

[47],[48],[51],[53]. In fact, in high-mobility communications scenarios, where initial cell 

search procedures are very frequent, code acquisition should be as fast as possible. Hence, 

effective methods are needed for ensuring fast and reliable code acquisition, such as the one 

introduced in this thesis. The MAT is defined as the time needed, on average, for acquiring 

a correct cell, and it can be expressed as follows: 
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      (4.44) 

where q =1/ is the number of cells per sample, Nc is the test’s duration for each code offset 

candidate, Tp is the penalty time for an erroneous (i.e. false) acquisition. The MAT is directly 

related to the probability of detection, and a higher PD results in a lower MAT. Fig. 4-6 

shows the MAT of the two methods for the best operating case, while the worst and middle 

cases are reported in Fig. 4-7 and Fig. 4-8, respectively. 
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Figure 4-6 Simulated and theoretical results for the MAT of the conventional and twin test methods in the best 

case 

 

Figure 4-7 Simulated and theoretical results for the MAT of the conventional and twin test methods in the 

worst case. 
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Figure 4-8 Simulated and theoretical results for the MAT of the conventional and twin test methods in the 

middle case 

 

Again, the performance of the two methods are almost the same in the best case, but the 

performance of the twin test strongly increases when the timing offset starts worsening for 

a wide range of typical operating cases.  

It has to be noted that the term q · [Nc + Tp · PFA] is the same for both the two methods. 

It depends on the number of cells q, on the number of samples over which the correlation is 

computed Nc, on the penalty time Tp, and probability of false alarm PFA.  All these 

parameters are related only to the correlation step, which is the same for both the procedures. 

Then, to better assess how much the increasing in the PD reflects in a MAT gain, we define 

the MAT ratio, RT, as the ratio between the MAT of the conventional and twin test, 

respectively. The MAT ratio for the best case is depicted in Fig. 4-9 while Fig. 4-10 shows 

the worst case, for different PFA. Finally, Fig. 4-11 depicts the MAT ratio in the middle case. 

Again, the twin-test outperforms the conventional approach (maximum gain is about 20%).  
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Figure 4-9 Results of the MAT ratio for different PFA in the best case 

 

Figure 4-10 Results of the MAT ratio for different PFA in the worst case. 
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Figure 4-11 Results of the MAT ratio for different PFA in the middle case 

 

It can be easily seen from Figs. 3-5 that the new method with  = 2/3 is only marginally 

better than the case  = 1/2. In fact, as the cell size decreases (i.e. as the number of cells 

per sample increases), the correlation between two contiguous cells becomes higher and the 

detection performance improves. But, this results in an increasing of the MAT, that is 

proportional to the number of cells per sample, according to (4.44).  

In fact, the more performing method in terms of PD ( = 2/3) becomes poorer in terms 

of MAT, which increases of 50% and 35% in the best and worst case, respectively.  

Hence, we can consider the scenario of  as the common operating scenario and 

evaluate the PD of both the conventional and twin test for different timing offset. The PD
 

versus different code offsets (i.e. from the best to the worst operating case) is depicted in 

Fig. 4-12. The two detection approaches have the same behaviour in the best case, but the 

performance of the novel test strongly increases when the timing offset starts worsening for 

a wide range of typical operating cases. 
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Figure 4-12 Simulated (S.) and theoretical (T.) results for the PD of both the conventional and twin test methods 

versus the actual time offset, SNR=8 dB, PFA=10-3 and  = ½. 

 

Moreover, it has to be noted that only negligible increasing of the system computational 

complexity is introduced by the twin test. In fact, code acquisition consists of a serial search 

over the correlator's output, over-sampled at more than one cell per sample. Then, the 

conventional procedure compares each variable to one threshold, while the new method 

tests each pair of variables with two thresholds. Therefore, the computational cost is mainly 

due to the former correlation stage that is identical for both the methods, while the new 

approach requires just one more comparison per cell operated on the same testing variables 

followed by a Boolean operation. In addition, it has to be noted that the threshold setting 

stage is usually performed off-line because is time-consuming. In practice, the thresholds 

are usually pre-computed and stored on look-up tables for several SNR values.  Therefore, 

the computational required for solving the constrained optimization problems and setting 

the pair of threshold by is neglible for the implementation point of view. 
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4.6 Conclusions 

In this chapter, the design and analysis of serial search code acquisition systems with 

correlated (timing) cells has been discussed. The novelty introduced in this thesis is twofold.  

First a new method, the twin test, has been introduced for the performance improvement of 

initial code acquisition, taking into account correlated cells. Then, a new special function is 

here derived to express the system error probabilities in a closed form. The analytical results 

show that the new procedure can offer better performance than the conventional scheme 

based on the cell-by-cell detection, with a negligible increasing of the system computational 

complexity. Moreover, the twin test can be effectively used for reducing the mean 

acquisition time in code synchronization wireless communications. 

 

4.7 Appendix 

We now give a proof of the series expansion in equation (4.6). The angular integral in 

(4.5) is in the form: 

(A1) 
 

 

The exponential function in the above expression can be written as the product of four 

exponential functions as follows 
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Now, interchanging the operations of summation and integration, it is possible to split the 

double integral in (A3) in two single integrals 
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Hence, considering q=n+k for the first integral and q=p+k for the second one, all the 

computation can be reduced to the problem of solving the following basic integral: 
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which has non-zero values only when q and p are even, and can be computed in term of the 

hypergeometric regularized function (see ref [10]): 
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Finally, with the above expression, the integral in (A1) can be computed as follows: 
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Where: 
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Chapter 5 THE RAND METHOD FOR CODE 

ACQUISTION IN LONG TERM EVOLUTION  

5.1 Introduction 

In the last years, there has been an explosive growth in wireless/mobile networks and 

obviously an ever-growing demand for platforms with mobile multimedia application 

support. Users are requesting more and more high rate data transmissions, and to answer 

their needs the Long Term Evolution (LTE) standards have been developed in the 3rd 

Generation Partnership Project (3GPP) as the future wireless communication system [60]. 

LTE is intended to enhance third Generation (3G) systems in order to guarantee higher peak 

data rate and extreme high mobility support [61]. It aims at supporting a wide range of 

cellular deployment scenarios, including indoor, urban, sub-urban and rural environments, 

covering both low and high User Equipment (UE) mobility conditions (up to 350 or even 

500 km/h). Deployed carrier frequencies are likely to range from 400 MHz to 4 GHz, with 

bandwidths ranging from 1.4 to 20 MHz. LTE uses OFDM modulation and OFDMA 

technique for the downlink transmissions in order to provide high data rate and mobility 

[62].  In these modulations at each user is assigned one of the sets of orthogonal sub-carries 

in which the total bandwidth is divided. The sub-carrier assignment is not fixed, but on the 

contrary it can change according to the specific service requirements, traffic congestion or 

channel conditions.  

The initial cell search process is especially important for LTE systems, which rely 

heavily on the orthogonality of the uplink and downlink transmission and reception to 

optimize the radio link performance. As in conventional cellular systems, the mobile 

terminal in an LTE system acquires time and frequency synchronization by processing the 

synchronization channel. A mobile device wishing to access a LTE system must undertake 

an initial cell search procedure, which enables the UE to achieve both time and frequency 
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synchronization with the serving base station (eNodeB). LTE aims at providing very high 

mobility support and high data rate. Hence, a key requirement for the LTE cell search 

procedure is that the delay for the UE to detect a newly appearing cell and report it to the 

eNodeB should be less than a prescribed acceptable threshold [63]. The design of the 

synchronization channel is being developed within the standardization activities of 3GPP 

Long Term Evolution and is it one of the key issues in the design of the system.  The 

contribution of this chapter is to resolve some of the issues in the deployment of the design 

of an efficient synchronization process, focusing the attention on the initial cell search 

procedure.  In particular, an innovative signal processing method for the initial cell search 

of 3GPP LTE wireless networks is proposed. The new method, can be applied to every LTE 

transmission standard, since it requires modifications only at the receiver side. 

 

 The reminder of this chapter is organized as follows. Section 2 illustrates the basic 

framework about the initial cell search in LTE systems, along with the conventional 

methods. In Section 3 the new acquisition method is illustrated. Finally, simulation results 

and comparisons are outlined in Section 4.  

  



  

 

73 

5.1 System model 

A LTE downlink radio frame (10 ms) consists of 10 sub-frames, each split into two time 

slots of 0.5 ms. Each slot comprises 7 OFDM symbols in the case of the normal CP length 

or 6 if the extended CP is configured in the cell. In the frequency domain, resources are 

grouped in units of 12 sub-carriers that occupies a total of 180 kHz. One unit of 12 sub-

carriers for a duration of one slot is termed a Resource Block (RB). The smallest unit of 

resource is the Resource Element (RE), which consists of one sub-carrier for the duration 

of one OFDM symbol. A resource block consists in 84 resource elements in the case of the 

normal cyclic prefix length, and in 72 resource elements if the extended cyclic prefix is 

configured in the cell [63].   The time and frequency structure of a LTE for the normal prefix 

case is depicted in Fig. 5-1. 

 

Figure 5-1 Basic time-frequency resource structure of LTE (normal cyclic prefix case). 



  

 

74 

In LTE systems, the initial cell search procedure is based on the detection of two 

signals transmitted in the downlink, the Primary Synchronization Signal (PSS) and the 

Secondary Synchronization Signal (SSS). The cell search is a two stage procedure, firstly 

the UE detects the PSS, and secondly detects the SSS. The PSS and SSS are transmitted in 

the central six RBs, and they both occupy the central frequency: 1.08MHz of 72 subcarriers 

62 of which for the signal itself and 2 sets of 5 guard-bands’ sub-carriers. The allocations is 

the same regardless of the transmission bandwidth, (e.g. 5MHz, 10MHz and 20MHz) [64]-

[65]. This choice enables the UE to synchronize with the network without any a priori 

knowledge about the systems bandwidth. The primary purposes of these two signals are to 

enable time and frequency synchronization, to provide the UE with the physical layer cell 

identity, and to inform the UE whether the cell uses Frequency Division Duplex (FDD) or 

Time Division Duplex (TDD).  

The synchronization signals are transmitted periodically, twice per radio frame (10 

ms). The PSS and SSS structure in time for the FDD case is shown in Figure 5-2 whereas 

Fig. 5-3 shows the TDD case. In an FDD cell, the PSS is always located in the last OFDM 

symbol of the first and 11th slots of each radio frame, thus enabling the UE to acquire the 

slot boundary timing independently of the Cyclic Prefix length. The SSS is located in the 

symbol immediately preceding the PSS. This design choice enables coherent detection of 

the SSS, under the assumption that the channel coherence duration is significantly longer 

than one OFDM symbol. In a TDD cell, the PSS is located in the third symbol of the 3rd 

and 13th slots, while the SSS is located three symbols earlier. Coherent detection can be 

used, under the assumption that the channel coherence time is significantly longer than four 

OFDM symbols.   
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Figure 5-2 PSS and SSS frame and slot structure in time domain in the FDD case  

 

 

Figure 5-3 PSS and SSS frame and slot structure in time domain in the TDD case  

 

A large number of physical layer cell identities simplify the task of network planning. The 

Physical layer cell identities assignment of LTE are reported in Fig. 5-4.  There are 504 

unique physical layer cell identities, NID
(2), grouped into 168 physical layer cell identity 
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groups, NID
(1), of three identities [66]. The grouping is such that each physical layer cell 

identity is part of one and only one physical layer cell identity group [67]. A physical layer 

cell identity NID
cell = 3NID

(1)+ NID
(2) is uniquely defined by a number in the range of 0 to 167, 

representing the physical layer cell identity group, and a number in the range of 0 to 2, 

representing the physical-layer identity within the physical layer cell identity group [68]. 

The Physical layer cell identity and the Physical layer identity can be recognized using the 

PSS and the SSS, respectively as shown in Fig.5-4. 

 

 

 

Figure 5-4 Physical layer cell identities in LTE 
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5.2 Conventional LTE initial cell search algorithms  

5.2.1  Conventional method  

The detection of the PSS is of the most critical issues of the synchronization process in LTE 

systems. In fact, since this is the first step to be achieved, its performance directly impacts 

all the synchronization process. The cell search procedure directly impacts on the 

performance improvements of the system, and hence synchronization with the eNodeB must 

be quickly accomplished and then easily maintained. The conventional method to detect the 

presence of the PSS is represented by the power detection approach [69]. Power detector is 

chosen to limit the computational costs of the decision device. In fact, as shown in the 

previous chapter, the power test first estimates the cross-correlation between the received 

signal and its locally generated replica. Then, it accumulates W blocks of the square 

magnitude of the estimated cross-correlation Rw(τ), in order to avoid the effect of the 

frequency and phase uncertainty: 
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         (5.1) 

     

Finally, it compares the (k-th) currently examined decision variable Zk(τ) to a pre-

selected threshold v [17c]. Fig. 5 reports here the scheme conventional power detector 

method for LTE systems. The testing variable is represented by the (ordinate of the) 

maximum of the cross-correlation function between the received signal and its locally 

generated replica.  
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Figure 5-5 Block scheme of the conventional LTE power detector method, based on matched filter. 

 

5.2.1 The PSS structure 

To facilitate the timing and frequency offset detection within the eNodeB, three PSS 

symbol structures have been proposed in the scientific literature: repetitive pattern, 

symmetrical-and-periodic pattern, and non-repetitive pattern. In particular, a PSS symbol 

structure with time domain repetitive block is proposed in [70] and [71]. Specifically, Fig. 

5-6a shows here the PSS symbol in the time domain with L (= 4 in this example) blocks of 

equal length (namely PSCH) and with the CP attached at the beginning of the structure. In 

[72], a symmetrical-and-periodic pattern is proposed for the PSS symbol structure. This 

solution is depicted in Fig. 5-6b where the block PSCHR is symmetrical reverse to the block 

PSCH. Finally, [73] proposes a PSS symbol structure with a non-repetitive pattern, as shown 

in Fig. 5-6c.   
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Figure 5-6 Symbol structure for synchronization with: a) repetitive pattern; b)symmetrical-and-periodic pattern; c) non-

repetitive pattern 

 

Regardless the specific structure, the PSS is generated from a frequency-domain 

Zadoff-Chu (ZC) sequence of length n = 63, with the DC element punctured, as expressed 

in the following: 
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   (5.2) 

 

The PSS expressed by (5.2) is then translated in the time domain through a Discrete 

Time Fourier Transform (DFT), whose length is usually equal to 128 or 256 bins [63]. The 

ZC sequences (also known as Generalized Chirp-Like sequences) are non-binary unit-

amplitude sequences, which satisfy a Constant Amplitude Zero Autocorrelation (CAZAC) 

property [74]. The Zadoff-Chu are specially generated pseudorandom polyphase sequences 
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with perfect correlation properties. In particular, the most relevant ZC sequences’ properties 

are as follows: 

 The ZC sequence is periodic with period NZC; 

 The Discrete Fourier Transform (DFT) of a ZC sequence is another ZC sequence 

conjugated, scaled and time scaled; This means that a ZC sequence can be generated 

directly in frequency domain without the need for a DFT operation. For this reason, 

correct acquisition can be performed either in frequency or in time domain. 

 The ZC sequence has ideal cyclic autocorrelation; 

 The cross correlation between two prime length ZC sequences, i.e. With different u, 

is constant and equal 1 ZCN  

 

All these properties make PSS particularly interesting to obtain accurate time and 

frequency synchronization metrics. Nonetheless the ZC sequences have ideal cyclic 

autocorrelation properties, it has to be noted that LTE receivers perform linear cross-

correlation between the incoming (noisy) ZC sequence and its locally generated replica.  

Unfortunately, the linear autocorrelation of a ZC sequence is not ideal and presents side-

lobs that may originate errors and consequently false acquisitions. In particular, Fig. 5-7 

reports the ideal (i.e. without noise) autocorrelation of a ZC sequence and two more 

autocorrelations in presence of a contribution of noise equal to -10dB and -15dB, 

respectively. As it can be easily seen from the graphs, the side lobs of the autocorrelation in 

absence of noise are not very distant from the main peak, and this difference reduces as the 

noise on the channel increases. At SNR = -15dB the side lobes sometimes can be even 

greater than the main peak, causing errors and consequently false alarms. Moreover, the 

PSS sequence transmitted in the LTE cell is always the same for each synchronization block 

(and for each of the three PSS structures). This means that the averaging operation expressed 

by (5.2) is necessary to mitigate the noise effects introduced by the channel but is not 

sufficient to avoid or eliminate the side-lobs of the cross-correlation. 
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Figure 5-7 Ideal (i.e. in absence of noise) autocorrelation of a ZC sequence and two autocorrelations presence of noise at 

SNR = -10dB and -15 dB, respectively 

5.3 Innovative LTE initial cell search algorithm  

In this doctorate dissertation a novel cell search procedure, named the Rand method, for 

LTE system is proposed. The method can be applied to any PSS symbol structure and to 

any LTE transmission standard, since all the required modification is localized only at the 

receiver side. In particular, the proposed procedure maximizes the main peak of the cross-

correlation and, at the same time, minimizes the side-lobes. This goal can be achieved with 

the following operations.  

1. The samples of the received PSS sequence are first scrambled with a randomized 

rule that change from one synchronization block to another.  

2. The samples are grouped into L ( ≥ 2) blocks of equal length, (in Fig. 5-8 L = 2). It 

is important to underline that the PSS samples are randomly chosen from the 
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received PSS signal and the randomization rule is different for each synchronization 

block.  

3. The same operations are performed also on the locally generated replica of the 

synchronization signal. 

4. The cross-correlation function between the locally generated and the received PSS 

is evaluated (one for each block). 

5. A decision variable is obtained, as expressed by (5.2).  

 

 

Figure 5-8 Example of randomization and division in 2 blocks 

 

The rationale behind the proposed method is as follows. The employed randomization rule 

is different from one block to the following one, hence, the cross-correlation between the 

received and the local PSS averaged over a number W of synchronization symbols, presents 

always the same main peak, but different values of the side-lobs. In other words, the cross-
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correlation value at lag 0 is the same as in the conventional procedure, whereas the cross-

correlations for all the other lags are always different from one symbol to the following one.  

Conversely, in the conventional approach the cross-correlation is always the same (in 

absence of noise) for each lag and for each synchronization block [74]. As a consequence, 

averaging the decision variable over a number W of synchronization symbols reduce the 

noise contribution but allows no mitigation of the side-lobs that can hence originate false 

locks [75]. In the new method, this is avoided because of the randomization rule that has 

been applied: averaging over W synchronization symbols allows maximizing the ratio 

between the main peak and the values of the side-lobs. In addition, averaging over a number 

of blocks allows us to consider the decision variable expressed by (5.2) as an asymptotically 

Gaussian variable according to the central limit theorem. The testing variable is then 

compared with a threshold value, according to the desired false alarm probability,  and the 

test threshold evaluated from a straightforward evaluation of the Gaussian integral as 

follows: 
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5.4  SIMULATION RESULTS 

Several simulation trials were performed to validate the innovative cell search procedure, 

versus the conventional power detector approach. The probability of detection PD of the new 

detector is evaluated under the CFAR procedure versus Signal-to-Noise ratio (SNR) of 

practical interest and for different lengths of the DFT (128 and 256 bins). In the reported 

results, a constant PFA (= 10-3) and both additive white Gaussian noise (AWGN) and 

multipath channels have been used. Moreover, several Monte–Carlo simulation trials (106 

independent runs) have been implemented to numerically evaluate the detection 

probabilities of the two methods. The PD of both methods versus different values of the 

SNR for the best case, i.e. perfect synchronization between transmitter and receiver is shown 

in Fig. 5-9. 
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Figure 5-9 Best Case: PD (106 Monte-Carlo runs) of the conventional power test and new method versus SNR for different 

DFT lengths 

It can be easily seen from the graph that the curves referring to the new method are always 

higher than the ones referring to the conventional method. This situation corresponds to 

higher detection probabilities of the proposed strategy versus the conventional one. The best 

case is not a typical operating case of chip asynchronous system.  Hence, in to order better 

assess the behavior of both methods other two scenarios have been considered: the worst 

operating scenario and the middle operating scenario. Fig. 5-10 shows here the resulting PD 

for the worst case, i.e. timing offset just in the middle between two sampling periods. It can 

be easily seen from the graph, that worst case has a non-negligible impact on the 

performance of both methods. However, the proposed solution greatly outperforms the 

conventional one, thus proving its effectives for code acquisition in asynchronous 

communications. Finally, in order to evaluate the performance also in intermediate cases, 

typical of asynchronous systems, the middle case, i.e. timing offset randomly located 

between the best and worst cases, has been considered (see Fig. 5-11). According to the 

obtained results, the new acquisition method outperforms the conventional approach also in 

this case.  
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Figure 5-10 Worst Case: PD (106 Monte-Carlo runs) of the conventional power test and new method versus SNR for 

different DFT lengths  

 

Figure 5-11 Middle Case: PD (106 Monte-Carlo runs) of the conventional power test and new method versus SNR for 

different DFT lengths 



  

 

86 

 

The graphs shows that as the number of DFT bins becomes higher, the performances 

of the proposed method increase. This due to the fact that as the number of DFT bins 

increases, the correlation between the PSS samples in the time domain decreases.  As a 

consequence, the scrambling process, acting over uncorrelated samples is more effective in 

making the cross-correlation samples of two consecutive PSS repetitions independent. In 

other words, averaging over W synchronization symbols strongly reduces the cross-

correlation side-lobs, since the original PSS samples are now less correlated. 

Then, in order to assess the performance of the proposed method in channel 

conditions typical of operating cases, we evaluated the PD of the new detector under different 

multi-path conditions. We consider a uniformly distributed random timing jitter and assume 

that the channel is affected by flat fading. For the sake of comparison, three channel models 

have been used: the 6-path Rayleigh-faded channel model with exponential path decay [76], 

namely Case I, and the two IEEE standard channels of [77], namely Case II (pedestrian 

channel model) and Case III (vehicular channel model). In particular, the pedestrian (speed: 

3 Km/h) and vehicular (speed: 120 km/h) scenarios are characterized by three paths with 

the following properties.  

 

Pedestrian model:  

 First path: amplitude 0 dB, delay = 0 ns.  

 Second path: amplitude 0 dB and delay = 976 ns,  

 Third path: amplitude 0 dB and delay = 20000 ns. 

 

Vehicular model: 

 First path: amplitude 0 dB, delay 0 ns.  

 Second path: amplitude -3 dB, delay = 260 ns  

 Third path: amplitude -6 dB, delay = 521 ns.  
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Fig.5-12 reports the detection probabilities of the both methods for the best case versus the 

SNR, while the worst and middle case are reported in Fig.5-13 and Fig.5-14 respectively. It 

can be easily seen from the graphs that the curves referring to the new method are always 

higher than the ones referring to the conventional method, in each multi-path scenario.  

 

 

Figure 5-12 Detection probability of the power test (Conv.) and new method (Rand.) versus SNR for different multi-path 

channels in the Best Case. 
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Figure 5-13 Detection probability of the power test (Conv.) and new method (Rand.) versus SNR for different multi-path 

channels in the Worst Case 

 

Figure 5-14 Detection probability of the power test (Conv.) and new method (Rand.) versus SNR for different multi-path 

channels in the Middle Case 
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Another relevant parameter for evaluating the performance of the code acquisition 

procedure is the MAT, which is defined as the time needed, on average, for performing a 

true acquisition. Figure 5-15 reports the MAT of the conventional and Rand method for all 

the considered multi-path scenarios, in the best operating case, while Fig. 5-16 and Fig. 5-

17 illustrates the MAT of the two methods for the worst and middle operating cases, 

respectively. It is clearly visible that the innovative acquisition technique is superior to the 

conventional method, also in terms of MAT.  

 

Figure 5-15 Mean Acquisition Time of the power test (Conv.) and new method (Rand.) versus SNR for different multi-

path channels in the Best case. 
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Figure 5-16 Mean Acquisition Time of the power test (Conv.) and new method (Rand.) versus SNR for different multi-

path channels in the Worst case.  

 

Figure 5-17 Mean Acquisition Time of the power test (Conv.) and new method (Rand.) versus SNR for different multi-

path channels in the Middle case. 
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Moreover, it has to be noted that the rand method requires modification only at the 

receiver side; therefore it needs no alteration of the LTE standards. This reflects in a minor 

increasing of the computational complexity and processing throughput required to 

implement the new acquisition system, since our method can be performed either via 

hardware or via software implementation.  In addition, near the total amount of the required 

computation is due to the cross-correlation process, while the additional operations 

introduced by our method are negligible from the implementation and computational point 

of view. Moreover, the current trend, providing higher and higher-speed microprocessors, 

is going to timely compensate for the request computational cost, allowing the development 

of LTE handsets in which all the additional operations can be performed via software 

implementation. 

 

5.5 Conclusions 

This chapter has presented an effective cell search algorithm for 3GPP LTE systems. By 

means of the proposed method, we have obtained a performance improvement in the initial 

code acquisition stage versus the conventional approach (i.e. power detector). The proposed 

procedure exploits the primary synchronization signal, and can be applied to any LTE 

transmission standard. The rationale behind the new approach is to maximize the main peak 

of the cross-correlation between the received signal and its locally generated replica, at the 

same time minimizing the side-lobes. Performance analysis is carried out in comparison 

with the conventional approach, based on the power detector test. The numerical results, 

obtained from wide simulation trials under operating settings, have evidenced that the 

devised method outperforms the conventional approach for all the timing offsets.  
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Chapter 6 STATE OF ART SPECTRUM SENSING 

IN COGNITIVE RADIO NETWORKS 

6.1 Introduction 

The fundamental task of each CR device in CRN is to detect the licensed users and 

identify the available spectrum holes. This process, which is achieved by sensing the RF 

environment, is called spectrum sensing.  The design of a spectrum sensing strategy is one 

of the most critical task of CRN since the performance of spectrum sensing has a great 

impact on the performances of both the primary and the secondary network. In fact, CRs 

must not cause harmful interference to PUs by either switching to an available band or 

limiting interference with PUs at an acceptable level. As a consequence, they should 

guarantee both fast and reliable detection of spectrum holes.  On the other hand, the 

secondary network should efficiently identify and exploit the spectrum holes for satisfying 

its throughput and quality-of service (QoS) requirements. Spectrum sensing’s performance 

can be primarily determined on the basis of two metrics: probability of false alarm, which 

denotes the probability declaring that a PU is present when the spectrum is actually free, 

and probability of detection, which conversely denotes the probability of declaring that a 

PU is present when the spectrum is indeed occupied by the PU.  A miss detection (i.e. 

declaring empty an occupied band) will cause interference with the PUs, on the other hand 

a false alarm will reduce the spectral efficiency at the SN. Therefore optimal spectrum 

sensing performance is a trade-off between high detection probability and low false alarm.  

Several strategies have been proposed in literature for spectrum sensing [10, 11] spanning 

from cumbersome techniques (e.g. autocorrelation and auto-covariance-based methods 

[77], and cyclostationary feature detection [78,  79]), to simpler algorithms (e.g. energy 

detectors [80]-[82]). The conventional approach which is taken from code acquisition, is 

based on the energy (or power) detector [81]. In this method the energy (or power) of the 

received signal in a certain band is first measured, and then compared with a pre-selected 

threshold to state whether a PU is present or not. However, in realistic environments, the 
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CR receiver might operate at low Signal-to-Noise Ratio (SNR) regimes, due to the channel 

fading, and under noise uncertainty [82]. Unfortunately, at low SNR values, the 

performance of the Energy Detector (ED) dramatically reduces and reliable spectrum 

sensing is very difficult to achieve [83]. Therefore, alternative spectrum sensing methods 

have been investigated to answer these issues. The eigenvalue-based detection technique is 

one of the most attractive solutions, since this method is quite robust against the noise 

uncertainty problem [84]. Unfortunately, eigenvalue-based methods are computationally 

prohibitive because of the need to perform eigenvalue decomposition. Alternative solutions 

are represented by the autocorrelation-based and cyclostationary feature detectors. The 

periodicity of the autocorrelation function and the inherent cyclostationarity properties of 

digital modulated signals are exploited in order to distinguish them from the channel noise. 

Although these detectors can operate much better than the energy-based ones, they are 

generally too complex [79]. Recently, spectrum sensing methods based on high-order 

statistics of the received signal have been proposed for PU detection in cognitive radio 

networks. These methods allow overcoming the drawbacks of energy detection, without 

dramatically growing up the overall computational complexity of the system. An alternative 

solution to the spectrum sensing is represented by the use of spectrum databases. A CR, 

wishing to access the spectrum, can select one of the available frequency bands in the 

database, without performing spectrum sensing. This solution is very attractive especially 

in wireless systems characterized by fixed spectrum band time-occupation, such as the 

Digital Video Broadcasting (DVB) System [85].  

 

The remainder of this chapter is organized as follows. The basic framework about 

spectrum sensing is presented is section 2. Section 3 introduces filter based method, while 

Energy detection is presented in section 4. Section 5 described features detection method. 

Receiver detection methods are described in Section 6, while interference temperature is 

presented in section 7. Section 8 focuses on cooperative spectrum sensing, and section 9 on 

spectrum databases.  
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6.2 Basic Framework on spectrum sensing  

The spectrum sensing is the key functionality enabling SUs to detect and then to 

opportunistically access the unused frequency bands.  Regardless the specific spectrum 

sensing strategy, the decision about the presence or absence of a signal of interest (i.e., the 

signal transmitted by the PU) can be obtained by comparing a decision metric (e.g. the 

energy of the received signal in the ED approach) against a fixed threshold. This is 

equivalent to discriminate between two alternate hypotheses, as usually happens in the case 

of code acquisition [86]: the H1 hypothesis which states the presence of the signal of interest, 

and the H0 hypothesis, which states the absence of this signal (i.e. a spectrum hole is 

detected). Let s(t) be the signal transmitted by the PU, which is assumed to be affected by 

complex additive white Gaussian noise (AWGN) n(t), with zero-mean and variance 2n
2. 

Then, the received signal r(t) is r(t) = s(t) + n(t) in the H1 hypothesis and r(t) = n(t) in the 

H0 hypothesis. For the sake of the compactness in the remainder of this dissertation, all the 

signals are expressed in terms of their representative vectors. The signal r(t) represented by 

the vector r = s + n is sampled at the receiver side with a sampling period Ts. The sequences 

(of N samples) of the received signal, of the primary signal, and of the noise are defined as, 

respectively: 
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Then, a decision metric is extracted from N samples of the received signal and the 

metric is compared with a fixed threshold to discriminate between the two hypotheses. The 

hypothesis testing problem is expressed as: 
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Many spectrum sensing strategies have been proposed in the scientific literature. They can 

be broadly divided into two main categories: receiver detection and transmitter detection. 

Receiver detection-based strategies rely on the detection of PUs [87], while transmitter 

detection strategies are based on detecting the primary transmissions [10], and the great 

majority of spectrum sensing methods falls in this category. 

 

6.3 Matched filter 

In CRN, matched filter-based spectrum sensing is the optimal solution when the primary 

signal is known to the CR device. As happens in conventional synchronization and code 

acquisition methods, in MF-based spectrum sensing, the received noisy signal is correlated 

with a locally generated replica of the signal of interest in order to distinguish it from the 

channel noise [88]. In wireless communication systems, synchronization usually takes place 

by means of synchronization signals broadcasted by the base station on dedicated channels. 

Then, in order to perform correlation between the local replica and the received (primary) 

signal, time synchronization between primary and secondary users is needed. However, it 

is extremely difficult, if not impossible, for a CR to detect the synchronization signal, and 

then perform synchronization without having any a priori knowledge about the 

synchronization protocol. However, matched filter based detection has the great advantage 

of requiring a very short time to achieve the final decision, in comparison to other detection 

strategies. Unfortunately, some a priori knowledge about the primary signal (i.e. modulation 

type, coding, packet format, etc.) is needed and if this information is unavailable, or not 

accurate, matched filter strategies are useless.  Notwithstanding most of the wireless 

networks and systems have pilots, preambles, or synchronization signals that are known to 

the receiver, in CRN the a priori knowledge about the signals of interests is typically very 

low, and hence, matched filter detectors are rarely used in practices. However, in specific 

scenarios, such as in the digital television systems, the primary signal is known to the CR 

receivers, and matched filter can be effectively used.  
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6.4 Energy Detection  

The Energy detection (ED) is the simplest and most well know spectrum sensing strategy. 

In this approach the energy (or power) of N samples of the received signal is first evaluated, 

and then compared with a pre-determined threshold to state if a PU is present or not [89]. 

Following the mathematical notations used before, the decision variable is expressed as 

follows: 
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(6.3) 

 

Where {ri} with i=1,2..N is the sequence of the received samples. The operations in (6.3) 

require no information about the signal of interest, and the energy detector has a very simple 

and economic structure. As usually happens in the case of code acquisition, the CFAR 

procedure is adopted to determine the threshold value: 

 

 1 4 24 2FA n nQ P N   

       
(6.4)  

 

 

Where PFA is the false alarm probability (i.e., the probability of declaring empty an occupied 

band). Q-1 is the inverse of the Marcum Q-Function and n
2 is the marginal noise variance 

(i.e. the variance of the real or imaginary component only). One of the main drawbacks of 

ED is that the noise variance has to be perfectly known in order to correctly set the threshold. 

When there is no uncertainty and the noise variance is completely known, we can use the 

central limit theorem to approximate the test statistic (under the H0 hypothesis) as Gaussian 

with mean 2n
2 and variance 4n

4. Unfortunately, in most practical cases exact knowledge 

of the noise variance is not possible; hence the assumption is that the noise variance is 

expected to be in the range  [1 𝜌𝜎𝑛
2⁄ ; 𝜌𝜎𝑛

2] where  (with >1) is a parameter related to the 

size of the uncertainty [82]. With a given noise uncertainty , there is a minimum SNR value 

under which a primary signal cannot be reliably detected, not even increasing the number 

of the received samples. This nominal SNR threshold is called the SNR wall for the detector. 
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A possible solution to mitigate the SNR wall problem is proposed in [81], where a novel 

cognitive device is proposed. The device consists of two independent receiving chains each 

comprising: low-noise amplifiers, mixer amplifiers, pre-filters and ADC. The received 

signal is first processed by each of the two chains, independently. Then, the signals at the 

output of each chain are cross-correlated together and the energy of the resulting signal is 

evaluated. The authors also show that the SNR wall is directly proportional to the correlation 

coefficient between the noises added by the receiving chains, and in particular it is zero if 

the noises are totally uncorrelated. This is an ideal case and in practices there is always a 

certain degree of correlation between the two chains. However, since the noises are strongly 

uncorrelated the SNR wall can be effectively reduced.  

Notwithstanding the energy detector can be used to determine whether a spectrum band is 

occupied or not, it cannot be used to decide if the detected transmission belongs to a primary 

or a secondary user. In [90], a spectrum sensing approach able to distinguish between 

primary and secondary users is proposed, which combines simple ED with optimum 

matched filter. The method consists of two consecutive stages: a fast coarse sensing stage, 

followed by a finer sensing stage. More in details, in the first stage ED is exploited to decide 

on the presence of a received signal. Then, during the second (or finer) stage a matched 

filter is used to determine whether the received signal is transmitted from a primary or a 

secondary system. Moreover, the threshold for the energy detector can be dynamically 

controlled to avoid performing the finer stage when there are no active primary users 

 

6.5 Feature detection methods 

Features detection-based spectrum sensing methods have been investigated to answer the 

challenges behind the ED approach. Eigenvalue-based detection technique is one of the 

most attractive solutions, since this method is quite robust against the noise uncertainty 

problem [84]. Unfortunately, eigenvalue-based methods are computationally prohibitive 

because they need to perform eigenvalue decomposition. In [C5], we have proposed some 

methods for reducing the computational complexity of eigenvalue decomposition. In 
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particular, the power method and the inverse-power method are used to decrease the number 

of computations needed for the inversion of the covariance matrix. The periodicity of the 

autocorrelation function and the inherent cyclostationarity properties of digital modulated 

signals can be exploited to distinguish them from the channel noise.  

In [78] the authors propose an effective method for the detection of an OFDM signal. In 

particular, they exploit the periodicity of the correlation coefficient at delays equal to the 

symbol length of an OFDM block. In fact, the presence of the CP gives OFDM signals the 

following well-known propriety: the autocorrelation coefficients 

       * */ρ= E x t x t+τ E x t x t      
 are non-zero only at delays equal to = ±Td, where Td is the 

symbol length and Tc is the CP length. The main rational behind the method in [78] is that 

the auto-correlation coefficients at = ±Td, assume a zero value in the H0 hypothesis (i.e. 

absence of the PU) and a non-zero value otherwise. Then, the hypothesis testing problem 

becomes: 
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2 2,s wσ σ  are the  signal and noise marginal variance, respectively. The decision is based on an 

estimation of the correlation coefficient from a set of M observations (with M >> Td) of the 

received signal [x(0), x(1)....x(Td+M-1)]. In other terms, the testing variable is expressed as 

the maximum likelihood estimate of the correlation coefficient [19]: 
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     For large values of M, the testing variable in (6.7) is asymptotically Gaussian, because 

of the central limit theorem. The hypothesis testing can be written as follows: 
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     The test threshold can be now tuned from a straightforward evaluation of the Gaussian 

integral for a fixed probability of false alarm: 
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2 FAv = erfc P
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         (6.9) 

 

     Moreover, the detection probability (PD) can be determined by means of the error 

function under the H1 hypothesis:   
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      In the case that the CP is known to the receiver, the performances of the overall system 

can be strongly improved. In fact, in this case, and assuming perfect synchronization 

between the receiver and the transmitter, the test statistics in (6.7) can be expressed as: 

 

 

0

2
2

1

1
: 0,

2

1
:

2

cML

c

c1

cML c1

c

H ρ ~ N
M

ρ
H ρ ~ N ρ ,

M

 
 
 

 
 
 
 

        (6.11) 

with: 

 



 Chapter 6 

 

100 

2

2 2

s
c1

s w

σ
ρ =

σ +σ
         

(6.12) 

 

and Mc=Tc 
.Ns, where Ns is the number of OFDM blocks over which the autocorrelation 

coefficient is estimated. As a consequence, the mean of the estimate has increased by a 

factor Ts/Tc under the hypothesis H1, effectively increasing the detection probability.  It has 

to be noted that, even if the CP length may be known to the receiver, since it is related to 

the communications standard, perfect synchronization between the transmitter and the 

receiver is not a typical operating case. The method is quite simple and extremely efficient 

in terms of computational complexity. Unfortunately, it requires some knowledge about the 

transmitted signal (e.g. the length of the cyclix prefix). On the other hand, a cognitive radio 

should be able to operate in many different frequency bands, while detecting the presence 

of primary signals from various communications standards characterized by different 

parameters. For example, in the Digital Video Broadcasting-Terrestrial system, different 

lengths of the cyclic prefix are used. Therefore, effective spectrum sensing strategies should 

be blind, i.e. they should need no a priori knowledge of the communication scenario.  

Autocorrelation and cyclostationarity features detection can perform much better than the 

energy detector and they can distinguish not only the interference from the target signal, but 

also different types of transmitted signals. However, they are generally computationally 

expensive and time consuming. Moreover, it has to be underlined that features detection 

based spectrum sensing methods are not always better than plain ED, since they usually 

incur an initial SNR-loss, because the feature contains only a fraction of the transmission 

power.  

 

Recently, spectrum sensing methods based on high-order statistics of the received signal 

have been proposed for primary user detection in cognitive radio networks. These methods 

allow overcoming the drawbacks of energy detection, under noise uncertainty, without 

dramatically growing up the overall computational complexity of the system. The authors 

in [91] propose a spectrum sensing method, in which the third-order cumulant is first 

estimated, and then applied for binary hypothesis testing. In fact, the third-order cumulant, 
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which accounts for the asymmetry of the probability distribution, is zero for Gaussian 

processes and can be used for separating the signal from the noise. However, this approach 

cannot be used for signals characterized by symmetric probability distributions (e.g., such 

as constant modules signals). 

 

6.6 Receiver detection methods 

Receiver detection methods are based on the detection of the leakage power emitted by 

the RF front end of the primary receivers. In fact, due to the imperfections of the receiver’s 

front end, a portion of the power (i.e. the leakage power) emitted by the Local Oscillator 

(LO) might couple back with the antenna and be radiated out.  

A spectrum sensing approach based on the detection of the LO leakage power is proposed 

in [92]. The CR system consists of several low cost sensor-nodes mounted close to the 

primary receivers.  Each node first detects the LO leakage power emitted by the PU to 

determine on which channel the receiver is tuned, and then relays this information to the 

CRN. The front-end of the sensor node consists of a radio frequency amplifier, a filter and 

a bank of local oscillators, each tuned such that the received LO leakage power falls into a 

fixed IF band. However, in order to determine the RF band on which the LO is tuned, its IF 

should be known in advance. As a consequence, if this information is unavailable or 

inaccurate, receiver detection cannot be used. In addition, the LO leakage power is typically 

very low, and varies depending on the specific hardware technology. Hence, sophisticated 

strategies are needed for leakage power detection [93]. Moreover, the sensor nodes need to 

be mounted closed to the PU receivers, which is not very practical. Finally, the sensor 

network increases the system’s deployment and maintenance costs. As a consequence, 

receiver detection-based spectrum sensing is rarely used in practice. 
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6.7 Interference Temperature Limit 

The Interference Temperature (IT) has been proposed by the FCC as a metric for 

measuring the interference perceived by licensed users [27, 56]. The Interference 

Temperature is the decision metric used in CRNs based on the concurrent spectrum access 

model, to state whether SUs can access the spectrum without interfering with the PUs.   The 

concept of IT is very similar to that of noise temperature: it is a measure of the power and 

bandwidth occupied by the interference.  The basic idea behind interference temperature 

approaches is that by taking a single measurement, a SU can completely characterize both 

the interference and the noise. The conventional method for estimating the IT is based on 

the ED technique. According to this method, the energy (or power) of the received signal is 

first evaluated and then used for estimating the interference experienced by the PU in a 

certain frequency band and at a specific time instant.  There are two IT models: the ideal 

model and the generalized model. The ideal model assumes that the power of the signal 

transmitted by the PU is known to the CR device. Then, the noise (or interference) power 

can be derived, and exploited for IT evaluation. Conversely, in the generalized model, the 

SU has no information about the licensed signal and hence the power of the received signal 

is used for the interference estimation.  More in details, the IT is evaluated as follows:  

R
I

P
T
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Where PR is the received power defined in (6.3), B [Hertz] is the signal bandwidth, 

and K =1.38 ∙10-23 [Joules per Kelvin degree] is the well-known Boltzmann’s constant. The 

non-interference condition is expressed by: 
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Where PSU is the SU power and 𝑇𝐿
𝐺 is the IT limit. For a given geographic area, the FCC 

would establish an interference temperature limit. This value is the maximum amount of 

tolerable interference for a given frequency band in a particular location. Any unlicensed 

transmitter utilizing this band must guarantee that their transmissions added to the existing 
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interference do not exceed the interference temperature limit at a licensed receiver. There 

are two main challenges in the evaluation of the IT. In the ideal model the CR should be 

able to identify the licensed signals. However, energy detection cannot be used for 

distinguishing the noise from the transmitted signal, and some a priori knowledge about the 

primary signal is needed. One common approach is assuming that the locations of the PUs 

are known to the CR and exploiting this information for identifying the licensed users. 

Notwithstanding this assumption is not always true (especially for mobile users), in some 

specific scenarios, such as in the DVB system, the primary transmitters are located in fixed, 

well-known positions and the ideal IT model can be effectively used.  However, in CR 

networks the a priori information about the signal of interest is typically very low, and 

hence, the ideal model is rarely used in practice. In the generalized model the received power 

PR is used for the interference’s estimation, but PR includes both noise and useful signal 

powers. The noise increases the IT value but the licensed signal does not. Hence, with the 

generalized model, the IT may be incorrectly estimated, thus providing bad working 

conditions for the SU.  

 

6.8 Cooperative detection methods 

Conventional spectrum sensing methods decide on the presence of a primary user from 

the local observations of a single CR device. However, sensing the spectrum using only one 

CR has a number of drawbacks and limitations. For example, a CR may not be able to detect 

a primary transmitter located behind a high building (see Fig. 6-1a). Furthermore, a CR 

might miss the detection of a primary transmitter, blocked by a primary user (see Fig. 6-2b). 

These effects are known as the ‘hidden terminal problem’: in both cases (i.e. shadowing 

from a high obstacle or shadowing from primary receiver) a CR fails to detect the PU and 

may access the radio spectrum, thus interfering with the licensed users. Another relevant 

limitation of the single node sensing is that the sensitivity of a single device is often limited 

because of energy constraints (e.g. limited battery power). 

 



 Chapter 6 

 

104 

(a) (b) 

Figure 6-1 The hidden node problem: a) shadowing from an high building, b) shadowing from a primary user. 

 

 

Cooperative sensing has been proposed as a possible solution to these limitations [94], 

[98]. The main idea behind this strategy is to sense the radio spectrum with multiple sensors 

and combine their measurements into one common decision. The collaboration of multiple 

CR users can be used for: (i) improving the detection performance, (ii) increasing the 

sensitivity of the CR devices, (iii) mitigating the hidden terminal problem, and (iv) reducing 

the detection time. Cooperative detection strategies can be divided into two main categories: 

centralized and distributed [98]. In the first case, there is a central node (i.e. the Fusion 

Centre, FC) that collects and combines the sensing data of each CRs. On the other hand, in 

distributed detection there is no central node and the sensing information is shared among 

all the CR devices.   

In [99], a centralized cooperative detection strategy is proposed. The devised method 

exploits spatial, time and frequency diversity for improving the detection performance. The 

main advantage of this procedure is that when some nodes cannot directly report to the 

central node, due to the shadowing phenomena, relay diversity can be used for compensating 

the reduced sensing diversity. This scenario is depicted in Fig. 6-2. Let us assume that CR1 

cannot directly report to the FC because it is blocked by a high building. In this case, CR1 

can share the results of its spectrum measurements with CR2 which, then, relays this 

information to the FC. 
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Figure 6-2 A cooperative detection’s scenario with relay diversity 

 

Conventionally, the participation to the cooperative sensing is mandatory: the FC selects 

which sensor nodes will take part in the detection and broadcasts a message to join the 

cooperative sensing to all the selected nodes. In [100], an alternative selection method is 

proposed. 

Each CR receives an invitation to join the cooperative sensing, and can autonomously 

decide whether to participate or not, based on its internal state (e.g. battery level, channel 

quality information, etc.). This approach allows a more efficient management of the system 

resources since CR devices with critical conditions (e.g. low battery level) will not take part 

in the spectrum sensing.  

Finally, in [101], a weighted combing procedure is described. In more details, a 

weighting factor is assigned to each CR node: nodes that are further away from the FC are 

associated with lower weights, while higher weights are assigned to the closer nodes. The 

main idea behind this approach is to reduce the influence of the furthest nodes in the final 

decision, since the sensing information of these nodes may be incorrect, due to propagation 

loss.  
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6.9 Spectrum Databases 

 Usually, spectrum sensing procedures suffer from some fundamental drawbacks, 

regardless the specific implemented strategy. The sensitivity levels imposed by the 

governing authorities to protect the licensed system are often difficult to achieve, especially 

in the presence of high power adjacent channel signals. Moreover, the spectrum sensing 

does not provide a mechanism to allow governing authorities to exclude some CR devices 

from any particular channel, if required. Finally, there are many types of primary signals 

and the CR may be capable of detecting only certain types, which leaves those undetectable 

primary users unprotected. The use of spectrum databases has been proposed as a possible 

solution to the limitations of conventional spectrum sensing procedures [102]. The main 

idea behind this approach is to provide CRs with large and adaptive databases than can be 

inquired for an available frequency band, without performing spectrum sensing. In [103], 

an effective spectrum database approach is proposed. The cognitive device provides the 

database with its current location, and the database responds with a list of available channels 

that the CR may use. This list includes: (i) the number of vacant channels, (ii) the maximum 

allowed transmitting power on each channel, and (iii) the time interval in which each 

channel can be used by secondary users.  

 A method that combines database inquiries with conventional spectrum sensing is 

proposed in [104]. A CR registers with a spectrum database, using variable resolution geo-

location information. Upon receiving a spectrum access request with the current CR’s 

location, the database responds with a map of available spectrum bands. The CR analyzes 

the spectrum map and conducts spectrum sensing on the available frequency bands. Finally, 

it combines the sensing results with the spectrum map to select the best radio channel. 

Variable geo-location resolution resolves the problem of determining the location of a CR 

in indoor environments. Spectrum databases can be also used to determine the most suitable 

sensing time duration for each frequency band. In [105], a method for deciding the time 

duration of the sensing interval is proposed. The database locally stores an association of 

channels and categories. There are three possible categories: inuse, backup and other and 
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each channel has an association with at least two categories. The sensing time for the in use 

category is the shortest one, the sensing time for the other category is the longest one, while 

the sensing time for the backup category is just in the middle between them. First, the 

cognitive device selects the in use and backup channels, and then performs spectrum sensing 

in each of the selected channels, with the respective time interval duration.  

 Although spectrum database approaches are quite simple and efficient, they suffer from 

some fundamental drawbacks and limitations. The CR need to be equipped with location-

aware devices which increase the overall cost of the system.  The geo-location information 

must be very precise, in order to correctly determine the available channels. However, it is 

impossible to have perfect location information, and hence, the database generally assume 

that the CR may be anywhere within an area indicated by the lowest level of geo-location 

accuracy. As a consequence, the database should be programmed to protect the primary 

users by returning conservative inquiry results, which compromises the efficiency of the 

spectrum utilization. Finally, with spectrum databases is not possible to detect an incoming 

PU in the frequency band in operation.  Nevertheless, spectrum holes’ databases are very 

powerful instrument, especially if used together with the spectrum sensing.  
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Chapter 7 Performance Improvements of OFDM-

Signals Spectrum Sensing  

7.1 Introduction 

 The OFMD is becoming very popular modulation scheme in wireless communication: 

for example, it is used in the wireless local area networks standards (i.e. IEEE 802.11x 

family protocols), in the Long Term Evolution, as well as in the DVB-T systems. Moreover, 

it is going to be a key technology for the future of broadband wireless telecommunications. 

Therefore, it is fair to assume that many primary users will operate in an OFDM – based 

system. Autocorrelation-based spectrum sensing methods are very effective in detecting 

OFDM signals whose autocorrelation presents strongly periodicity proprieties. Recently, 

the authors in [78] have proposed an efficient method for the detection of OFDM based 

primary users. The method (see Chapter 6 for details) exploits the periodicity of the 

correlation coefficient at delays equal to the symbol length of an OFDM block. Detection is 

based on an estimation of the autocorrelation coefficient which should provide a zero-mean 

value in the H0 hypothesis (absence of primary user) and non-zero value otherwise. The 

method is quite simple and extremely efficient in terms of computational complexity. 

Unfortunately, it requires some knowledge about the transmitted signal (e.g. the length of 

the CP), and if this information is unviable or not accurate, the method performs poorly. In 

addition, effective spectrum sensing strategies should be as blind as possible in order to 

detect the presence of primary signals belonging to various communications standards and 

characterized by different parameters.  

 Addressing some of these issues, this chapter presents an innovative blind spectrum 

sensing strategy that can be effectively applied for the detection of OFDM-based primary 

users.  The proposed method is based on a modified version the “Rayleigh-ness test”, which 

was recently introduced for code acquisition purposes in Direct Sequence-Code Division 

Multiple Access (DS-CDMA) systems [12]. The Rayleigh-ness aims to state whether a real 
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positive series is a portion of one realization a Rice or Rayleigh distributed random process. 

The test can be also performed to decide on the presence of a statistically relevant mean 

value of a complex Gaussian model generating both Rayleigh and Rice distributions. In this 

dissertation, we move further proposing a modified version of the Rayleigh-ness test for 

advanced spectrum sensing in cognitive radio networks.  

 The rationale behind the proposed method is as follows. The decision whether a primary 

user is active, or not, can be made on the presence of a non-zero mean value of a Gaussian 

distributed random variable; but this is also equivalent to state whether the observed series 

is a portion of one realization of a Rayleigh (or Rice) distributed random process. The 

Rayleigh-ness test in its original form makes use of matched filter correlation. 

Notwithstanding matched filter are the optimal detector, they require a priori knowledge 

about the signal of interest. Therefore, we have accordingly modified the conventional 

Rayleigh-ness test, in order to provide a blind spectrum sensing method, i.e. no assumptions 

on the system parameters in are needed in the propose strategy. The new method is applied 

for the detection of an OFMD primary signal and its performance matched to the 

conventional method [78] under the same settings and channel conditions.  

  

 The reminder of this chapter is organized as follows. In section 2 the original Rayleigh-

ness is introduced. Section 3 outlines the rationale of our new spectrum sensing strategy, 

while simulation results and comparisons are showed in section 4. Finally the chapter's 

conclusions are briefly depicted in Section 5. 

 

7.2 The Rayleigh-ness test  

In this section the original Rayleigh-ness test for code acquisition is introduced. In code 

acquisition systems, the receiver must be able to synchronize the locally generated PN code 

with the incoming PN code. The conventional acquisition method is based on MF 

correlation (see chapter 3 and 4). This test distinguishes between two different hypotheses: 

the in-sync condition (hypothesis H1), which corresponds to the case of presence of the 
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tested code with the correct timing offset; and the out-of-sync case (hypothesis H0) which 

conversely states the absence of that code with the considered offset. These cases differ 

because the output of a matched filter is ideally constant in the former condition, while it 

randomly varies in the latter one. In fact, it is well known that the user codes employed in 

DS-CDMA are orthogonal only if the users are chip-synchronized with each other.  

Let us assume that the observed signal after the matched filter is periodically corrupted 

by unknown phase factors. In addition, let us consider an additive independent and 

identically distributed (i.i.d.) complex random series H=[η1, …, ηk]
T that affects the 

estimated cross-correlation sample. This series accounts for both the background noise and 

the interference due to the other co-users in the same cell or to the same code with erroneous 

shift. If the number of interferers is large, the series H can be assumed as asymptotically 

Gaussian with zero-mean and variance 2σ2, as a direct consequence of the central limit 

theorem. Then, the series at the output of the non-coherent MF correlator is express as 

follows:  

1 1,.... ......
T T

N NR R                       (7.1) 

 

Where    Kj

k ke
    is a zero-mean complex i.i.d. Gaussian random series accounting 

for phase uncertainty and channel noise effects.  In H1 hypothesis, we have 0   and series 

at the output of the MF correlator is
1 ......

T

K          . On the other hand, in the H0 

hypothesis, 0   and the series at the output of the MF correlator consists only on the noise 

samples, i.e. 
' '

1 ......
T

K   
  .  

The statistical distribution of the observed series is the Rice probability density function 

(PDF) in the former hypothesis, while it reduces to the Rayleigh PDF in the latter case. As 

a consequence, the hypothesis testing is equivalent to decide for the “best fitting” statistical 

model of the real and positive-valued observed series Γ between the Rayleigh and the Rice 

cases. Such decision can be made on the presence of a statistically relevant mean of the 

complex Gaussian model Rk = μ + εk generating both Rayleigh (μ = 0) and Rice (μ≠0) 
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distributions by the magnitude of the complex Gaussian variable │Rk│. In fact, it is well 

kwon, that a random variable  2 2( )Z X Y    is Rice distributed if the two marginal 

variables (i.e. X, Y) are statistically independent Gaussian variables with same variance and 

mean values xy, respectively. Moreover, if the marginal variable have zero mean value 

(i.e. xy=0) Z follows a Rayleigh distribution. In our case, when μ = 0, the observed series 

│Rk│ consists only on the noise samples: since the noise is assumed to be a Gaussian zero 

mean process, │Rk│ is Rayleigh distributed.  

 

The Rayleigh–ness test is based on the following useful propriety. Let be a Rice 

disturbed variable generated as the magnitude of a complex variable with mean . Then: 
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        (7.2) 

Now, if 0  ,   is a Rice distributed random variable, otherwise if 0  ,   reduces to 

a Rayleigh variable. Then, the testing variable is evaluated as:  

2

2 4
ˆ ˆ2x M M            (7.3) 

Where 2M̂ and 4M̂ are the estimation of the second and fourth order moment of the of the 

magnitude of observed series, that are obtained as, respectively: 
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          (7.4) 

Then the test is finally express as follows: 

1

0

H

x

H
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          (7.5) 
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It means that if the testing variable is greater than the threshold value │Rk│ follows a Rice 

distribution and true acquisition is achieved, otherwise │Rk│ is Rayleigh distributed. The 

threshold x  can be tuned form a straight evaluation of the Gaussian integral under the 

CFAR procedure. 

7.3 The proposed method  

In this section, the innovative spectrum sensing strategy is discussed. The basic rational 

behind the proposed method is as follows. The original Rayleigh-ness test [12] exploits the 

mean vale μ of a complex Gaussian model for deciding whether the observed series is 

Rayleigh (or Rice) distributed. The spectrum sensing method proposed in [78], follows a 

similar approach. In fact, the testing variable in (6.7) has zero mean (i.e.  ˆ 0MLE ρ  ) in the 

H0 hypothesis (i.e. absence of a primary user) and non-zero mean (i.e.   1
ˆ

MLE ρ ρ ) in the 

in the H1 hypothesis (i.e. presence of a primary user). Therefore, the decision whether a 

primary user is active, or not, can be made on the presence of a non-zero mean value of a 

Gaussian distributed random variable. But this is also equivalent to state whether the 

observed series is a portion of one realization of a Rayleigh (or Rice) distributed random 

process, and hence, the Rayleigh-ness test can be effectively applied for spectrum sensing 

in CRN.  

 The main drawback of this procedure is that the Rayleigh-ness test is based on a matched 

filter correlation. Notwithstanding matched filter is known as the optimal detector in 

stationary Gaussian noise, it requires some a priori knowledge about the signal of interest. 

However, in cognitive radio scenarios, a priori knowledge about signals under investigation 

is generally very low, and so matched filter detectors are rarely used in practices. In addition, 

a CR should be able to operate in many different frequency bands, detecting the presence 

of primary signals belonging to various communications standards. Therefore, effective 

spectrum sensing strategies should be as blind as possible. Then, in order to effectively 

apply the Rayleigh-ness test for the detection of a primary signal, we replaced the cross-

correlation samples of the received signal with the auto-correlation samples.  
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Let s(t), be the transmitted complex OFDM signal with symbol length Td and CP length 

Tc, which is assumed to be affected by additive complex circular Gaussian white noise n(t). 

The received signal is x(t) =s(t)+n(t) under the H1 hypothesis and x(t)=n(t) otherwise. In 

addition, let 
1 ,....

T

NC C      be the series of the auto-correlation. Then, following the 

same approach as in the previous section, the testing variable of the new method is expressed 

as: 

2
1 1

2 4

0 0

1 1
2

M M

c k k

k= k=

X = C C
M M

  
 

 
         (7.6) 

The testing variable is the compared to a preselected threshold in order to discriminate 

between the two hypotheses. The test threshold can be tuned from a straightforward 

evaluation of the Gaussian integral for a fixed probability of false alarm: 
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     (7.7) 

and the probability of detection is determined by means of the error function in the H1 

hypothesis:   

 
 

 
1

1

1

2 2

c

D

c

v E X | H
P = erfc

var X | H

 
 
 
 

      (7.8) 

 

7.4 Numerical results 

Several simulations trials have been performed to validate the proposed method, versus 

the conventional approach [78], under the same settings and channel. The probability of 

detection of the new detector is evaluated under the CFAR procedure versus SNR of 

practical interest conditions. The reported analysis, a PFA=10-3 and white Gaussian noise 

have been used. Moreover, several Monte-Carlo simulation trials (106 independent runs) 
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have been implemented to numerically evaluate the detection probabilities of the two 

methods.  

Following the same approach of [78], we have considered an OFDM signal with a 16-

QAM modulation and a symbol length of Td=256.  The PD of both the conventional and new 

procedure are shown in Fig. 7-1 for a CP length of Tc=Td/4 (i.e. the length of the CP for the 

WLAN system). The simulated (dotted) lines well matched the theoretical ones, thus 

validating the correctness of the mathematical analysis of the previous sections. 

Notwithstanding the curves referring to new procedure are very close to the one referring to 

the conventional procedure, the conventional test slightly outperforms the new method. 

However, the reduced performance is greatly compensated by the “blindness” of our method 

that requires no additional information on the parameters of the signal of interest. Moreover, 

if the CP duration is known to the receiver the performance of the conventional test can be 

obviously even higher (see again Fig. 7-1). It has to be underlined that this is the best case, 

where all the signal’s parameters are known to the detector. However, this is not a typically 

operating case; hence we refer to this situation as the upper limit of the system performance.  
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Figure 7-1 PD versus SNR (PFA=10-3), of both the new (blind) and conventional method for a CP length of 

Tc=Td/4  

Many communication systems support multiple choices for the CP length (i.e. in the 

case of DVB-T, Tc varies from Td/4, to Td/16). Then, in order to assess the performance of 

the proposed method in real case scenarios, we evaluated the PD with values of the CP length 

spanning from Td/8, to Td/16. Results are shown in Fig.7-2, where it can be easily seen that 

the new method drastically outperforms the conventional one, in all the addressed cases. 

Moreover the performance of the conventional strategy strongly depends on the length of 

the CP and lower PD are obtained with lower Tc. On the other hand, the performance of the 

proposed methods are almost the same, for every CP length.  This is due to the blindness of 

our procedure that is not affected by variations in the CP length.  
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Figure 7-2 PD versus SNR (PFA=10-3), of both the new and conventional method for a CP length of Tc=Td/8  

 

7.5 Conclusions 

This Chapter has presented an effective detection strategy for an OFDM-based primary 

signal. The proposed method requires no a priori knowledge of the signal interest, since it 

exploits the autocorrelation of the received signal. The performance of the new method has 

been analyzed in comparison a spectrum sensing approach [78], based on the 

autocorrelation coefficient. The numerical results, obtained from wide simulation trials have 

evidenced the effectiveness of the devised method in different operating scenarios. We have 

applied our method using typical operating parameters for OFDM signal of wireless local 

area networks (i.e. IEEE 802.11x protocols) and multimedia communications (i.e. Digital 
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video Broadcasting-Terrestrial systems, DVB-T), thus proving the applicability of the new 

method for spectrum sensing in CRNs. 
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Chapter 8 A Software Radio Implementation for 

Spectrum Hole Sensing in Cognitive Radio Networks 

8.1 Introduction  

One of the main requirements of the spectrum sensing is the fast and reliable detection 

of primary users. In fact, SUs are low priority users of the radio spectrum and they must 

release the frequency bands in use as soon as a PU is detected. Cognitive radios should be 

able to sense wide portions of spectrum and identify more than one spectrum hole suitable 

for communications. In this way, if a PU appears in the band currently in use, the SU can 

easily switch to one of the other spectrum holes. The simplest and most natural way of 

dealing with a wideband frequency band is to divide it into multiple sub-channels. Then, the 

problem is to determine which sub-channels are occupied and which are available. 

Generally all the sub-channels are assumed to be independent so that, the multiband sensing 

problem reduces to the conventional hypothesis testing of type (6.2) for each sub-channel.  

In practice, there many cases in which the sub-channels are not independent, due to the 

correlation among adjacent frequencies. In these cases, the detection problem, becomes a 

composite hypothesis testing that grows exponentially with the number of sub-channels. 

However, in many cases, such as in the DVB-T system there is not noteworthy correlation 

between adjacent channels and the independent channel model can be effectively used. In 

such case digital filter banks based on the FFT transform can be used for sensing multiple 

sub-bands in parallel [106]-[107]. These methods are particularly suitable for OFDM 

systems, in which the signal consist of multiple orthogonal narrow band subcarriers.  

Applications of FFT filter bank to the WLAN standards can be found in [108]-[109], while 

Bluetooth signals detection is investigated in [110].  However, conventional filter banks 

methods makes use of analog hardware, because the RF imperfections (i.e. the leakage 

effects of filters, nonlinearity of the amplifier stages, …) can be better handled in the analog 

domain. Also, digitizing a wideband signal with high dynamic range is a problem from the 
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ADC conversion point of view. In fact, the system bandwidth is often large enough so that 

it cannot be digitalized and processed all at once.  Hence, SDR concepts cannot be always 

fully exploited. 

Recently, the authors in [111] have proposed a fast two-stage sensing strategy for 

spectrum holes detection in the DVB-T frequency bands. The method consists in two 

consecutive stages: a preliminary coarse resolution sensing (CRS) followed by a fine 

resolution sensing (FRS). The overall system band is first scanned with a coarse resolution 

bandwidth to identify a set of potentially vacant bands. Then, the selected frequency bands 

are scanned with a finer resolution bandwidth for detecting a spectrum hole. In the two-

stages sensing approach, both analog phase locked loops (PLL) and filters are used to 

generate the carrier frequency and, then, to select the band of interest. This solution strongly 

reduces the system flexibility, and restricts the range of frequency bands over which the CR 

device can operate. Moreover, in such approach ADC limitations are significant in the first 

(CRS) stage, due to the CSB large bandwidth. Conversely, digital filters can be effectively 

exploited in the FRS stage, in which the band of each channel is narrow enough to be 

processed by digital filter banks without any ADC conversion issues.  

In this dissertation SDR concepts and FFT filter bank are exploited for spectrum holes 

detection in DVB-T systems.  A new method is proposed that uses short FFT and detects 

more than one spectrum hole at the same time, without increasing the system complexity. 

The performance of the proposed method are matched to the one in [111] under the same 

signal and channel conditions. The obtained results evidence that the innovative strategy 

allows both higher detection probabilities and lower mean detection time with respect to the 

conventional method.  

 

The remainder of this chapter is organized as follows. Section 2 depicts the system 

model, while the proposed method is detailed in section 3. Section 4 the performance of 

both method are evaluated in terms of the mean number of operations required for achieving 

a decision over the channel occupancy. Results are shown in Section 5, before the 

conclusion briefly depicted in Section 6. 
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8.2 System model  

Let us assume that the entire spectral band comprises N contiguous discrete frequency 

channels of band Bc, which also represents the band of a the signal of interset. There are L, 

with L <<N, spectrum holes, randomly scattered over the N channels. The total spectrum is 

divided into  contiguous coarse sensing block (CSBs) of bandwidth Bcsb, each one 

consisting of =N/ channels of equal bandwidth Bc (see Fig.8-1). First, the overall system 

band is scanned with the coarse resolution bandwidth (i.e. Bsense = Bcsb) and a candidate CSB 

is identified. Then, the selected CSB is scanned with the finer resolution bandwidth (i.e. 

Bsense = Bc) and a spectrum hole is detected.  

 

 

Figure 8-1 Two-stage spectrum sensing for DVB- T. 

 

In both stages, energy detection is used to keep the computational complexity as low as 

possible. Following the same notation of the previous chapters, let assume that 

1 2 3 1 2 3 1 2 3[ , , ... ] , [ , , ... ] , [ , , ... ]T T T

N N Nr r r r s s s s n n n n  r s n  are the sequence (of N samples) of the 

received signal, of the primary signal, and of the noise, respectively. Then the decision 

variable of the ED is evaluate as in shown in eq. (6.3) and here reported for the sake of 

readability: 

2

1

1 N

i

i

X r
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          (8.1) 
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8.3 Proposed method 

One motivation for the analog two-stage approach, or at least for doing the first step on 

the analog side, is that the RF imperfections can be better handled in the analog domain. 

However, while these limitations are significant in the CRS stage, due to the CSB 

bandwidth, digital filters can be effectively exploited in the FRS stage. Therefore, in the 

following, we assume that a CSB has already been selected and we focus our attention on 

the FRS stage only.  

The FFT filter bank (FFTFB) is a computationally efficient technique for implementing 

the equivalent of a bank of band-pass filters. FFTFBs can be effectively used for sensing 

more than one frequency band at the same time, effectively reducing the time required for 

identify spectrum access opportunities. In the basic FFTFB implementation, the received 

wideband signal is processed by an FFT modulus and the Power Spectrum Density (PSD) 

of each frequency band is evaluated. The sensing bandwidth of the filters is inversely 

proportional to the number of samples (NFFT) over which the FFT is computed. However, 

FFTs with a high number of bins are computational expensive and time consuming. 

Therefore, the optimum value of NFFT is a trade-off between performance and computational 

efforts.  

The method proposed in this chapter allows implementing FFTFBs with small NFFT, and 

without decreasing the system performances. The rationale behind the new procedure is as 

follows. The received signal is dived into W blocks of data, and the FFT is performed on 

each block. Then, in every block, a group of contiguous bins is used to evaluate the power 

estimate in each channel. Finally, the PSD of the channel is obtained by averaging the power 

estimates of each the block. The key of the innovative method is the averaging operation, 

which allows to effectively exploit FFTFBs with a small number of bins (i.e. NFFT = 4, 8, 

16) and without decreasing the system performances. 

 

More in details and following the same system model of the previous the entire system 

bandwidth is divided into channels of equal bandwidth Bc, while the signal is divided into 
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W=Ns/NFFT groups of data.  The W consecutive groups of data can be defined by the 

following vectors: 

 

1 1, .... , 0 1
FFT FFT FFT FFTj j N j N j N Nr r r j W     

     B
    (8.2) 

The vectors Bj are then transformed by a FFT of length NFFT as follows: 

,0 ,1 , 1( ) , ... , 0 1
FFTj j j j j NFFT y y y j W

      Y B
    (8.3) 

Now, in each FFT-vector, K=NFFT/bins are assigned to each channel to compute the PSD. 

In particular, for each vector Yj, a vector𝒁𝒋 = [𝑧𝑗,0, 𝑧𝑗,1… . 𝑧𝑗,𝛼−1] of length  is formed by 

summing the power over K contiguous bins. The elements of Z are given by:  
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           (8.4) 

Finally, the decision statistic for the i-th channel is obtained by averaging the power 

estimates in (8.4) over the W blocks: 
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           (8.5) 

The testing variable in (8.5) is then compared with a threshold value, calculated according 

to the desired false alarm probability. Since the testing variable is Gaussian from direct 

application of the central limit theorem, the test threshold can be evaluated from a 

straightforward evaluation of the Gaussian integral as follows: 
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        (8.6) 

   

A different threshold for each channel could be used. However, assuming statistical 

independence between channels, the same threshold for all the channels can be used (i.e.I 

= ). 
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Figure 8-2 Basic scheme of the proposed procedure 

 

8.4 Mean number of required operation  

A relevant parameter for evaluating the performance of a spectrum sensing algorithm is 

the mean detection time required for identifying a spectrum hole. The mean detection time 

depends on the average number of steps required for detecting a spectrum hole (Sdet), and 

the time needed for reaching a decision (TD) about the occupancy of the channel. However, 

while Sdet depends only on the performance of the sensing algorithm (i.e. on both PD, and 

PFA,), TD is strongly related to the specific hardware architecture. Therefore, in the rest of 

this chapter, we refer to the mean number of operations (MNO) as the number of (real) sums 

and multiplications, on average, requested to perform the selected operation [76].  

 

8.4.1 MNO of the Conventional method 

In the two-stage sensing approach, a single channel is first selected and the energy of the 

received signal is computed. The number of arithmetic operations needed for computing the 

energy of the received signal can be derived from (8.1): 1 complex sum and 2 complex 

multiplications are needed for computing each of the Ns square modulus. It is well known 
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that one complex sum is implemented with two real sums, while one complex multiplication 

requests 4 real multiplications and two real sums.Then: 

 

 1 real sum and 2 real multiplications are needed for computing each of the Ns square 

modulus.  

 Ns-1 real sums are required for accumulating all the (square) modulus. 

 

Finally, the total number of required real arithmetic operations (i.e. sums and 

multiplications) is given by:  

 

op 3 1 4 1s s sN N N N             (8.7) 

 

In [111], random search is used in the CRS stage, while serial search is performed in the 

FRS stage. The mean number of steps required for successfully detecting a candidate CSB 

in the first stage is defined as follows: 
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where PD
c is the probability of successfully identifying a spectrum hole and PFA

c is the  

probability of declaring empty a busy channel. In the FRS stage, two opposite cases should 

be considered: the FRS is performed after a correct detection (Scor
FRS), or after a false alarm 

(Sfal
FRS) in the previous stage. The average number of steps is under these tow case is 

expressed as, respectively: 
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where J is a penalty factor that takes into account the consequences of a false alarm in the 

FRS stage, and 
f

DP and 
f

FAP  are the detection and false alarm probabilities of the FRS stage, 

respectively. Finally, the mean number of operations required for detecting a spectrum hole 

is given by: 
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8.4.2 MNO of the proposed method 

The MNO required by the proposed method for determining the testing variable in (8.5) can 

be evaluated as follows: 

 The number of multiplications and sums needed to perform a power-of-two NFFT-

point FFT is given in [20] and equal to: 

     FFT 2 FFT FFTN = [4N log (N )-6 N +8]FFT

op        (8.12)
 

 W · (4 NFFT-1) complex sums and multiplications are needed for computing the 

square modulus in eq. (8.4) 

 W·(K-1) sums are required for accumulating all the (square) modulus in eq. (8.4). 

 (W-1) sums are needed to accumulate all the power estimates in eq. (8.5). 

 

 In conclusion, after some algebra, the total number of required operation is expressed 

as: 

 

FFT FFT FFT= [4 log( )-2 N +7+ ]-1opN W N N K     (8.13)
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It has to be noted that most of the required arithmetic operations is due to the FFT stage, 

while the latter stages have a minor impact on the overall computation complexity. High 

FFT lengths are needed to process very wideband signals. On the other hand, as the FFT 

length becomes higher, the computational complexity increases and the benefits of using 

FFTFBs become less significant. Due to such bandwidth constrains, in the subsequent 

analysis, it assumed that a candidate CSB has already been selected and we focus on the 

FRS stage only. Assuming that no false alarm has occurred in the CRS stage, all the 

channels in a CSB can be simultaneously tested. Under such assumption equations (8.9) 

and (8.10) rewrite as, respectively: 

1cor

frsS           (8.14) 
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      (8.15) 

The mean number of steps in the FRS stage, can be now expressed as: 
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         (8.16)
 

Finally, the mean number of operations required for spectrum holes detection in the FRS 

stage is given by: 
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  (8.17)
 

 

The formulas show that the number of operation required for each step is higher than in 

the conventional method. However, such increasing is fully compensated by the reduced 

number of steps needed for spectrum holes detection. In addition, if short FFTs are used 

(i.e. NFFT = 4, or NFFT = 8) the FFT can be computed with fast and multiplication free 

implementations, the effectively reducing the MNO.  



 Chapter 8 

 

127 

8.5 Numerical Results 

Several simulations have been performed to validate the proposed spectrum sensing 

procedure versus the two-stage sensing approach. The performances of the two methods are 

evaluated in terms of detection and false alarm probability. Furthermore, we have evaluated 

the mean number of arithmetic operations required by the two methods to detect a spectrum 

hole in the band of interest. Several Monte-Carlo simulation trials (105 independent runs) 

have been implemented to numerically evaluate the performance of the two methods. We 

assume that each CSB consists of  = 4 channels of bandwidth Bc (= 6 MHz). In all the 

addressed cases DVB-T signals and white Gaussian noise have been used. In order to assess 

the performance of the new method in many different operating cases, various FFT lengths 

have been used (i.e. NFFT = 4, 8, 16, 64, 128). The receiver operating characteristic (ROC) 

curves, i.e. PD vs. PFA, varying the length of the FFT, are shown in Fig. 8.3, in 

correspondences of SNR= -10dB. As it can be seen, for small NFFT, the conventional method 

outperforms the proposed one. However, as the value of NFFT increases, the curves referring 

to the two methods become closer, and they perfectly overlap for sufficiently high NFFT (i.e. 

NFFT = 256). The reason for such behavior can be explained as follows. The conventional 

energy detector assumes using ideal sensing filter, with rectangular frequency response. In 

the proposed method, if short FFTs are used (i.e.  NFFT =4), the filter frequency response is 

actually a sinc(·) function (where sinc(x)=sin(x)/x). The signals’ bandwidth is narrow 

compared to the sinc-filter bandwidth, and hence, the captured energy is reduced. As a 

consequence, the mean of the test statistic under the hypothesis H1 reduces and the 

performance of the proposed method decreases. However, with longer FFTs, this effect 

appears significantly only in the edge sub-bands, and the performance of the proposed 

method starts increasing. Moreover, the same number of samples has been used for both the 

considered methods. In particular, Ns =1024 time-samples are used in the conventional 

method for achieving the final decision over the occupancy of one single channel. On the 

other hand, only Ns/4 are used by the new method. In fact, the total number of samples used 

by the proposed method is still Ns but now the final decision is done over  = 4 channels. 

This means that, for each channel, Ns/4 different samples are actually used. Thus, with the 
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same number of samples (i.e. Ns = 1024), we can now test four channels all together, 

effectively reducing the mean number of arithmetic operations. The MNO required by the 

two methods is shown in Fig. 8-4 versus the ratio between the number of spectrum holes 

and the total number of channels (i.e. L/N). 

 

Figure 8-3. ROC curves of both the new and the conventional approach, for Ns=1024 and for signal-to- noise ratio 

SNR=-10dB 

 

As the number of spectrum holes increases (i.e. L/N → 1) the MNO of the two methods 

becomes closer. That is because the probability of identify a spectrum holes in the first 

scanned channels becomes higher and fast detection in possible even with the conventional 

method. However, in most practical cases, spectrum holes are very rare. When L/N<<1 the 

proposed method drastically outperforms the conventional one.  The detection performances 

of the innovative approach can be improved by increasing the number of sensing samples 

of each channel. Then, for a sufficiently high number of samples, i.e. Ns=4096, even with 

short FFTs, the proposed method outperforms the conventional one.   
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A performance comparison between the two strategies is depicted in Fig. 8-5, where 1024 

and 4096 samples are used by the two-stage and the proposed scheme, respectively. In 

particular, the conventional method exploits 1024 samples for achieving the final decision 

over one single channel.    

 

Figure 8-4 Mean number of required operations of both the conventional approach and the FFT method 

versus the ratio between the number of spectrum holes and the total number of channels (L/N), for Ns=1024 
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Figure 8-5 ROC of the conventional and proposed FFT methods for different numbers of received samples 

(1024 and 4096) and for SNR=-10dB. 

 

Then, Ns/4=1024 samples, for each channel, are used by the proposed method. It is evident 

from the graph that, with a FFT of only 8 bins, our method drastically outperforms the 

conventional one. It has to be noted that the increase of the number of samples has only a 

neglible impact on the MNO. Fig. 8-6 shows the MNO in this news scenario. It can be seen 

that the FFT-based method with Ns=4096 is still faster than the two-stage approach with 

Ns=1024 
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Figure 8-6. Mean number of required operations of both the conventional approach (Ns = 1024) and the FFT 

method (Ns = 4096) vs. the ratio between the number of spectrum holes and the total number of channels (L/N). 

 

8.6 Conclusions  

This chapter has presented a software radio implementation for multi-channel spectrum 

sensing method in CRN that exploits FFT filter banks.  A performance analysis of the 

proposed method has been carried out in comparison with a two stage sensing approach that 

exploits analog band-pass filters.  Numerical results show that the FFT filter banks allows 

achieving both higher detection probabilities and lower mean detection time.  Different FFT 

lengths have been used, and the obtained results have evidenced that good performances 

can be achieved even with small FFT lengths, with the advantages of free multiplication 

implementations.
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Chapter 9 NORMALIZED VARIANCE-BASED 

SPECTRUM SENSING 

9.1 Introduction 

Recently, spectrum sensing methods based on high-order statistics (HOS) of the received 

signal have been proposed in advance cognitive radio system. These methods allow 

overcoming the drawbacks of energy detection under noise uncertainty, without 

dramatically growing up the overall computational complexity. In fact the main drawbacks 

of ED is that the noise variance has to be perfectly known in order to correctly set the 

threshold, however in most practical cases exact knowledge of the noise variance is not 

possible. Hence, the assumption is that the noise variance is expected to be in the range 

[(1/)·2,·2] where  is the parameter related to the size of the uncertainty.   Hence, 

accurate estimates of the noise variance are needed to overcome the drawbacks of weak 

signal detection and noise uncertainty, without dramatically growing up the overall 

computational complexity of the system. Many HOS have been proposed in the scientific 

literature. In [91], the authors first estimate the third-order cumulant (accounting for the 

asymmetry of the probability distribution) and then use this value as the testing variable to 

decide about the presence of the primary user in a certain band. Unfortunately, this method 

cannot be used for signals characterized by symmetric distribution, such as constant 

modulus (CM) signals. However, this assumption is usually verified in CR communications, 

since primary transmissions often take place by means of CM waveforms that are also 

highly desirable for portable digital radios [112]. Important examples are represented by the 

cases of: the wireless microphones [113], the phase shift keying (PSK) modulation used in 

the Direct Sequence-Code Division Multiple Access (DS-CDMA) technique [114], and the 

Gaussian Minimum Shift Keying (GMSK) modulation employed by both the GSM cellular 

network and the Bluetooth system [51]. Therefore, it is fair to assume that many PUs will 

be CM based.  
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In this dissertation, a novel HOS-based spectrum sensing technique, called the normalized 

variance (NV) method is proposed. The method allows fast and reliable detection of primary 

users. The rationale behind the new strategy is as follows. First the second and fourth order 

moments of the received signal are evaluate. Then a new decision variable, namely the 

normalized variance ( ), is derived as a function of these higher order moments and 

compared to a preselected threshold for determine the presence of PUs. It has to be noted 

that no a priori knowledge about the signal of interest is needed by the innovative method, 

and the sole assumption made is to work with constant-modulus (CM) signals.  

 

The remainder of this chapter is organized as follows. The new method is described in 

Section 2. Performance analysis is carried out in Section 3, while results are reported in 

Section 4. Finally, chapter conclusion are depicted in section 5. 

 

9.2 The NV method 

 

The main idea behind the new procedure is that the normalized variance of the received 

signal is lower when the primary user is present (H1 hypothesis), while it is higher in the 

alternate H0 (i.e. when we have only noise, H0 hypothesis). In fact, the signal of the primary 

user is a realization of a CM process with power Ps. Conversely, the same consideration is 

not more valid for the channel noise which is a realization of a Gaussian process. Hence, 

the normalized variance of the received signal can be effectively used for discriminating 

between the presence and absence of the signal of interest. In same case and applications, 

the primary signal level may be very week at signal samples; hence, we introduce an 

integration operation that is realized as follows. The received signal is first dived into L 

blocks of K samples. Then, the second and fourth order moments of each block are 

estimated, and the normalized variance of each j-th block evaluated. Finally, the normalized 

variance over L blocks is derived as the sum of each j-th normalized variance, and then used 

as the testing variable to state whether a primary user is present or not.   
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More in details, let the vectors of the received signal, of the primary user’s signal, and of 

the noise, in the j-th data block, be defined as follows: 

 

1 1

1 1

1 1

, ....

, ....     

, ....

j j K j K j K K

j j K j K j K K

j j K j K j K K
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R

S

N

        (9.1) 

with 0 ≤ j ≤ L – 1. Now, let M2, j be the second-order moment of the received signal in the 

j-th block and expressed as follows:   

 2
* * * *

2, j j j j j j j j j j jM E E E E E                           
S N S S N N S N N S    

where E[∙] denotes the expectation operator,│∙│ stands for the absolute value, and (∙)* 

denotes the complex conjugate operator. Assuming that the signal and the noise are zero-

mean, mutually independent random processes, we have: 
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Eq. (4) can now be re-written as follows: 


* *

2, S, ,j j j j j j N jM E E P P           S S N N      

where PS, j and PN, j are the signal and noise powers in the j-th block, respectively. Now, let 

M4,j denote the fourth order moment of the j-th block and expressed by: 
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   (9.5)

Assuming that the real and imaginary components of the noise and signal processes are 

orthogonal, we have: 
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 Then, the fourth order moment re-writes as follows: 
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Recalling the well-known mathematical relation var[x]=E[x|2] - E[x]2, the normalized 

variance of each block can be obtained as follows: 
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And after some algebra we : 
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Finally, the normalized variance is defined as the average of (9.9) over the L blocks, as 

follows: 
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            (9.10) 

Now, its estimation is used as the testing variable for discriminating about the presence 

and absence of the primary user. The new testing variable is hence estimated according to 

the following: 
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where the estimates 2,
ˆ

jM , and 4,
ˆ

jM  of the second and fourth order moments are obtained, 

respectively, as:  
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and ri is the i-th sample of the received signal.  

 

The testing variable in (9.11) is asymptotically (L → ∞) Gaussian as a direct consequence 

of the central limit theorem. Hence, the test threshold can be asymptotically tuned from a 

straightforward evaluation of the Gaussian integral for a fixed probability of false alarm, 

under the null-hypothesis: 

11ˆ[ ] (2 )
ˆ2 var[ ]

FAE erfc P   


      (9.13) 

Then, the test is finally expressed as follows: 

1

0

ˆ

H

H







         

 (9.14) 

It means that if the testing variable is greater than the threshold value () the algorithm 

decides for the hypothesis H0 (i.e. absence of the primary signal) otherwise the choice is for 

H1 (i.e. presence of the primary signal).  The probability of detection PD is determined in 

the H1 hypothesis as: 

ˆ
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9.3 Performance Analysis 

In this section, we theoretically evaluate the performance of the proposed method, 

evaluating the bias and the variance of the testing variable in (9.11). It has to be noted that 

the testing variable is obtained as the sum of L statistically independent variables. Therefore, 

both its bias and its variance can be easily obtained as the sum of the biases and variances 

of these L independent variables, as: 
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Consequently, in the following analysis we focus our attention on the bias and the 

variance of ˆ
j . Let us define, for the sake of the compactness 2, 2, 2,
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mean random variables. Then, under the assumption of small errors for the high-order 

moment estimators ( 2,
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jM ), the estimation errors can be accordingly evaluated by a two-

dimensional (2-D) reduced Taylor expansion up to the second order: 
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The algebraic expressions (9.18) and (9.19) are trivially derived from a mere computation 

of the partial derivatives of the expressions in (9.11). The variances 
2

2,[ ]jE  , 
2

4,[ ]jE   and the 

covariance 
2, 4,[ ]j jE    of the high-order estimators are obtained as follows. The variance of 

2

2,[ ]jE   can be derived as: 
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And following the same approach the expression of 2

4,[ ]jE   is given by: 
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Finally, the expression of the covariance can be obtained as follows: 
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(9.22) 

In order to evaluate the covariance in (9.22) and the variance in (9.21), the sixth- (M6) and 

eighth-(M8) order moments need to be calculated. Recalling the analysis depicted in Section 

III, the sixth- and eighth-order moments can be derived as follows: 
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Then, by substituting each of the expressions (9.18)-(9.24) into (9.16) and (9.17), the 

desired expressions of the estimation errors are obtained as follows: 
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Finally, we can easily obtain the expressions of the bias and of the variance of the testing 

variable using (9.24) and (9.25) in (9.15) e (16). It has to be noted that both the estimations 

in (9.25) and (9.26) vary with 1/K, meaning that the estimator is consistent (i.e. as K becomes 

larger and larger, the estimate tends to the true value).  

 

9.4 Results 

Several simulations have been performed to validate the proposed NV sensing procedure 

versus the conventional ED approach.  Several Monte-Carlo simulation trials (105 

independent runs) have been implemented to numerically evaluate the performance of the 

two methods. A QPSK modulation with rectangular pulse shaping has been used, with a 

target PFA = 10-2. In all the following results, we have evaluated the PD both in an analytic 

way, i.e. using equation (9.15), and by means of simulations. The time record length is Ns 

= 50000 complex samples, and different values of the noise uncertainty have been 

considered. Moreover, in all the addressed cases a block length K = 1000 and different 

number of blocks L have been considered. Then, we have evaluated the performance of both 

the ED and the NV approach in terms of PD versus SNR of practical interest. Fig. 9-1 reports 

the theoretical and simulated results for the PD of the two methods with Ns =50000, L = 50, 

K =1000 and 1 dB (noise uncertainty).  
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Figure 9-1 Theoretical (T.) and simulated (S.) results for the PD vs. SNR of both the new NV and conv. ED 

methods, with 1 dB of noise uncertainty and Ns = 50000, K = 1000, L = 50. 

The curve referring to the ideal ED (i.e. the detector with exact knowledge of the noise 

variance) is also reported as representative of the upper bound of the system performance. 

ED is used as a proof of concept of the new method here propsed.The simulation results 

(dotted lines) well match the theoretical ones (solid lines), thus validating the correctness of 

the mathematical analysis and assumptions of the previous Sections. It can be easily seen 

from the graphs that the NV method strongly outperforms the conventional ED approach. 

Then, the detection probabilities of the two methods for = 0.5 dB are shown in Fig. 9-2: 

the proposed NV method outperforms the conventional one also in this case. It has to be 

noted that our method is not affected by the noise uncertainty problem since exact 

knowledge of the noise variance is not needed for setting the test threshold.  On the other 

hand, in the ED approach the threshold depends on the noise variance, and if it is not exactly 

known the performance of the ED strongly reduces (see again fig.9-1, 9-2) 
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Figure 9-2. Theoretical (T.) and simulated (S.) results for the PD vs. SNR of both the new NV and conv. ED 

methods, with 0.5 dB of noise uncertainty, and Ns = 50000, K = 1000, L = 50. 

Then, we have evaluated the mean detection time (MDT) required by the two techniques 

for detecting a primary signal. Similar to the definition of MAT in code acquisition systems, 

the MDT is defined as the time (i.e. the number of samples) needed on average before a 

correct detection is declared. The MDT can be expressed as follows: 

2
( )

2

D

FA P

D

P
MDT M P T

P


   


       (9.27) 

where M is the number of sensing samples (i.e. M = K∙L for the NV method and M = Ns for 

the ED approach) and Tp is the time needed for recovery from a wrong decision when 

declaring empty a band where a primary user is actually transmitting. Since the term

( )FA PM P T  is the same for both method, we can define the MDT-gain as the ratio between 
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the MDT of the conventional and of the proposed methods, respectively. The MDT-gain is 

shown in Fig. 9-3 versus SNR values representative of typical operating cases.  

 

Figure 9-3 Theoretical (T.) and simulated (S.) results for the MDT-gain vs. SNR for several values of L and 1 

dB of noise uncertainty. 

 

We focus only on SNR values belonging to the interval [-6, 8] dB, since this situation 

corresponds to detection probabilities higher than 0.5. The MDT-gain is higher than 1 in all 

the addressed case: i.e. the NV approach strongly outperforms the conventional ED, 

allowing a faster detection of primary users. Higher MDT-gains are obtained with lower 

values of L, as expected. Moreover, for L = 50 (red solid line) we have K∙L=50000 and both 

the ED and the NV method exploit the same number of samples. Then, as L decreases, the 

number of samples used by our strategy becomes lower and the MAT-gain increases. 

Unfortunately, as L decreases, the PD starts worsening (Fig. 9-4), since the test is now made 

on a lower number of sensing samples. The detection probabilities of the ED (with 

Ns=50000) and of the NV method (with L = 25, 40, 50 and K =2000, 1250, 1000) are 
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depicted in Fig. 9-4. As we can see, even with lower values of L the proposed method 

strongly outperforms the conventional ED approach, thus proving the effectiveness of the 

NV test for PUs’ detection in cognitive radio networks. It has to be noted that the number 

of blocks used in the NV testing procedure can be dynamically changed according to the 

specific operating scenario. In particular, lower values of L can be used for reducing the 

sensing time, while higher values of L should be used for accurate PU’s detection. In fact, 

using high values of L increases the number of sensing samples over which the decision is 

made, thus improving the detection probability. Unfortunately, the time needed for 

achieving the correct decision also increases, and fast PUs’ detection is no longer possible. 

 

Figure 9-4. Theoretical (T.) and simulated (S.) results for the PD vs. SNR of both the new NV (with L = 25, 

40, 50 and K =2000, 1250, 1000) and the conv. ED (Ns = 50000) methods, with 1 dB of noise uncertainty. 
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9.5 Conclusions 

This chapter has presented a novel spectrum sensing technique based on HOS of the 

received signal. A new metric has been first defined, namely the normalized variance (NV), 

and then used as the testing variable for primary user detection. The performance of the 

proposed technique is evaluated by theoretical analysis and computer simulations, in 

comparison with the conventional energy detector and in presence of noise uncertainty. The 

results have shown that the proposed method is characterized by higher detection 

probabilities and faster sensing time than the conventional approach.  
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Chapter 10 PERFORMANCE IMPROVEMENTS OF 

COOPERATIVE SPECTRUM SENSING WITH 

CORRELATED COGNITIVE USERS 

10.1 Introduction 

Cooperative sensing has been recently proposed has a possible solution for the sensing 

problems arising in presence of noise uncertainty and fading, where coherent combining at 

the receiver side is requested [115]. In cooperative spectrum sensing the final decision about 

the spectrum occupancy is obtained by combining the decision of each single SU [14]. 

Energy detection is used at the SUs in order to reduce the system complexity. The 

cooperation between SUs can occur in different ways, and many different methods have 

been proposed in the scientific literature [116]-[117].  However, conventional methods 

assume that the observations from the cooperative sensors are independent, in order to 

simplify the analysis. But, this assumption is not practical when the proximity of the sensors 

results in correlated observations. In particular, the authors in [118] analyze the impact of 

correlated SUs observations in terms of overall detection probability. In addition, they 

combine the correlated observation by fixing the fusion rule to one of the three decision 

rules: OR, AND, and Majority (MAJ) Voting.  

In this chapter, a new test for the performance improvements of cooperative spectrum 

sensing in the presence of correlated users is proposed. In fact, in the presence of strong 

fading or shadowing effects, some correlated observations may be under the threshold of 

the conventional ED, even if the PU is effectively transmitting. This behavior results in a 

dramatic reduction of the detection probability of the system, thus increasing the 

interference with PUs. The method proposed in this chapter, which is based on the twin test 

that has been introduced in chapter 4, aims at recovering these unlucky cases. The 

performance of the new approach is matched to the method proposed in [118], under the 

same setting and channel conditions.  
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The remainder of this Chapter is organized as follows. Section 2 depicts the system 

model of cooperative spectrum sensing as well as the ED approach in the presence of 

correlated users. The new test for cooperative spectrum sensing in the presence of correlated 

users is depicted in Section 3, while comparisons and simulation results are discussed in 

Section 4. Finally, the conclusions are briefly depicted in Section 5. 

 

10.2 Spectrum Sensing for Correlated Users 

In conventional cooperative spectrum sensing each SU performs spectrum sensing locally 

and independently, and then sends its decision to a fusion center (or secondary base station) 

that makes the final decision about the occupancy of the frequency band.  The fusion center 

can adopt the following fusion rules (see Fig. 10-1):  

 

 OR fusion rule: the fusion center declares that the frequency band is not empty 

if at least one SU declares the presence of a PU. 

 

 AND fusion rule: the fusion center declares that the frequency band is vacant if 

all the SUs state the absence of a PU. 

 

 MAJ or Majority voting fusion rule: the fusion center identifies the frequency 

band as a spectrum hole, if more than half of the SUs decide for the absence of 

a PU.  

 

The OR and MAJ voting rules are always superior to the AND rule: in fact, in the AND rule 

all the observations must be under the threshold to declare the presence of a spectrum hole, 

that is a too strict requirement to be satisfied for a large number M of SUs.  
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Figure 10-1. Cooperative sensing in the presence of correlated observations, with the: a) OR fusion rule; b) 

AND / MAJ voting fusion rules. 

 

10.3 Proposed method 

In large SNs, where there are many SUs, the spectrum observations may be strongly 

correlated, due to the proximity among SUs. In such case, the performance of the 

conventional independence based model drastically reduces. Moreover, the results in [20] 

showed that the performance of cooperative sensing in the presence of correlated users 

degrades with the increasing in correlation between the correlated observations for all the 

fusion rules. In this Section, we design a new test for the performance improvements of 

cooperative spectrum sensing in the presence of correlated observations. The method is 

based on the twin test for code acquisition, which has been described in chapter 4. In fact 

code synchronization is a task that is conceptually similar to spectrum sensing: in both case 

the problem is modeled as a binary hypothesis testing, where a testing variable is compared 

to a proper pre-selected threshold. Here, a modified version of the twin test, namely the 

Modified Twin Test (MTT), is proposed for application to cooperative spectrum sensing. In 

particular, since strong fading and shadowing effects may result in a degradation of the 

spectrum sensing performance, first a further threshold is introduced; then the correlated 

observations are processed by both OR and MAJ voting rules in order to improve the 

detection performance, while enabling faster rejection of occupied bands.  The rationale of 

the MTT is as follows. An additional threshold VL (lower than the conventional one) 

introduced, to be jointly overcame by the majority of the correlated observations (see Fig. 

10-2). If the testing variables are under the upper threshold VU (different from the 
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conventional threshold V) but more than half exceed the lower threshold VL, it is still 

possible to declare reliable detection of a PU signal. The CFAR criterion is adopted for 

setting the threshold value. As happens in the original twin test, there is more than one 

possible pair of thresholds (VL, VU) that meet the CFAR criterion, and the best one is chosen 

as the pair maximizing the PD.  

 

Figure 10-2 Cooperative sensing in the presence of correlated observations, with the: a) OR fusion rule; b) 

AND / MAJ voting fusion rules. 

 

In the ED method, the testing variables are examined according to one out of the three 

rules AND, OR, MAJ. The modified twin test combines two rules at once (see Fig 10-2), 

and declares true PU detection if one of the corresponding testing variables exceeds the 

upper threshold VU (OR strategy), or if half or more of the testing variables are between the 

lower and the upper thresholds (MAJ strategy). Moreover, since the testing variables are 
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strictly correlated, if they are jointly below the lower threshold it is unlikely to have PU 

detection in one of them, and can be both discarded. 

 

10.4 Numerical Results 

In this section, simulation results are presented and discussed to evaluate the performance 

of cooperative sensing in the presence of correlated users. In particular, we match the results 

of the method in [120], in order to state the effectiveness of the proposed MTT.  The 

correlation between the M observations is represented by the correlation coefficient , which 

is assumed to be equal under the two hypotheses H0 and H1. Following the same approach 

as in [120] we assume that the network consists of M cognitive users, and all the SUs 

participates in the final decision. The number of sensing symbols N is set to 1000, the target 

PFA is considered equal to 10-3, and all the cooperating users have equal unitary noise 

variance. Fig. 10-3 shows the detection probability of the two methods for the OR, AND, 

MAJ voting rules as well, versus the signal-to-noise ratio (SNR) for M = 3. Fig. 10-3a   

represents the case of  = 0.1, while Fig. 10-3b depicts the cases of  =0. 5, respectively. 

In all the considered cases, the MTT always outperforms the conventional methods for 

all the fusion rules, showing higher detection probabilities in correspondence of the same 

SNR. It has to be underlined that, for high SNR values, i.e. when the channel is good enough 

so that the single CR user declares a correct decision on its own, the effects of correlated 

observations become weaker and weaker, and all the methods present the same 

performance.  Fig. 10-4 reports here the cases of M = 5 for a correlation coefficient equal to 

0.1 (see Fig. 10-4a) and 0.5 (see Fig. 10-4b). 
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  (a) 

(b) 

Figure 10-3 Detection Probability of all the considered methods for 3 correlated observations (a)  = 0.1; (b)  = 

0.5. 
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(a) 

 

(b) 

Figure 10-4. Detection Probability of all the considered methods for 5 correlated observation and: (a)  = 0.1; (b)  = 

0.5. 

 

a) 
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 (a) 

 

  (b) 

Figure 10-5. Detection Probability of all the considered methods for 5 correlated observation and: (a)  = 0.1; (b)  = 

0.5. 
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It is interesting to note that the PD increases with the increasing of the number of sensors 

(M), as the observations become more and more correlated (i.e. with higher correlation 

coefficients). This is due to the fact that in presence of correlated users, increasing the 

number of sensors means exploiting multi-user diversity, hence increasing the system 

performance. 

Finally, we have analyzed how the performance improvement obtained with the 

MTT procedure reflects in a detection gain, varying the correlation coefficient. In particular, 

we have defined as detection gain (DG) the ratio between the PD of the MTT and the PD of 

the conventional approach. Fig. 10-6 shows the DG in the cases of M = 5, and 10 correlated 

users (see Fig. 10-6a, and Fig. 10-6b respectively). Again, it is easy to see that the MTT 

method is always superior, reaching detections of about 20%, if compared with the better 

conventional OR fusion strategy. 

  (a) 
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(b) 

Figure 10-6 Detection Gain of all the considered methods versus the correlation coefficient for: a)  

and; b) M = 10 correlated users. 

10.5 Conclusions 

This chapter has addressed the problem of cooperative spectrum sensing in the presence of 

correlated cognitive users. In particular, we have propose an innovative test, the modified 

twin test (MTT), has been proposed for recovering all those unlucky cases where strong 

fading and shadowing drastically reduce the system detection performance. Our method 

combines the OR and the Majority voting rules, in order to improve the detection 

performance, while enabling faster rejection of occupied bands. The obtained results, 

obtained from wide simulation trials, demonstrate the effectiveness of our MTT method for 

application in cognitive radio networks in the presence of correlated users. 

  

 



 Chapter 12 

 

155 

Chapter 11  

 

Effective Monitoring of Freeloading User in the 

Presence of Active User in Cognitive Radio Networks 

11.1 Introduction 

In a CR network, the possibility of trading the radio spectrum offers new business 

opportunities for both PUs and SUs [8]. PUs can lease unused resources to SUs in exchange 

for appropriate remuneration, while maintaining the ownership of the spectrum. On the other 

hand, SUs can use the frequency bands which could not otherwise access. In a CRN, two 

types of spectrum market can be identified: the primary market and secondary market. In a 

primary market, the spectrum leasing is performed directly among primary users (i.e., the 

spectrum holders) and secondary users in a long-term manner (e.g., weeks or months). In a 

secondary market, the spectrum can be traded among secondary users in a finer time scale 

(e.g. several minutes). In this scenario secondary service provider (SSP) can lease spectrum 

resources from spectrum brokers to provide service to secondary users. 

 Unfortunately, in this operating scenario there is also room for fraudulent users. In fact, 

a deceitful cognitive SU could use its technical advances for hiding himself under the noise 

floor, and not being charged for using the radio spectrum. The aim of such “freeloading” 

users (FLUs) is to use the spectrum secretly. Their transmit power must be as low as possible 

in order to be confused with the channel noise. Notwithstanding FLUs do not directly 

damage the communications of active users (either PUs or SUs), they represent a relevant 

economic loss for CRN providers. In fact, even if the freeloader does not deteriorate the 

authorized signal, it is illegally accessing the spectrum. This behavior reflects in a profit 

loss for the service providers, which, in turn, will enhance the fees for accessing the 

spectrum to the authorized users. In fact, the service providers aim at maximizing their profit 
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and hence, the price and supply of bandwidths in the secondary market will change, due to 

the presence of the freeloaders. To the best of our knowledge, this is an operating scenario 

that is completely different from what has been studied in the literature about cognitive radio 

users. In fact, FLUs cannot be considered as conventional SUs according to the OSA and 

CSA models. In the first case (OSA), the SU transmits high power signals, while in the new 

model the FLU transmit very low power signals. On the other hand, in the second situation 

(CSA) the SU is a cooperative user, while here, the FLU is fraudulent. In addition, this is 

not even the case of a fraudulent SU that pretends to be a PU, as in the case of the Primary 

User Emulation (PUE) attack [120]-[121], since in a PUE the SU exploits again very high 

power signals. Then, the detection of a SU hiding in between PUs is discussed in [122], but 

the authors exploit a completely different an approach. In particular, they introduce a 

cyclostationary detection method, assuming that the deceptive CR transmits only when there 

are no active PUs and using different signal parameters from those of the PUs. Conversely, 

in this dissertation we propose an innovative signal processing technique for the detection 

of an unknown low-power constant modulus signal (i.e. the FLU signal) in noise of 

unknown variance and in the presence of an active high power signal (i.e. either PU or SU). 

The proposed procedure exploits higher order statistics, up to the sixth moment, of the 

received signal to obtain an estimation of the fraudulent, of the noise and of the active user 

variances: we have these three afore-mentioned unknowns in three independent equations 

(i.e. the second, the fourth and the sixth order moment of the received signal). The estimated 

power of the freeloading signal is then the decision variable exploited, for discovery the 

hiding FLUs.  

 

The remainder of this chapter is organized as follows. The operating scenario with a FLU 

transmitting in the presence of an active user is illustrated in the first half of Section 2, while 

the system model is depicted in the second half of the Section. The new signal processing 

algorithm for FLU detection is described in Section 3, and the noise and signals’ variances 

are then theoretically derived. In Section 4, a theoretical analysis about the performance of 

the proposed method is carried out. Simulation and theoretical results are shown in Section 

5, before our conclusions briefly depicted in Section 6. 
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11.2 FLU Transmission in the presence of an Active 

User  

11.2.1 Operating scenario 

A CRN is composed by a primary network, composed by a set of primary receivers and 

transmitters (PU-rx and PU-tx, respectively) and a secondary network that comprises 

secondary receivers and transmitters (SU-rx and SU-tx, respectively). According to the 

OSA model, primary and secondary users share the same portions of the radio spectrum in 

an opportunistic way. This means that the secondary network is active when the primary 

network is not operating and vice-versa. In the scenario of our interest, there is another 

network, the freeloading network, composed by freeloading receivers (FLU-rx) and 

transmitters (FLU-tx), illegally exploiting the spectrum resources. In particular, we assume 

that the FLU can operate in the presence of an active user, either PU or SU. This new 

scenario is depicted in Fig. 11-1, where the freeloading network secretly and illegally 

exploits the radio spectrum, in the presence of the active network. In the following, we refer 

to both PUs and SUs as Authorized Users (AUs), in order to distinguish them from the non-

authorized user (i.e. the FLU). We assume that the power of the FLU signal is low enough 

to be confused with the channel noise, and that the FLU is located far away from the AU-

tx, thus making it is impossible for the AUs themselves to detect the hidden FLU signal. 

Therefore, we include the presence of an additional mobile network element, namely the 

monitoring sensor (MS) that senses the spectrum with the aim of detecting the FLUs.  
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Figure 11-1. The operating scenario consisting of an active authorized user (AU), a freeloader (FLU), and a 

monitoring sensor (MS). 

 

11.2.2 System Model 

Spectrum sensing is the process of detecting the presence of the primary signals and 

identifying spectrum holes. In the consider model there is another signal (the FLU signal) 

which is transmitted at very low power.  

 

More in details, let s1(t) be the signal transmitted by an AU which is assumed to be 

affected by additive complex white Gaussian noise n(t), with zero-mean and variance 2n
2. 

Let s2(t) be the signal transmitted by the FLU, then the signal received by the MN is r(t) = 

s1(t) + s2(t) + n(t) under the H1 hypothesis and r(t) = s1(t) + n(t) otherwise. In the following 

analysis, we assume that s1(t) and s2(t) are independent CM signals, since pprimary 

transmissions usually take place by means of CM waveforms. For sake of compactness, all 

the signals are expressed in terms of their representative vectors. The signal r(t) represented 

by the vector r=s1+s2+n is sampled at the MS side with a sampling period Ts. Now, the 

sequences (of N samples) of the received signal, of the AU, of the FLU, and of the noise are 

defined as, respectively: 
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Finally, the detection problem of the FLU signal s2, in the presence of the AU signal s1 

corrupted by the noise n, can be formulated as follows: 
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11.3 Testing for the Presence of the Freeloader 

In this section, we illustrate the proposed strategy for detecting the FLU illegally 

transmitting in a licensed spectrum band. The rationale behind the proposed approach is as 

follows. The second, the fourth and the sixth order moments of the received signal are 

evaluated. Then, the power of the FLU, of the AU, and of the noise are derived as functions 

of the higher order moments. 

 

 Let M2 be the second-order moment of the received signal and expressed as follows: 
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where E[·] denotes the expectation operator, |∙| is the absolute value, and Re(∙) denotes the 

real part of complex number. Assuming that the noise, the authorized and the hidden signal 

and are zero-mean, mutually independent random processes, we have: 
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Then, (11.3) can be re-written as follows: 
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where Pn=2∙n
2 is the noise variance and P1 and P2 are the powers of the AU and FLU 

signals, respectively. Now, let M4 be the forth order moment of r, expressed by: 
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Assuming that the real and the imaginary components of the noise and of the signals 

processes are orthogonal, we obtain the following simplifications: 
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Finally, substituting (11.4) and (11.7) in (11.6) the fourth order moment can be finally 

expressed as: 
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Now, let M6 be the sixth order moment of r: 
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Finally, the expressions of P1, P2 and Pn can be derived by solving the following system: 
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The process of finding the solutions of (11.10) is a really cumbersome procedure, since it 

involves high power terms, but it can be simplified with the following useful substitutions: 
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Now, (11.10) can be rewritten as follows: 
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that is a system of three unknowns (i.e., Pn, A and B) with three independent equations. 

Now, merging the two upper equations into the third one in (11.12), we can write the 

following equation, involving the unknown A and the three moments {M2, M4, M6}: 
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3 2 2 3

2 2 4 2 4 6 22 36 12 6 9 12A A M A M A M M M M M                  (11.13) 

 

that is a cubic equation in A. Hence, there are three possible solutions for (11.13), i.e. {A1, 

A2, A3}, and hence three possible sets of solutions for (11.10), i.e. {A1, B1, Pn1}, {A2, B2, 

Pn2}, {A3, B3, Pn3}, but only one set is acceptable as detailed in the following.   

 

The first set of solutions of (11.13) is as follows: 
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for 2

2 42M M . In fact, the case 2

2 42M M  corresponds to the limit solution P1 = P2 = 0 and 

Pn > 0, that models a noisy scenario with no transmitted signals. Then, the desired values of 

P1, P2 are then obtained in a straightforward way: 
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The second set of solutions is as follows: 
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The desired values of P1, P2 are given by: 
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The third set of solutions is: 

     

2

3 2 4

2

2 4

3

2

3 2 2 4

2 2 cos 3 sin
3 3

2
1 cos 2 3 sin 2

2 3 3

2 2 cos 3 sin
3 3

n

A M M

M M
B

P M M M

 

 

 

    
       

    

     
      

    

    
       

    

     (11.19)  

 

The corresponding desired values of P1, P2 are: 
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In order to determine which solution is acceptable, we need to solve A = P1+P2 and B = 

P1∙P2 in a straightforward way, in all the three possible cases (i.e. A=A1, A2, A3 and B=B1, 

B2, B3). In other words, we need to study the sign of = (A2- 4∙B) with the constraints: P1>0 

and P2>0. Moreover, the expressions A = P1+P2 and B = P1∙P2 represent the equation of a 

straight line and a hyperbola respectively, whose intersections, give the desired values of P1 

and P2. In Fig. 11-2 the two curves are drawn on a Cartesian plane. Solution I is depicted in 

Fig. 11-2(a), while Solution II and Solution III are reported Fig. 11-2(b) and Fig. 11-2(c), 

respectively. In Solution I, we have >0, A1>0 and B1>0: the intersections between the two 

curves are in the first quadrant of the Cartesian plane, and hence, it is possible to find two 

distinct and positive values for P1 and P2, see Fig. 11-2(a),  On the other hand, in Solution 

II, we have A2>0 but B2<0: This solution is unacceptable since the term B2 is negative 

only if either P1<0 or P2<0, but P1 and P2 represent the powers of the authorized and hidden 

signal, respectively, and cannot be negative. This case is depicted Fig. 11-2(b): the 
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intersections between the straight line and the hyperbola happen in the second quadrant of 

the Cartesian plane, where P1>0 and P2<0, and in the fourth quadrant, where conversely 

P1<0 and P2>0. Finally, in Solution III A3<0, and B3>0 and there is no intersection 

between the two curves, Fig. 11-2(c). 

 

 

Figure 11-2 Graphical representation of A= P1+P2 and B = P1∙P2 according to: a) Solution I, b) Solution II, c) 

Solution III. 

 

It has to be noted that only Solution I is acceptable, while both Solution II and Solution III 

yield to impossible (i.e. absurd) results.   

The power of the hidden signal P2 is hence expressed by the second formula in (11.11). 

Now, its estimation 2P̂  is used as the decision variable for the hypothesis testing about the 

presence or absence of the freeloader.  
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The decision variable is estimated according to the following: 

 2 2

2 2 4 4 2

ˆ ˆ1ˆ ˆ ˆ ˆ ˆ2 cos 2 cos 2
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         (11.21) 

 

with the estimations 2M̂ , 4M̂ , 6M̂ of the second, fourth, and sixth order moments respectively 

obtained as:  
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where ri is the i-th sample of the received signal and: 
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Now, considering a threshold , the test is finally expressed as follows: 

0 2

1 2

ˆ:           absence  of the freeloader

ˆ:           presence of the freeloader

H P

H P








          (11.26) 

 

11.4 Performance analysis  

In this section, the performances of the new method for the detection of FLUs in CRNs 

are evaluated. In order to statistically quantify the estimation errors we are considering the 

mean value and the variance of the testing variable in (11-13), i.e. the estimation of the 

freeloader power
2P̂ . Let us define, for the sake of compactness 2 2 2

ˆ ˆ[ ]M E M   , 
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4 4 4
ˆ ˆ[ ]M E M    , 6 6 6

ˆ ˆ[ ]M E M    , as the three moment-estimation’s errors, which are 

assumed to be zero-mean random variables. Then, under the assumption of small errors for 

the high-order moment estimators ( 2 4 6
ˆ ˆ ˆ, ,M M M ), the bias and variance of the estimation 

error can be accordingly evaluated by a three-dimensional (3-D) reduced Taylor expansion 

up to the second order as follows, respectively: 
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  (11.28) 

 

where var[·] and cov[·] stand for variance and covariance, respectively. The above 

algebraic expressions are trivially derived from a mere computation of the partial derivatives of the 

three moments expressed by (11-5), (11-8), (11-9). Let us now evaluate the expressions for 

the mean values 
2

ˆ[ ]E M , 
4

ˆ[ ]E M , 6
ˆ[ ]E M , the variances 

2
ˆvar[ ]M , 

4
ˆvar[ ]M , 

6
ˆvar[ ]M , 

and the covariances 
2

ˆcov[ ]M , 4
ˆcov[ ]M , 

6
ˆcov[ ]M  of the estimators. In particular, since E[i] 

= 0 with i = 2, 4, 6, for the mean values we have: 
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Then, the variances of the estimators can be evaluated by means of the following: 
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   with  2,  4,  6i        

 

In particular, exploiting (11-30), the variances are now given by: 
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In the same way, the covariances of the estimators can be evaluated by means of: 
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  with 2,  4,  6 ; 2,  4,  6 andi j i j       

 

and exploiting (11.32), we can obtain the expressions of all the covariances as follows: 
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In order to evaluate the variances in (11.31) and the covariances in (11.33), the eighth, 

M8, tenth, M10 and twelfth, M12, order moments need to be calculated. Recalling the system 

model described in Section II and following the same approach as in the previous section, 

the above mentioned high-order moments can be easily derived as follows: 
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Finally, the desired expressions of the bias 
2
ˆ[ ]E P  and the variance 

2
ˆvar[ ]P  can be 

obtained, as functions of the actual values P1, P2, and Pn. The obtained results, are reported 

in the Appendix II of this chapter. Then, the testing variable in (11-21) is asymptotically 

Gaussian as a direct consequence of the central limit theorem. In fact, both the first and the 

second terms are the difference of two asymptotically Gaussian variables with non-zero 

mean. Nonetheless the testing variable represents the estimation
2

P̂ of the hidden user power, 

it is obtained as the difference of two estimated terms, and hence, can assume also negative 

values. In fact, the testing variable 
2

P̂  is a Gaussian variable with a mean equal to P2 in the 

H1 hypothesis and a Gaussian variable with zero mean in the H0 hypothesis. The test 

threshold can be now evaluated from a straightforward evaluation of the Gaussian integral, 

under the null-hypothesis: 

 

1

2

2

1ˆ[ ] (2 )
ˆ2 var[ ]

FAE P erfc P
P

  

       (11.37) 

   for P2 = 0        
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Again, the probability of detection PD is determined in the H1 hypothesis as: 

2

2

ˆ
1

2 ˆ2
D

v E P
P = erfc

var P

    
 

  
            

    for P2 ≠ 0       

           (11.38)  

 

11.5  Results 

In this Section, wide simulation trials are conducted to prove the sensitivity of the 

theoretical approach and to verify the efficiency of the proposed test. In all the following 

results, we have evaluated the PD both in an analytic way, i.e. using (11.38), and by means 

of simulations. The time record length is equal to 107 complex samples, and several Monte-

Carlo simulation trials (105 independent runs) have been implemented to numerically 

evaluate the performance of our method. In the reported analysis, a PFA=10-2 and additive 

white Gaussian noise (AWGN) have been used. Then, the PD of the new detector is 

evaluated under the Constant False Alarm (CFAR) procedure versus several values of P1 

and P2 of practical interest (i.e. P1 > Pn > P2 ). In fact, the proposed method must be able to 

detect the FLU, with power P2 that hides its radio signal under the noise floor (Pn) in the 

presence of an active (either primary or secondary) user, with power P1. 

The PD of the proposed method versus the power of the signal transmitted by the 

freeloader user P2 is showed in Fig. 11-2  for different values of P1, and for a unitary noise 

variance (i.e. Pn = 0 dB). The simulation results (dotted lines) well match the theoretical 

ones (solid lines), thus validating the correctness of the mathematical analysis and 

assumptions of the previous Sections. As P1 increases (from 5 dB to 30 dB) the performance 

of the proposed procedure starts worsening, as expected. In fact, if the power of the signal 

transmitted by the AU is too high, it covers all the weaker signals. Thus making it impossible 

for the monitoring sensor to detect the freeloader that is transmitting with very low power.  
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Figure 11-3 Probability of detection of the proposed method vs. the power of the freeloader P2, for several values of the 

active user power P1, and a noise power Pn = 0 dB. Simulation (dotted lines); theory (solid lines). 

 

Fig. 11-3 shows the PD of the proposed method versus the power of the authorized user 

P1, for several values of P2 (spanning from -15 dB to -5 dB) and for Pn = 0 dB. Again, the 

simulated results corroborate the theoretical curves also in Fig. 11-3. As it can be seen, 

larger detection probabilities are achieved in correspondence of higher values of P2. That is 

because, as the power of the freeloader signal decreases, it becomes harder to distinguish it 

from the channel noise. However, exploiting the innovative method, large detection 

probabilities (up to 100%) can be achieved even with low powers (i.e. P2 = -10 dB). This is 

very important for security and economic reasons. In fact, under a security viewpoint, by 

exploiting our test the monitoring sensor can be truly sense if hidden transmissions take 

place without authorization. Then, even if FLUs do not directly damage the communications 

of the active operator, they represent a relevant economic loss for CRN providers. 
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Figure 11-4 Probability of detection of the proposed method vs. the power of the authorized user P1, for several values 

of the freeloader power P2, and a noise power Pn = 0 dB. Simulation (dotted lines); theory (solid lines). 

 

Finally, in order to completely define the performance of our method, we have 

investigated how the detection and false alarm probabilities are related each other. The 

theoretical ROC curves, i.e. PD vs. PFA, are then depicted in Figs. 4 and 5, again for Pn = 0 

dB. In particular, Fig. 11-4 shows the ROC of the system for a fixed value of P2 = -10 dB, 

varying the values of P1, while in Fig. 11-5 the ROC curves for a fixed value of P1 = 15 dB 

are presented, varying the values of P2. As we can see from the graphs, larger detection 

probabilities are achieved with lower values of P1, thus demonstrating the effectiveness of 

our test for application to the detection of hidden users in cognitive radios.  
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Figure 11-5. Theoretical probability of detection vs. the probability of false alarm for a freeloader power P2 =-10 dB, and 

several values of the active user power P1, and a noise power Pn = 0 dB. 

 

Figure 11-6. Theoretical probability of detection vs. the probability of false alarm for a freeloader power P1 =15 dB, and 

several values of the active user power P2, and a noise power Pn = 0 dB. 
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11.6  Conclusions 

This chapter has presented a novel method for the detection of hidden freeloader users in 

cognitive radio networks. This is an innovative scenarios that has been investigated for the 

very first time during the research activity of my doctorate. In addition, the fast and reliable 

identification of FLUs is a very important task for the security of the cognitive radio market. 

The innovative signal processing technique discussed allows the detection of a freeloader 

that hides its radio signal under the noise floor in the presence of an active (either primary 

or secondary) user. A theoretical and simulated performance analysis has been carried out. 

In particular, the detection probability of the freeloader has been expressed as a parametric 

function of the powers of the authorized user and the background noise under typical 

operating scenarios. Moreover, the ROC curves of the proposed method have been 

evaluated for several values of false alarm probability. The theoretical results, sustained by 

wide simulation trials, have evidenced the efficiency of our method for detecting hidden 

users in cognitive radio communications. 
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11.7 Appendix I 

In this section we report the expression of the bias 
2
ˆ[ ]E P  and the variance

2
ˆvar[ ]P  of the 

testing variable in (11-21).   

  
2
ˆ[ ]E P 
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11.8 Variance  

2
ˆvar[ ]P 
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Chapter 12  APPLICATIONS OF THE FLU 

METHOD FOR SPECTRUM SENSING 

12.1 Introduction 

In this chapter a modified version of the method for detection of the FLUproposed in the 

previous chapter is presented and applied for conventional spectrum sensing. First we refer 

to the OSA model and apply the method for detecting the presence of a hidden unknown 

low-power CM signals in noise of unknown variance. The hidden user (HU) can be either 

an authorized (licensed or unlicensed) or an unauthorized (freeloader) one. Then, referring 

to the CSA model, we exploit an estimation of the noise variance for improving the 

performance of the interference temperature methods. The basic rational behind the new 

approach is as follows. The FLUs detection method exploits the second, fourth and sixth 

order of the received signal to obtain an estimation of the freeloader, authorized and noise 

signal power. Now, assuming that the FLU and the AU are active alternatively, the same 

procedure can be applied for conventional spectrum sensing. More in details, the second 

and forth order moments are used for estimating the signal (either authorized or illegal) and 

noise power. In fact, we are now solving a system of two unknowns (the noise and signal 

power) in two independent equations (the two abovementioned moments). Then the signal 

power is used for transmission detection while the noise power is exploited for estimating 

the interference temperature. The remainder of this chapter is organized as follows. The 

proposed method is described in section 2. In particular, the transmission detection method 

is presented in the first half of the section, while the IT method is depicted in the second 

half. Results are shown in Section 3, before conclusions briefly depicted in section 4.  

12.2 Proposed method  

Following the same analysis of the previous chapter, let M2 be the second-order moment of 

the received signal expressed as follows:  
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2 2 2 2
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where Ps and Pn are the hidden user and noise powers, respectively. Now, let M4 denote the 

fourth order moment of the received signal expressed by 
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Finally, Ps and Pn  can be derived by solving (12.1) and (12.2) in a straightforward way: 
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12.2.1 Hidden user detection  

The estimation of the signal power can be used for detecting a low power signal hidden 

under the noise power. To avoid dealing with complex numbers, the decision variable for 

the hypothesis testing is the estimation of the (squared) hidden signal power: 
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       (12.4)

 

The testing variable in (12.4) is asymptotically Gaussian as a direct consequence of the 

central limit theorem. In fact, the first term is the square of an asymptotically Gaussian 

variable with non-zero mean. The second term, consisting of a sum of random variables, is 

asymptotically Gaussian from a direct application of the central limit theorem. Nonetheless 

the testing variable in (12.5) represents the estimation �̂�𝑠
2of the hidden user power 𝑃𝑠

2, it is 

obtained as the difference of two estimated moments, and hence, can assume also negative 

values. In fact, the testing variable x is a Gaussian variable with a mean equal to 𝑃𝑠
2 in the 

H1 hypothesis and a Gaussian variable with zero mean in the H0 hypothesis. Finally, the 

testing variable is compared with a threshold value, in order to determine the presence of 

hidden users.  
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12.2.1 Improving the Interference Temperature Estimation  

In this section, the innovative method for evaluating the IT is proposed. The method is 

based on the same procedure described in the previous sections, but now we exploit the 

estimation of the noise power for providing an improved estimation of the interference 

temperature. More in details, and according to (12.3) the noise powers can be estimated as 

follows 
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      (12.5) 

Then, Pn can be used for evaluating the interference temperature as follows: 
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Eq. (12.6) provides a finer estimation of the IT than the one expressed by the conventional 

ED approach in (6.7), and here reported for the sake of readability:  

R
I

P
T

K B


       
  

In fact the ideal model, the IT is estimated from the power of the SUs, but this means that 

the CRs can identify the licensed signals.However, plain energy detection cannot be used 

for distinguishing the noise from the transmitted signal, and some a priori knowledge about 

the primary signal is needed.  Then, in the generalized model the received power PR is used 

for the interference’s estimation, but PR includes both noise and useful signal powers. As 

the noise increases the IT value, the licensed signal does not. Hence, with the generalized 

model, the IT may be incorrectly estimated, thus providing bad working conditions for the 

SU.  
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12.3  Numerical results 

12.3.1 Hidden users detection method 

Several simulations have been performed to validate the proposed spectrum sensing 

procedure versus the conventional energy detection approach. Several Monte-Carlo 

simulation trials (105 independent runs) have been implemented to numerically evaluate the 

performance of the two methods. A QPSK modulation with rectangular pulse shaping has 

been used, with a target PFA = 10-2. The performance of the proposed HU detection method 

is evaluated in terms of PD versus SNR of practical interest and compared with the ED 

approach. 1 dB of noise uncertainty is considered as the worst-case scenario for the 

channel noise variance estimation. Results are shown in Fig. 12-1 where it can be seen that 

the new method strongly outperforms the conventional ED approach. Moreover, the curve 

referring to the ideal ED (i.e. the detector with exact knowledge of the noise variance) is 

also reported as representative of the upper bound of the system performance.  

 

Figure 12-1. PD of the conventional energy detector and of the new method with 1dB of noise uncertainty  
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Figure 12-2. MDT gain vs. SNR values representative of typical operating cases, for Case I and with 1 dB of 

noise uncertainty. 

 

In addition in order to determine how much the increase in PD reflects in the reduction of 

the mean detection time, we evaluated the MDT gain of the new strategy as the ratio between 

the proposed and conventional method. We focus only on SNR values belonging to the 

interval [-6, 8] dB, since this situation corresponds to detection probabilities higher than 0.5. 

It can be easily seen from Fig. 12-2 that the MDT gain is always higher than 1: i.e. the new 

method strongly outperforms the conventional approach, allowing a faster detection of 

hidden users than the conventional ED. 

12.3.2 Interference Temperature  

Several simulations have been performed to validate the proposed method versus the 

conventional ED approach, in estimating the interference temperature under the generalized 

case. In particular, we assume that the power of the primary user signal is higher the noise 
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power, and consequently we focus our attention in the region SNR > 0 dB. The time record 

length is equal to 106 complex samples and a bandwidth B = 8 MHz (i.e. typical of digital 

television systems [123]) is used for both the proposed and ED methods. The performance 

of the two methods are evaluated in terms of the maximum accepted IT (i.e. TSU) versus the 

allowable SU power. In particular, Fig. 12-3 shows the performance of the two approaches 

in the generalized case, for an SNR = 3 dB. As it can be easily seen from the graph, the new 

method drastically outperforms the conventional ED, in terms of allowable SU power. In 

fact, the advantage of the proposed method is twofold: the SU can transmit with a higher 

power than the one obtained through the ED method, or conversely, more SUs can transmit 

altogether at the same power level defined by the classic ED. In fact the conventional 

method the interference exceeds the IT limit in correspondence of a SU power of 0.15. Any 

transmission with a higher value of PSU interferes with the primary user. Conversely, in the 

proposed method the interference exceeds the IT limit for a PSU = 0.85 thus allowing the SU 

to safely coexist with primary users in a wider range of operating cases (or allowing the 

transmission of a maximum of 5 SUs all transmitting at the maximum allowable power 

PSU=0.15).  The innovative strategy can obtain a finer estimation of the noise power that 

reflects in a performance improvement of the overall system.  
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Figure 12-3.  Interference caused by the SU to the primary receiver (Tsu) versus the SU transmitted power (Psu). 

 

12.4 Conclusions 

This chapter has presented two application of the FLUs detection method for spectrum 

sensing in CRN. In particular, an innovative technique for the detection of unknown low-

power CM signals in noise of unknown variance for cognitive radio networks. The proposed 

method estimates the signal and noise powers, exploiting higher order moments of the 

received signal. Then the power of the hidden user signal is used as the testing variable of 

HU detection, while the noise power has be used for IT estimation. The results of several 

simulation trials have evidenced the effectiveness of the two proposed methods for 

application in CRNs. 

Max. SU allowable power 

with the ED method  

Max. SU allowable power 

with the new method  

Max. allowable interference (IT Limit)  

Gain in terms of SU allowable power 
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Chapter 13 CONCLUSIONS 

This dissertation has focused on the signal processing techniques for cognitive radio 

networks.  The main goal of the research activity has been proposing innovative, efficient 

methods for improving the spectrum utilization and mitigating the ever increasing spectrum 

scarcity problem. This document is the result of a three year research activity which has 

been mainly concentrated into two fields: primary networks and secondary networks.  

The research field dedicated to the primary networks has been mainly concentrated 

on 4G/5G systems for their inherit flexibility in managing the frequency resources. In such 

systems achieving and maintaining time and frequency synchronization between the 

transmitter and the receiver is one the most critical issues. For such reasons, the research 

activities in the field of primary networks has been concentrated on time synchronization in 

4G and 5G networks. In conventional methods based on matched filter correlators, the time 

uncertainty of the incoming signal is divided into a finite number of cells, each 

corresponding to a sample of the time delay between the received signal and its local replica. 

Here, the case of taking the cell size as a fraction of the actual sample period has been 

analyzed. This choice improves the acquisition performance in terms of detection 

probability and mean detection time. However, unlike the case of one cell per sample, the 

detection variables between contiguous cells, are not independent and possibly strongly 

correlated. In such cases, it is extremely difficult to find a closed form expression for the 

systems error probabilities. In this thesis a new class of function, the extended-MGQ 

(EMGQ) functions, has been defined for expressing the false alarm and detection 

probabilities of the system in a closed form. The novelty introduced in this thesis is twofold. 

First a new method, the twin test, has been introduced for the performance improvement of 

initial code acquisition, taking into account correlated cells. Then, the EMGQ functions are 

derived and used to express the system error probabilities in a closed form. The analytical 

results show that the new procedure can offer better performance than the conventional 

scheme based on the cell-by-cell detection, with only a negligible increasing of the system 
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computational complexity. Moreover, the twin test can be effectively used for reducing the 

mean acquisition time in code synchronization wireless communications. 

 The research activity has been also focused on improving the performance of initial 

synchronization in the LTE systems. LTE uses OFDM modulation and OFDMA technique 

for the downlink transmissions in order to provide high data rate and mobility. The initial 

synchronization process is especially important for LTE systems, which rely heavily on the 

orthogonality of the uplink and downlink transmission and reception. In this doctorate thesis 

an innovative signal processing method for the initial synchronization of LTE wireless 

networks has been proposed. The proposed procedure exploits the primary synchronization 

signal, and can be applied to any LTE transmission standard. The rationale behind the 

innovative approach is to maximize the main peak of the cross-correlation between the 

received signal and its locally generated replica, at the same time minimizing the side-lobes. 

The numerical results, obtained from wide simulation trials under operating settings, have 

evidenced the effectiveness of the devised method. 

 

 The second part of the research activity has been dedicated to the secondary networks. 

In particular, one of the more important operations of a SN is the spectrum sensing where 

the SU identifies and the access the spectrum holes. The research activity in this field has 

been manly focused on proposing effective, blind spectrum sensing methods. All the 

proposed algorithms have been applied for detecting primary communications in the 4G and 

5G systems.  

 A method for detection of OFDM signal based on the autocorrelation of the received 

signal has been proposed. The method is based on a modified version of the Rayleigh-ness 

test which has been recently introduced for code acquisition purposes DS-CDMA systems. 

The decision whether a primary user is active, or not, can be made on the presence of a non-

zero mean value of a Gaussian distributed random variable. This is also equivalent to state 

whether the observed series is a portion of one realization of a Rayleigh (or Rice) distributed 

random process, and hence the Rayleigh-ness can be applied for spectrum sensing purposes. 

The Rayleigh-ness test in its original form makes use of matched filter correlation. 
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Notwithstanding matched filter are the optimal detector, they require a priori knowledge 

about the signal of interest. Therefore, the proposed method is based on a modified the 

conventional Rayleigh-ness test, which exploits the autocorrelation of the received signal. 

The numerical results, obtained from wide simulation trials have evidenced the 

effectiveness of the devised method in different operating scenarios. The innovative strategy 

has been applied using typical operating parameters for OFDM signal of wireless local area 

networks and multimedia communications, thus proving the applicability of the new method 

for spectrum sensing in CRNs. 

 Another aspect that has been considered is the fast detection of primary users. In fact, 

since secondary user are guest of the radio spectrum, they must yield to the primary user 

whenever it start to access the band in operation. Then the secondary communication should 

continue on another spectrum holes without interruptions. Therefore, a cognitive radio 

device should be able to sense wide portions of the radio spectrum in order to identify 

multiple spectrum holes. A possible solution for multiband sensing is using banks of band-

pass filters. Conventional filter banks methods use analog hardware, because the RF 

imperfections can be better handled in the analog domain. However, this choice reduces the 

system’s flexibility and re-configurability.  In this dissertation a software radio 

implementation of FFT filter banks, has been proposed. A performance analysis of the 

proposed method has been carried out in comparison with a two stage sensing approach that 

exploits analog band-pass filters.  Numerical results show that the FFT filter banks, allows 

achieving both higher detection probabilities and lower mean detection time.   

 One of the most relevant drawbacks of many spectrum sensing methods is that the 

noise variance has to be perfectly known in order to correctly set the threshold. Then, if this 

information is unavailable or not accurate, the system performance dramatically reduces. In 

order to overcame these limitations, in this dissertation an innovative normalized variance 

method has been proposed. The NV exploits the second and fourth order moments of the 

received signal and evaluates the ratio between the variance and the second order moment. 

The performance of the proposed technique has been evaluated by theoretical analysis and 

computer simulations, in comparison with the conventional energy detector and in presence 
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of noise uncertainty. The results have shown that the proposed method is characterized by 

higher detection probabilities and faster sensing time than the conventional approach.  

 In addition, the research has been focused also on cooperative sensing strategies. In 

cooperative spectrum sensing the final decision about the spectrum occupancy is obtained 

by combining the decision of many SU. Conventional methods assume that the observations 

from the cooperative sensors are independent, in order to simplify the analysis. But, this 

assumption is not practical when the proximity of the sensors results in correlated 

observations. In this doctorate thesis an innovative testing procedure for cooperative 

spectrum sensing in the presence of correlated users is proposed. The devised method, based 

on a modified version of the twin test, allows to recover all those unlucky cases where strong 

fading and shadowing drastically reduce the system detection performance. The method 

combines OR and Majority voting rules, in order to improve the detection performance, 

while enabling faster rejection of occupied bands. The numerical results, obtained from 

wide simulation trials, demonstrate the effectiveness of the proposed method for application 

in cognitive radio networks in the presence of correlated users. 

 In addition, a new scenario and a security treat in cognitive radio networks has been 

identified and a possible countermeasure proposed. In fact in CRN the possibility of trading 

the spectrum offers news business opportunity to primary and secondary providers. The 

primary providers can rent their unused resources to the secondary providers, which gain 

access to radio spectrum. Unfortunately, in this operating scenario there is also room for 

fraudulent users that could hide themselves under the noise floor, to avoid being charged 

for using the radio spectrum. The aim of such freeloader users is to use the spectrum 

secretly. Notwithstanding they do not directly damage the communications of active users 

they represent a relevant economic loss for CRN providers, and therefore must be promptly 

detected and blocked. This is a new operating scenario, which to the best of our knowledge, 

is completely different from what has been studied in the literature about cognitive radio 

users. In this thesis an innovative signal processing technique is discussed that allows the 

detection of a freeloader user that hides its radio signal under the noise floor in the presence 

of an active user. More in details, the second, fourth and sixth order moments of the received 

signal are evaluated. Then, an estimation of the fraudulent, active and noise signal power is 
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derived from the above mention moments, and the fraudulent power used as a testing 

variable to determine the presence of such deceitful users. A theoretical and simulated 

performance analysis has been carried out and the theoretical results, sustained by wide 

simulation trials, have evidenced the efficiency of the devised method for detecting hidden 

users in cognitive radio communications. 

 Finally two applications of the FLUs detection procedure for conventional spectrum 

sensing have been proposed. More in details the second and fourth order moments of the 

received signal are derived and used for estimating the signal and noise power. The signal 

power has been used for determine the presence of a low power transmission in the 

frequency band of interest. On the other hand, the noise power has been exploited for 

estimating the interference temperature  and determine if the SUs can safely accessing the 

band, without causing harmful interference to the primary users. 

 

Future development and applications of the methods described in this doctorate 

thesis aims at sustaining the diffusions of the cognitive radio networks and offering a more 

rational usage of the radio spectrum. Nowadays, the spectrum shortage is a critical bottle 

neck of the system that obstacles the diffusion of high-data rate multi-media services. 

Cognitive radio technology can offer an effective solutions to this problem. However, they 

poses several issues with efficient spectrum management, real time implementation, CR 

security and applications, as well as regulatory and standardization aspects. While spectrum 

sensing is a well investigated aspect, CR security and applications is still an open issue. In 

particular, the scenario of the freeloader users, introduced for the very first time in this 

thesis, could open new interesting research prospective in the field of the economy of 

cognitive radio networks.  In fact, markets and business opportunity will play a fundamental 

role in the development o the cognitive technology and hence should be taken into proper 

account.  
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