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Chapter 1

Introduction

The present dissertation addresses methods and consequent implementations of a unified formu-

lation for unsteady aerodynamics and aeroacoustics. Specifically, the methodology is based upon

the use of boundary integral representations for the primitive variables, including a decomposition

of the velocity field, which provides an innovative tool for the integrated analysis of aerodynamics

and aeroacoustics, from both the conceptual and the computational points of view.

The primary objective of the analysis presented in the following is to provide a validation of a

method in proposed by Morino, in Ref. [1], for the unified analysis of aerodynamics and aeroacous-

tics, and by him referred to as the natural velocity decomposition (see Section 2.2.1 and following).

Specifically, within the aerodynamics context, we obtain a validation for the limited case of two-

dimensional incompressible Navier-Stokes equations, whereas, within the aeroacoustics context,

we address an application of three-dimensional compressible Navier-Stokes formulation for the

evaluation of the power spectral density of the field pressure, as a first step towards approaching

Navier-Stokes flow fields.

1.1 State of the art

In this section we outline a review of the state of art on boundary integral formulations for aero-

dynamics, along with application to aeroacoustics. It is certainly not exhaustive, as it pertains the

studies investigated in this work.

Initially boundary integral methods for steady and unsteady aerodynamics aimed to model

quasi-potential fields and the problem was formulated in terms of the velocity potential φ(x), such
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that∇φ(x) = v(x).1 The boundary integral formulation for quasi-potential unsteady compressible

flows, introduced by Morino [2], is relevant here because of its close relationship with the studies

presented in this work. This formulation was implemented and assessed (for reviews, see, for

instance, Refs. [3], [4], [5] and [6]). Its extension to aeroacoustics provides a unified formulation

for aerodynamics and aeroacoustics (see Refs. [4] and [6]).

More relevant to the present work, the formulation was later extended to rotational fields, Ref.

[9], through the introduction of a decomposition of the field velocity, v(x, t), into two terms, an

irrotational one, v
P
(x, t) = ∇ϕ(x, t), and a rotational one, w(x, t):

v(x, t) = v
P
(x, t) + w(x, t) (1.1)

where w is any particular solution of the equation

∇×w = ζ (1.2)

where ζ = ∇× v denotes the vorticity.

The standard approach used to exploit such a problem is to obtain the vorticity ζ from its own

evolution equation and then to obtain the rotational portion of the velocity field such as to satisfy

Eq. 1.2. In other words, with this approach the rotational contribution w, and hence the velocity v,

is determined once ζ (non-primitive variable) is obtained. Thus, all the methodologies based upon

this approach may be referred to, collectively, as non–primitive–variable potential/vorticity decom-

positions, or simply as potential/vorticity decompositions. Each decomposition differs by how w is

obtained from ζ.2 It should be pointed out that this class of decompositions is, actually, quite wide.

In particular, it includes the well-known Helmholtz decomposition in which the vortical velocity

contribution, w, is expressed as the curl of vector potential field ψ (see Serrin, Ref. [7]). Using

this approach, as noted by Morino in Ref. [8], a problem arises while addressing unsteady viscous

compressible flow fields. Indeed, both the potential vector and the scalar potential, are governed

by Poisson equation, whereas compressible flows have a wave equation behavior. Therefore, the

sound propagation phenomenon is hidden by the use of this decomposition.
1We recall that a flow around a boundary surface S is called quasi-potential, if it is irrotational everywhere, except

for the points that come in contact with S. These points form a surface defined inviscid wake, S
W

, which is a surface

of tangential discontinuity for the velocity. Note that the d’Alembert paradox does not apply to quasi-potential flows.
2Note that, whereas for a given w(x, t) the corresponding vorticity field ζ(x, t) is unique, for a given ζ(x, t) the

reconstructed w(x, t) is not unique. Indeed, two w(x, t) reconstructed by different approaches differ by a potential

field.
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1.2 Why using such an approach?

In order to underline the features provided with the approach followed, we briefly describe the

methodology applied. The novel decomposition, formally akin to the ones introduced in Refs. [9],

[10], [11] and [12], reads again as v = ∇ϕ+w (as in Eq. 1.1), but its prominent aspect pertains the

fact that now the rotational portion of the velocity field, w, is defined through its own differential

equation.3 In other words, contrary the ones in Refs. [9], [10], [11] and [12], the methodology does

not require the solution of the evolution equation for the vorticity. In this sense, this approach may

be considered as a primitive-variable decomposition.

As mentioned above, this formulation was introduced in Ref. [1] and has been obtained as a

consequence of the straight-forward application of the standard boundary integral formulation to

the system of equations that govern the phenomenon, in particular the continuity and the Navier-

Stokes equations for the case of incompressible Navier-Stokes flows (see Eqs.2.4 and 2.5). Because

of this type of decomposition stems naturally from the boundary integral equation approach, in Ref.

[1] it is referred to as the natural velocity decomposition. This approach is complicated and un-

warranted here. For, at the end of the day, the only relevant aspect is the choice for the equation

governing the rotational portion of the velocity field. Thus, in this thesis, we introduced the equa-

tion for w simply as a convenient choice, and refer to Ref. [1] to see that it is a direct consequence

of the straightforward application to the Navier-Stokes equations of the standard boundary integral

equation methodology for systems of linear partial differential equations.

For incompressible viscous fields4 the governing equation for w resulting from the primitive-

variable boundary integral formulation is Dw/Dt+
(
w ·∇

)
v

P
= ν∇2w, where D/Dt := ∂/∂t+

v · ∇ denotes the material time derivative, whereas ν is dynamic viscosity coefficient.

As a result we obtain some significant contribution to the overall scope of the analysis per-

formed in this work. Since we describe events modelled by homogeneous initial conditions (for

instance, start from rest), we may claim that w, and consequently the vorticity, are bounded in a

thin region and are negligible outside the vortical region.5 Moreover an extension of the Bernoulli

theorem for incompressible viscous flows is achieved combining Navier-Stokes equations with the

velocity field decomposition, yielding the so-called generalized Bernoulli theorem for viscous in-

3Details of the formulations used in Refs. [9], [10], [11] and [12] are given in Section 2.7.
4Let us consider external problem as, in first instance, the attention in this work pertains aerodynamic problems.
5This is true also for the decomposition introduced in Refs. [9], [10], [11] and [12].
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compressible fields ϕ̇+ p/ρ+ 1
2
v2
P
− ν∇2ϕ = const.

Besides we may observe that both in the w evolution equation and in the equation for the

velocity potential, ϕ, pressure does not appear. Therefore this states that velocity field evaluation

is independent from the relative pressure field. Instead, we may intend pressure field arising from

velocity field and it may be evaluated through the generalized Bernoulli theorem as a post-process.

In the end, with regards to computational resources and high costs in terms computational time

the numerical solution of the Navier-Stokes equations is clearly simplified. For, in the process of

computing the velocity v, we have that

• the evaluation of the pressure is not required,

• the computational domain for the equation for w is limited to the vortical region, if the

boundary integral equation method is used for the solution of the equation for ϕ.

Therefore, the novel formulation has all the advantages of non-primitive-variable approaches,6 but

it does not present any of the disadvantages, such as imposing the solenoidality of ζ, as well

as reconstructing w from ζ without introducing discontinuities, and the fact that the boundary

condition needed is for ζ, whereas that available is for v.

It should be pointed out that very similar results regarding the natural velocity decomposi-

tion are obtained also for compressible (inviscid and viscous) fields. Specifically, a generalized

Bernoulli theorem is also obtained for compressible Navier-Stokes fields, Eq. 3.43.

1.3 Structure of the work

Chapter 2 addresses the problem of incompressible unsteady Navier-Stokes flow fields. We present

the theoretical formulation, along with its numerical discretization and its validation. Chapter 3

presents a limited application of the extension to compressible flows of the aeroacoustics formula-

tion of Ref. [1]; specifically, we show how to evaluate the power spectral density of the pressure at

any given point in the field in terms of the power spectral density of the pressure on the boundary,

using the same natural velocity decomposition. Theoretical, numerical formulation and numerical

results are addressed. In chapter 4 we outline some concluding remarks and suggestions for future

improvements.
6Indeed, the vorticity evolution equation does not contain the pressure and is limited to the vortical region.
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In addition, we have two appendices. In order to motivate these, we note that the present

work, in particular, the material addressed in Chapters 2 and 3, may be seen in framework a of

optimal design, specifically within the context of an algorithm of multidisciplinary optimization

for conceptual design of civil aircraft, which is the ultimate objective of the work presented here.

In order to illustrate this connection, Appendix B describes the MDO algorithm used, along with

some of the results obtained, in particular in the module pertaining aeroacoustics (which is the area

where the MDO group at Roma Tre University has recently concentrated the effort). Of particular

interest is the issue of multi-level optimization, whereby models of different level of sophistication

and complexity are combined, so as to achieve the accuracy of the more sophisticated models,

without a major increase of the required computational time, with respect to the simpler model

formulation. Thus, the formulations introduced in Chapter 2 and 3, while of interest on their own

merit even as stand-alone analysis, have been developed for a possible inclusion - as high level

models - in the MDO analysis, provided of course that further analysis confirms the validity of

the methodology for more general cases (and its robustness). Each task handled may be seen as a

module, with increasing accuracy, while modelling aerodynamics and aeroacoustics. In addition,

in Appendix A, we present an analysis on steady transonic flows, once again through boundary

integral representation with a novel approach while evaluating nonlinear terms. This activity is

to be seen as a necessary preliminary activity, before the natural velocity decomposition may be

utilized to take into account the vorticity generated by the shock.
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Chapter 2

Incompressible Navier-Stokes Equations

In this chapter we present the theoretical formulation used to address incompressible unsteady

Navier-Stokes flow fields. Moreover we describe the its discretization along with the validations

performed. In the end we outline some interesting remarks.

2.1 Incompressible Navier–Stokes fields

Consider an incompressible unsteady Navier-Stokes flow field around a solid object which is in

arbitrary motion with respect to a frame of reference rigidly connected to the undisturbed air, in the

following referred to as the airframe.

The flow field region is denoted by V whereas its boundary is S = ∂V . These kinds of fields

are governed by

• continuity equation;

• Navier-Stokes equation.

Assuming that the forces per unit volume are negligible, these equations read

∇ · v = 0 (2.1)

∂v

∂t
+ v · ∇v +∇℘ = ν∇2v (2.2)

where, for convenience, we have introduced

℘ = (p− p∞)/ρ (2.3)

11



whereas ν indicates the the dynamic viscosity coefficient, here assumed to be a constant.

Performing a separation between nonlinear and linear terms one obtains

∇ · v = 0 (2.4)
∂v

∂t
− ν∇2v +∇℘ = f (2.5)

where

f = −v · ∇v (2.6)

To complete the problem described by the above equations, we introduce the appropriate con-

ditions, which are:

• The classical no–slip boundary condition on the boundary surface S

v(x, t) = v
B
(x, t) (x ∈ S) (2.7)

with v
B
(x, t) prescribed.

• The boundary conditions at infinity

v(x, t) = 0 and ℘(x, t) = 0 (‖x‖ → ∞) (2.8)

• The initial conditions that, for simplicity, we assume to be homogenous

v(x, 0) = 0 (x ∈ V) (2.9)

2.2 The formulation for the velocity

The approach used in this dissertation is outlined here. As reported in the previous section the

system of equations of interest is given by Eqs. 2.4 and 2.5.

Considering f as a prescribed term, akin to the acoustic analogy introduced by Lighthill [14],

Eqs. 2.4 and 2.5 define a system of linear, non-homogenous, partial differential equations, with

constant coefficient. This fact is exploited here.
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2.2.1 Velocity field decomposition

The velocity field is given, according to what mentioned in the introduction, as the sum of two

different terms:

• an irrotational one;

• its complement, the rotational one.

Its expression reads again as (Eq. 1.1)

v(x, t) = ∇ϕ(x, t) + w(x, t) = v
P
(x, t) + w(x, t) (x ∈ V) (2.10)

where v
P

= ∇ϕ(x, t) is the potential velocity component. Moreover, Eq. 2.10 implies ∇ ×w =

ζ := ∇× v. Therefore w(x, t) is in direct relationship with the vorticity ζ := ∇× v, and hence

will be referred to as the rotational contribution to the velocity field.

As mentioned in Chapter 1, in this work the novel and exact velocity field decomposition of

Morino, Ref. [1], is analyzed, and the corresponding numerical formulation is presented. Such a

decomposition has this convenient feature, that w = 0 in the irrotational region, defined here as the

region where ζ is negligible.

Substituting the expression of the velocity decomposition, Eq. 2.10, in the Navier-Stokes equa-

tion, Eq. 2.5, and using

−f = v · ∇v = v · ∇w + w · ∇v
P

+∇‖vP
‖2

2
(2.11)

one obtains

∇
(
ϕ̇+
‖v

P
‖2

2
+ ℘− ν∇2ϕ

)
+
∂w

∂t
+ v · ∇w + w · ∇v

P
− ν∇2w = 0 (2.12)

2.2.2 Equation for w

It is apparent that it may be highly convenient to chose w so that both two terms in parenthesis

vanish. This choice yields (the first term in Eq.2.12 is addressed in Subsection 2.3)

∂w

∂t
+ v · ∇w + w · ∇v

P
− ν∇2w = 0 (2.13)

which represents the rotational evolution equation (the solution of Eq.2.13 must be completed by

imposing the appropriate boundary and initial conditions, which are discussed below).
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As already pointed out in Chapter 1, in Ref. [1] Eq. 2.13 is obtained as a direct consequence

of the straightforward application to the Navier-Stokes equations of the standard boundary inte-

gral equation methodology for systems of linear partial differential equations. Also, the rotational

contribution of the velocity field w is obtained directly from its own evolution equation, thereby

rendering unnecessary the evaluation of ζ, as widely used in non-primitive-variable decomposi-

tions, such as the Helmholtz decomposition. Thus, the decomposition should be considered as a

primitive-variable decomposition.

Boundary and initial conditions

The solution of Eq. 2.13 is provided once the suitable boundary and initial conditions are imposed.

The conditions used in this work are

• The boundary condition on the boundary surface S

– the normal component of the rotational portion of velocity vanishes

w · n = 0 (x ∈ S) (2.14)

– the tangent component is consequently determined by projection of Eq. 2.7 onto the

tangent direction

v · t = v
P
· t + w · t = v

B
· t (2.15)

Therefore

w · t = v
B
· t− v

P
· t (2.16)

• The boundary conditions at infinity1

w(x, t) = 0 (‖x‖ → ∞) (2.17)

• The initial condition, here assumed to be homogenous (see Eq. 2.9)

w(x, 0) = 0 (2.18)
1Note that w(x, t) tends to zero exponentially at infinity. This allows to limit the computational domain to a

relatively small region, essentially equal to the irrotational region (here defined as the region where the vorticity is

negligible).
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2.2.3 Equation for ϕ

Combining continuity equation, Eq. 2.4 with the expression for the velocity decomposition, Eq.

2.10, one obtains

∇2ϕ = σ := −∇ ·w (2.19)

whose solution is determined by imposing the following boundary conditions

• Velocity normal component on the body surface x ∈ S (see Eq. 2.7)

v · n = ∇ϕ · n + w · n = v
B
· n (2.20)

which using Eq. 2.14 implies, in terms of potential ϕ,

∂ϕ

∂n
= v

B
· n := χ (x ∈ S) (2.21)

• Potential ϕ evanescent at infinity, which in the airframe reads

ϕ→ 0 (‖x‖ → ∞) (2.22)

Equation 2.19, along with its boundary conditions may be conveniently solved by boundary

integral method. Boundary integral methods are based on the fundamental solution G(x,y), which

is - for Laplacian operator - defined by

∇2G = δ(x− y) (x ∈ R3) (2.23)

whose solution, in three dimensions, is G(x,y) = −1/4π‖x− y‖. Multiplying Eq. 2.19 by G and

Eq. 2.23 by ϕ, subtracting and integrating over V , and imposing the boundary condition, Eq. 2.21,

and that at infinity, Eq. 2.22, one obtains the boundary integral formulation - here adopted - which

reads

ϕ(x) =

∮
S

(
χG− ϕ∂G

∂n

)
dS(y) +

∫
Vw
GσdV(y) (x ∈ V) (2.24)

The relationship in Eq. 2.24 is a boundary integral representation for ϕ, in the field, in terms of ϕ

and ∂ϕ/∂n on S and of σ in Vw, with Vw denoting the region where w 6= 0. The evaluation of the

unknown ϕ in the entire domain requires the knowledge of ϕ and its normal derivative ∂ϕ/∂n = χ

on the body surface and of σ in rotational area Vw.
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Note that χ = ∂ϕ/∂n on the body surface is known from the boundary condition, Eq. 2.21.

In addition, σ in rotational area Vw may be obtained once the equation for w has been solved.

However, we do not have ϕ on the body surface. In order to solve this problem, we consider the

limit of Eq. 2.24 as x ∈ V tends to x ∈ S. This yields (see Ref. [4])

1

2
ϕ(x) =

∮
S

(
χG− ϕ∂G

∂n

)
dS(y) +

∫
Vw
GσdV(y) (x ∈ S) (2.25)

The relationship in Eq. 2.24 represents a compatibility relationship between: (1) the values of ϕ,

calculated on S the body surface, (2) the values of ∂ϕ/∂n also on S, and (3) the values of σ in V .

However, ∂ϕ/∂n on S is known from the boundary condition, Eq. 2.21, whereas σ in V may be

calculated once w has been evaluated; thus, Eq. 2.24 is a boundary integral equation relating ϕ on

S to ∂ϕ/∂n on S and σ in V .

It should be underlined that, once Eq. 2.24 has been solved (namely, once the potential ϕ on S

has been obtained), the corresponding potential velocity is evaluated by taking the gradient of Eq.

2.24, to obtain

v
P
(x) =

∮
S

(
χ∇xG− ϕ∇x

∂G

∂n

)
dS(y) +

∫
V
∇xGσdV(y) (x ∈ V) (2.26)

It should be noted again that the calculation of ϕ, by the representation in Eq. 2.24, implies the

knowledge of the rotational contribution of the rotational portion of velocity, w, whose expression

is derived as using Eq. 2.13.

2.3 Generalized Bernoulli theorem

Combining Eqs. 2.12 and 2.13 yields

∇
(
ϕ̇+
‖v

P
‖2

2
+ ℘− ν∇2ϕ

)
= 0 (2.27)

This implies that the term in parenthesis (first integral of Eq. 2.27) is constant. This constant is

obtained from the conditions at infinity, Eqs. 2.22 and 2.8, to yield

ϕ̇+
‖v

P
‖2

2
+ ℘− ν∇2ϕ = 0 (2.28)

which represents a generalization of the Bernoulli theorem to incompressible viscous flows.
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It should be noted that this expression is similar to that for the incompressible potential flows -

recall that the Bernoulli theorem for incompressible potential flow field reads

ϕ̇+
‖v‖2

2
+
p

ρ
=
p∞
ρ
. (2.29)

The difference is due to the term −ν∇2ϕ, whose evaluation does not represent any problem, since

∇2ϕ = σ.

2.4 Numerical Formulation

The theoretical formulation presented applies both to three-dimensional and two-dimensional prob-

lems. Since numerical validations have been performed only on two dimensional cases, the cor-

responding numerical formulation described in the following refers only to two-dimensional flow

fields.

As pointed out in the preceding chapter, Eqs. 2.24 and 2.25 give, respectively, the boundary

integral representation and the boundary integral equation for ϕ. They may be combined

E(x)ϕ(x) =

∮
C

(
χG− ϕ∂G

∂n

)
ds(y) +

∫
Aw

Gσ dA(y) (x ∈ Aw) (2.30)

where

E(x) =

 1 if x ∈ Aw

1

2
if x ∈ C

(2.31)

whereas C is the body contour and Aw represent the portion of the flow field in which the rota-

tional component of the velocity is not negligible.2 It is worth noting that in two dimensions the

expression of the fundamental solution is

G(x,y) =
1

2π
ln ‖x− y‖ (2.32)

Akin to the three dimensional case, the representation in Eq. 2.30 allows the evaluation of ϕ in the

field whenever ϕ and χ on C as well as σ in Aw are known. As pointed out above, χ is prescribed

from the boundary condition, Eq. 2.21, whereas σ may be obtained from w. Thus, we need to

evaluate ϕ on C. In the limit, if x tends to C, Eq. 2.30 yields to a compatibility relationship

2Note that C is the two-dimensional equivalent of S, and Aw is the two dimension equivalent of Vw.
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between ϕ and χ on C as well as σ in Aw. This corresponds to an integral equation in which the

only unknown is ϕ on C.3

The velocity field may then be obtained by taking the gradient of Eq. 2.30 to yield

∇xϕ(x) =

∮
CB

(
χ∇xG− ϕ∇x

∂G

∂n

)
ds(y) +

∫
Aw

σ∇xG dA(y) (x ∈ A) (2.33)

2.4.1 Velocity potential discretization

The numerical approach implemented and here outlined is the boundary element method, which

corresponds to the discretized form of boundary integral equation method.

Equation 2.30 is approximated as follows

ϕ(x) =

NB∑
j=1

ϕjpj(x) (2.34)

χ(x) =

NB∑
j=1

χjpj(x) (2.35)

where pj(x) represent the suitable global interpolation functions over C, whereas ϕj = ϕ(xj) and

χj = χ(xj), with xj being the interpolation nodes. In addition,

σ(x) =

NA∑
j=1

σjqj(x) (2.36)

where qj(x) represent again suitable global interpolation functions over Aw.4

This yields the discretized form of the boundary integral representation for any point in the

field

ϕ(x) =

NB∑
j=1

Bj(x)χj +

NB∑
j=1

Cj(x)ϕj +

NA∑
j=1

Hj(x)σj (2.37)

where

Bj(x) =

∫
C
pj(y)G(x,y) ds(y) (2.38)

Cj(x) =

∫
C
pj(y)

∂G(x,y)

∂n
ds(y) (2.39)

Hj(x) =

∫
A
qj(y)G(x,y) dA(y) (2.40)

3The methodology is exactly the same as that presented for the three-dimensional case.
4The same interpolation functions are used for the description of the geometry (isoparametric scheme). The lo-

cal interpolation functions for pj(x) are given as a combination of Hermite polynomials (see the subsubsection on

interpolation functions). The local interpolation functions for qj(x) are bi-linear.
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The boundary integral equation discretization should be completed, so as to have as many

equation as unknowns. The procedure used is the so-called the collocation method in which Eq.2.37

is satisfied at NB prescribed points, known as collocation points. In this work these coincide with

the nodes of the elements under consideration, so that E(x) = 1/2. The corresponding discretized

form of the boundary integral equation reads

1

2
ϕk =

NB∑
j=1

Bkjχj +

NB∑
j=1

Ckjϕj +

NA∑
j=1

Hkjσj (2.41)

where Bkj = Bj(xk), Ckj = Cj(xk) and Hkj = Hj(xk).

The above expression represents a system of linear algebraic equations in which the unknowns

ϕj may be easily calculated. Once ϕ is evaluated on the body contour its value in the flow field can

be obtained, directly, using Eq. 2.37.

It is worth repeating that the evaluation of the potential ϕ is possible only after the rotational

portion of the velocity w and hence its divergence σ have been calculated.

On the interpolation functions

In Eqs. 2.34, 2.35 and 2.36 the shape functions pj(x) and qj(x) are still unspecified. Here, we

present the choice for these functions. Let us begin with qj(x). For these, as mentioned above, a

locally bi-linear interpolation is used.

Next, consider the pj(x). For these, we choose interpolation functions that are locally cubic.

The main reason for this is to remove singularities that would appear in the discretized representa-

tion for v, if lower orders were to be considered, thereby making it impossible to use collocation

points that coincide with nodes of the elements, at least as far as the evaluation of v
P
(x) is con-

cerned.5 Specifically, we want the pj(x) to be continuous with their derivatives. The easiest way to

obtain this is by using, locally, the third-order Hermite interpolation functions. However, this intro-

duces new unknowns - the derivative of ϕ and χ - at the nodes. These are eliminated by expressing

the derivatives in term of their finite-difference approximations differences.6

Let us go into details. The expression for ϕ is obtained using the Hermite (third-order) inter-

5Discontinuities in the intensity of the doublet integral yield a vortex singularity, whereas discontinuities in the

derivative of the intensity of the doublet integrals, or in the intensity of the source integrals yield a so-called jet

singularity.
6We use centered differences, except at the trailing-edge, where forward/backward differences are used.
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polation

ϕ(ξ) = M−(ξ)ϕ+ +M+(ξ)ϕ− +N−(ξ)ϕ+
ξ +N+(ξ)ϕ−ξ (2.42)

where ϕ+, ϕ−, ϕ+
ξ and ϕ−ξ represent the value of the potential perturbation and of its derivative in

the vertices of the element.

The interpolating functions are the Hermite polynomials, which assuming ξ ∈ [−1 : 1], are

given by the following expressions

M−(ξ) =
1

4
(2− 3ξ + ξ3) (2.43)

M+(ξ) =
1

4
(2 + 3ξ − ξ3) (2.44)

N−(ξ) =
1

4
(1− ξ − ξ2 + ξ3) (2.45)

N+(ξ) =
1

4
(−1− ξ + ξ2 + ξ3) (2.46)

They are depicted in Fig. 2.1.
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Figure 2.1: Hermite polynomials

As pointed out above, according to this scheme, in order to perform the interpolation the knowl-

edge of its derivative is requested as well. To avoid the consequent increase in the number of un-

knowns, the derivatives may be expressed by means of an appropriate finite-difference scheme,
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involving both the value of ϕ on the nodes of the panel observed and its value on the nodes of the

contiguous elements. According to the scheme depicted in Fig. 2.2 Eq. 2.42 yields

ϕ(ξ) = M−(ξ)ϕ+ +M+(ξ)ϕ− +N−(ξ)
ϕ2 − ϕ0

∆ξ
+N+(ξ)

ϕ3 − ϕ1

∆ξ
(2.47)

where

∆ξ = 2 (2.48)

Figure 2.2: Body contour panel representation 2

Indicating by p the Hermite polynomials vector, whose expression is

p = Aξ =
1

4


2 −3 0 1

2 3 0 −1

1 −1 −1 1

−1 −1 1 1




1

ξ

ξ2

ξ3

 (2.49)

Eq. 2.47 reads (local interpolation)

ϕ(ξ) = pT


ϕ1

ϕ2

ϕ2−ϕ0

2∆ξ

ϕ3−ϕ1

2∆ξ

 = (Aξ)T


0 1 0 0

0 0 1 0

− 1
2∆ξ

0 1
2∆ξ

0

0 − 1
2∆ξ

0 1
2∆ξ




ϕ0

ϕ1

ϕ2

ϕ3

 = ξTATTϕ (2.50)

A similar expression may be used to approximate the function χ(x).

Then, the contour integral coefficient Bkj and Ckj may be calculated by Gaussian quadrature.

Next, consider the interpolation used for the double integrals. The source intensity σ is approx-

imated by bi-linear shape functions. This interpolation is also used for the geometry, so that the

surface element is described as an hyperbolic paraboloid through the vertices of the panel. In order
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to define the position of any point P a local coordinate system (ξ, η) is introduced. Its position is

defined by

xP = p0 + ξp1 + ηp2 + ξηp3

ξ ∈ [−1, 1]

η ∈ [−1, 1]

whereas the vertices position is defined by

xsξ,sη = p0 + sξp1 + sηp2 + sξsηp3

where sξ = ±1 and sη = ±1. Performing an inversion of the previous equation one obtains the

link between the vectors p0,p1,p2,p3 and the location of the vertices:

p0 =
1

4
(x++ + x+− + x−+ + x−−)

p1 =
1

4
(x++ + x+− − x−+ − x−−)

p2 =
1

4
(x++ − x+− + x−+ − x−−)

p3 =
1

4
(x++ − x+− − x−+ + x−−)

By means of these relationships the element is completely defined.

Moreover, it is possible to define both the covariant base vectors

g1 =
∂x

∂ξ
= p1 + ηp3 (2.51)

g2 =
∂x

∂η
= p2 + ξp3 (2.52)

its relative unit normal

n =
g1 × g2

‖ g1 × g2 ‖
(2.53)

In addition, we need to define the contravariant base vectors, as

gα · gβ = δβα (2.54)

and the Jacobian of the transformation, x = x(ξα), from curvilinear to Cartesian coordinates:

J =
∂(x1, x2)

∂(ξ1, ξ2)
= ‖g1 × g2‖ (2.55)

Then, the surface integral coefficient Hkj may be calculated by Gaussian quadrature.
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Evaluation of σ and the numerical scheme implemented

The term σ = −divw has been evaluated, in the two dimensional case, according to the curvilinear-

coordinate expression for the divergence of a generic vector b, as follows

divb =
1

J

∂(Jbα)

∂ξα
=

1

J

∂(Jb1)

∂ξ1
+

1

J

∂(Jb2)

∂ξ2
(2.56)

where bα = b · gα, with α = 1, 2.

Accordingly, indicating with the subscript 0 the point in which the term σ has to be calculated,

we have, for each field node (but not for the boundary nodes),

−Jσ)
∣∣
0

=
1

2∆ξ1
(Jw1

∣∣
3
− Jw1

∣∣
1
) +

1

2∆ξ2
(Jw2

∣∣
2
− Jw2

∣∣
4
) (2.57)

where the subscripts 1, 2, 3, 4 represent, respectively, the points depicted in Figure 2.3.

Figure 2.3: Node numbering scheme to evaluate σ in the flow field

Conversely, to evaluate the same quantity, σ, on the body contour surface, a forward finite

difference scheme has been implemented, so that

∂(Jwα)

∂ξα

∣∣∣∣ =
1

2∆ξ1
(Jw1|3 − Jw1|1) +

1

2∆ξ2
(−Jw2|4 + 4Jw2|2 − 3Jw2|0) (2.58)

where again wα = w · gα (α = 1, 2).

Discretization of the potential velocity contribution, v
P

Once the potential ϕ has been obtained, the potential portion of the velocity field v
P

= ∇ϕ is

obtained from the finite-difference approximation of the expression of the gradient, namely

gradu =
∂u

∂ξ1
g1 +

∂u

∂ξ2
g2 (2.59)
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Figure 2.4: Node numbering scheme to evaluate σ on the body contour

2.4.2 Evaluation of the rotational velocity contribution, w

Here we present the methodology used for the numerical solution of the equation for the rotational

portion of the velocity field, Eq. 2.13, which may be written as

∂w0

∂t
= f0 (2.60)

where

f0 = [ν∇2w]0 − [v · ∇w]0 − [w · ∇v
P
]0 (2.61)

where the subscript 0 identifies the field point in which the term f has to be evaluated (Eq. 2.60 is

used only in the field points, not on the boundary).

All the space derivatives are approximated by centered differences. The details for the evalua-

tion of [∇2w]0, [v · ∇w]0 and [w · ∇v
P
]0 are presented below.

The time-dependent solution has been performed by using explicit integration schemes (both

the Runge-Kutta and the Euler explicit method have been utilized).

Evaluation of∇2w

The term ∇2w = div gradw has been evaluated by using ∇2 = divgrad, along with the two-

dimensional expressions for the divergence Eq. 2.56 and gradient Eq. 2.59. This yields, for the

Laplacian of a generic function u(ξ1, ξ2),

∇2u = div gradu =
1

J

∂

∂ξα

(
Jgαβ

∂u

∂ξβ

)
(2.62)
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where the contravariant components of the metric tensor, gαβ , are defined by

gαβgβγ = δαγ (2.63)

Hence, we have

∇2w =
1

J

∂

∂ξα

(
Jgαβ

∂w

∂ξβ

)
(2.64)

Specifically, we use

∇2w
∣∣
0

=
1

J0

[
1

2
(ĝ11

1 + ĝ11
0 )(w1 −w0)− 1

2
(ĝ11

3 + ĝ11
0 )(w0 −w3)

]
1

(∆ξ1)2

+
1

J0

[
ĝ12

1 (w6 −w5)− ĝ12
3 (w7 −w8)

] 1

4∆ξ1∆ξ2

+
1

J0

[
ĝ21

2 (w6 −w7)− ĝ21
4 (w5 −w8)

] 1

4∆ξ1∆ξ2
(2.65)

+
1

J0

[
1

2
(ĝ22

2 + ĝ22
0 )(w2 −w0)− 1

2
(ĝ22

4 + ĝ22
0 )(w0 −w4)

]
1

(∆ξ2)2

where ĝαβ = Jgαβ and the subscripts 1, 2, 3, 4, 5, 6, 7, 8 represent, respectively, the points depicted

in Figure 2.5

Figure 2.5: Node numbering scheme to evaluate∇2w in the flow field

Evaluation of [v · ∇w]0 and [w · ∇v
P
]0

The term [v · ∇w]0 and [w · ∇v
P
]0 have been evaluated, using a finite different scheme, as follows

(the related computational grid scheme is the one depicted in Fig. 2.3)

v · ∇w|0 =
[
(wx + vPx)g

1
x + (wy + vPy)g

1
y

]
0

w|3 −w|1
2∆ξ1

+
[
(wx + vPx)g

2
x + (wy + vPy)g

2
y

]
0

w|2 −w|4
2∆ξ2

(2.66)
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where gαx and gαy denote the x− and y−components of gα. Similarly,

w · ∇v
P
|0 =

[
wxg

1
x + wyg

1
y

]
0

v
P
|3 − v

P
|1

2∆ξ1
+
[
wxg

2
x + wyg

2
y

]
0

v
P
|2 − v

P
|4

2∆ξ2
(2.67)

2.5 Validation

As stated in the introduction, the main objective of this dissertation is the validation of the scheme,

and its assessment in terms of accuracy and efficiency. Therefore we have numerically simulated

two-dimensional steady-state incompressible flows and we have compared the results achieved

against some reference data available in literature.

2.5.1 Flow around a cylinder

The first test case pertains the numerical simulation of a uniform flow around a circular cylinder,

having diameter D. Extensive results are available in literature and a comparison is shown in Figs.

2.6 and 2.7. Specifically, in Fig. 2.6, the distance of the singular point from the cylinder (that is, the

dimensionless length of the recirculation bubble) along the x-axis in terms of Reynolds number,

Re := u∞D/ν, is depicted.

Figure 2.6: Recirculation bubble length vs Reynolds number
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As shown in Fig. 2.6 the agreement between present results and other numerical ones, see

Dennis and Chang, Fornberg, Cossu and Morino et al., Refs. [15], [16] and [17], is very good,

whereas the agreement with Noack et al., Ref. [18], is good only in a subspace of the range

investigated.

Hence a comparison between experimental data, numerical data and the present analysis has

been conducted. In Fig. 2.7 the separation point angle as a function of Reynolds number is com-

pared. The reference experimental data are by Thom and Grove et al., Refs. [19] and [20], whereas

the numerical ones are by Cossu, Ref. [21], and are obtained through the application of the Biot-

Savart low and by Morino et al. and are determined by the formulation addressed in Ref. [12]. We

Figure 2.7: Separation angle vs Reynolds number

can observe that the agreement is again satisfactory. It should be noted that we performed these

tests using the same discretization used in Ref. [12], that is 100 elements in ξ-direction and 20 in

η-direction, to emphasize that, all other things being equal, the results are in good agreement.
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2.5.2 Flow around an airfoil

Moreover, we performed an analysis on a symmetric Joukowsky airfoil in uniform flow, having

chord c at an angle of attack α = 3◦. The Reynolds number is Re = 40. Again the results are

compared with the ones of Morino et al., Ref. [12], and with the one of Cossu and Morino, Ref.

[17]. In Fig. 2.8 we compare v1(0.25, η), namely the quarter-chord contravariant component of the

velocity velocity, as a function of η.

Figure 2.8: Velocity contravariant component at ξ = .25, Re=40 and α = 3◦.

Again the results are in good agreement. In order to validate the pressure evaluation as well, Fig.

2.9 shows a comparison between present results, in terms of pressure coefficient along the airfoil

boundary and those obtained using a commercial code (i.e. FLUENT 5.5).7

7These results obtained via FLUENT have been already compared with the ones of Morino et al., obtained through

the formulation presented in Ref. [12].
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Figure 2.9: Wall pressure coefficient, Re=40 and α = 3◦.

2.5.3 Comments

In conclusion, we outline the major advantages concerning the formulation presented above.

It should be underlined that following the approach already introduced velocity evaluation is

completely independent with respect to pressure evaluation.

With respect to the use of boundary integral methods, assuming the decomposition presented

in Section 2.2.1, we obtain that the overall problem requires a solution analysis limited to the

vortical region,8 and the boundary conditions at infinity are automatically taken into account by

the boundary integral representation.9 Moreover, solving w evolution equation allows to avoid

imposing either the solenoidality of v for the incompressible Navier-Stokes equations or that of ζ

for the vorticity transport equation.

8As pointed out in the introduction the rotational contribution of velocity, w, vanishes exponentially at infinity.
9This is particularly advantageous in the compressible case since non-reflecting boundary conditions are avoided.
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2.6 A comparison with the Lighthill viscous-flow correction

In Eq. 2.14, we have imposed, as one of the boundary conditions for w, that w · n = 0, for x ∈ S .

In the original problem, the boundary condition on the body surface is simply v(x, t) = v
B
(x, t),

for x ∈ S , Eq. 2.7. The need for a fourth boundary condition (namely, Eq. 2.14) is due to the fact

that the problems for w and ϕ have been separated (had the two problems been treated together Eq.

2.7 would have sufficed).

In this work the fourth boundary condition implemented is the one in Eq. 2.14. This choice

(that w · n = 0, Eq. 2.14) is arbitrary and was made here merely for the simplicity of the imple-

mentation. Another possible choice is, for instance,

∇ ·w = 0 (x ∈ S) (2.68)

In order to understand the implications of this choice, in this section we present a comparison of

the formulation with the viscous-flow correction by Lighthill, Ref. [13]. Indeed, the formulation

presented above is in a strict relationship to the Lighthill equivalent source method.10 For the sake

of completeness, such a method is briefly reviewed here.

2.6.1 The Lighthill equivalent source method

This approach, widely used to estimate the effect due to the presence of boundary layers while

modelling potential flows, is implemented by modifying the potential boundary condition ∂φ/∂n =

χ
B

in

∂φ

∂n
= χ

B
+ χ

E
, (2.69)

where χ
E

represents the equivalent source term, whose expression reads

χ
E

=
−1

‖g1 × g2‖
∂

∂ξα

∫ ξ3δ

0

[
J
(
vα − vα

E

)]
dξ3, (2.70)

being vα
E

the contravariant components of v
E

which is the “irrotational and solenoidal continuation”

of the velocity v.11 This expression is equivalent to the equivalent-source term of Lighthill.
10Otherwise known as the transpiration velocity method and connected to the displacement thickness method, also

by Lighthill, Ref. [13].
11It should be pointed out that v is irrotational and solenoidal outside the vortical region (i.e. outside the boundary

layer) therefore vE is its continuation in the vortical region.
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2.6.2 The comparison

In this subsection, we analyze both boundary conditions, Eqs. 2.14 and 2.68, within the context of

the equivalent-source method by Lighthill, Ref. [13].

To begin with, note that, as shown by Morino, in Ref. [1], the solution for the velocity, v, does

not depend on the choice of the fourth boundary condition (although w and v
P

are affected by it).

Nonetheless, the comparison is useful to clarify the decomposition.

In particular, we will show that both boundary conditions yield formulations that are close to

the Lighthill equivalent source method. Thus, further analysis of this issue is warranted, again to

be supported by computational experimentation.

The comparison for w · n = 0 on S

Assuming the vortical region to be thin (as in the Lighthill work), for x distant S,Gmay be assumed

to be constant across the vortical layer. This yields the following boundary integral representation

for the velocity potential ϕ

E(x, t)ϕ(x, t) =

∮
S

((
χ

B
+ χ

N

)
G− ϕ ∂G

∂n

)
dS(y) (2.71)

where

χ
N

=
1

‖g1 × g2‖

∫ ξ3δ

0

J σϕ dξ3 (2.72)

being dV = J dξ1 dξ2 dξ3 and dS = ‖g1 × g2‖ dξ1 dξ2. Hence, as σ = −∇ ·w and w = v − v
P
,

we have12

χ
N

=
−1

‖g1 × g2‖
∂

∂ξα

∫ ξ3δ

0

J
(
vα − vα

P

)
dξ3 (2.73)

Although the two expressions in Eqs. 2.73 and 2.70 are similar, the two are conceptually different

as vα
E

is solenoidal whereas vα
P

is not solenoidal.

The comparison for∇ ·w = 0 on S

The fact that σ = −∇ ·w = 0 on S (and at the outer boundary of Aw) yields that σ might be neg-

ligible in the vortical region, an assumption to be verified by numerical investigations. Assuming

12Note that
∫ ξ3δ
0

∂(Jw3)
∂ξ3 dξ3 vanishes. If ξ3 = 0, w · n = 0 implies w3 = 0, and if ξ3 ≥ ξ3δ , we have w = 0.
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that this is the case, the boundary integral representation for ϕ reads

E(x, t)ϕ(x, t) =

∮
S

(
∂ϕ

∂n
G− ϕ ∂G

∂n

)
dS(y). (2.74)

Thus, corresponding boundary condition is no longer given by Eq. 2.14; correspondingly, the

boundary condition for ϕ is no longer given by Eq. 2.21 - we have to go back to Eq. 2.20, namely

∂ϕ

∂n
= χ

B
−w · n. (2.75)

We underline that

J w3 =
∂

∂ξα

∫ ξ3δ

0

J
(
vα − vα

P

)
dξ3, (2.76)

equivalent to Eq. 2.73, since −‖g1 × g2‖χN
= ‖g1 × g2‖w · n = w · g1 × g2 = J w3. Now v

E

and v
P

are conceptually equivalent (both are solenoidal fields).

2.7 A review of the past work

Here, we present a very brief overview of the decomposition used in Refs. [9], [10], [11] and [12]),

where the decomposition falls within the class of direct-integration decompositions, in which Eq.

1.2 is solved by direct integration. Using the expression for the curl in curvilinear coordinates, Eq.

1.2 may be rewritten as

Jζ1 =
∂w3

∂ξ2
− ∂w2

∂ξ3
Jζ2 =

∂w1

∂ξ3
− ∂w3

∂ξ1
Jζ3 =

∂w2

∂ξ1
− ∂w1

∂ξ2
(2.77)

where J is the Jacobian of the transformation x = x(ξα), ζj are the contravariant components of

ζ = ζjgj , whereas wk are the covariant components of w = wkg
k. This equation may be solved

by choosing, arbitrarily but legitimately,

w3(ξ1, ξ2, ξ3) = 0. (2.78)

Hence, recalling that ζ = 0 at infinity, the first two equations in Eq. 2.77 may be integrated to yield

the following particular solution for Eq. 1.2:

w1(ξ1, ξ2, ξ3) = −
∫ ∞
ξ3

J ζ2(ξ1, ξ2, ξ̆3) dξ̆3 (2.79)

w2(ξ1, ξ2, ξ3) =

∫ ∞
ξ3

J ζ1(ξ1, ξ2, ξ̆3) dξ̆3 (2.80)

w3(ξ1, ξ2, ξ3) = 0 (2.81)
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Equation 2.79 is the key of formulation used in the past (Refs. [9], [10], [11] and [12]). The

integration is performed along a ξ3−line, which is either in the direction of the flow, or in a direction

normal to the boundary. Thus, it is apparent that, in either case, w = 0 in much of the region where

ω = 0 (indeed, for attached flows, it vanishes in all the region where ω = 0).

Next, consider the direction of integration ξ3. In the scheme used in Ref. [9], the direction

of integration is somewhat aligned with the direction of the flow. On the other hand, in Ref. [10]

they are directed along the normal to the boundary. It is apparent that, in either approach, for

attached high-Reynolds-number flows (for which the rotational region is a very thin layer around

the surface of the body), w obtained from Eq. 2.79 vanishes in the whole irrotational region, that is,

the volumeW where w 6= 0 coincides with the rotational region. Thus, recalling Eq. 1.1, we have,

in the whole irrotational region, v = ∇ϕ. Hence, the Bernoulli theorem may be used to evaluate

the pressure there.

However, both of these approaches yield discontinuities in the w field (and hence in v
P
), which

fact renders the formulations non–user–friendly. In order to overcome this drawback, a combination

of the two approaches is introduced in Ref. [11], and implemented in Ref. [12], where the field

Jζ is decomposed into symmetric and anti–symmetric fields, with the appropriate coordinate of

integration applied to each. This eliminates the discontinuities in the w and v
P

fields.
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Chapter 3

Towards a compressible formulation

In this chapter, we present a first step towards extending to compressible flow fields the formulation

introduced in the Chapter 2. Here, we shift the emphasis towards acoustics. We present the theo-

retical formulation, and use it to show that the power spectral density of the field pressure is related

directly to the power spectral density of the boundary pressure. Numerical results are presented a

compared to available experimental data.

A closely related problem was addressed in Refs. [23] and [24], for the limited case of incom-

pressible flows, using the potential/vorticity decomposition outlined in Section 2.7.1 They provide

a formulation for the evaluation of the power spectral density of the pressure at any given set of

points in the irrotational region, in terms of the power spectral density of the transpiration velocity

at the boundary points: this is a quantity that they define in terms of the vorticity and is closely

related to the equivalent source by Lighthill [25] (see Section 2.6). The implication is that the

direct relationship exists only if the vortical region (boundary layer and wake) is thin, namely for

attached high-Reynolds-number flows.

However, experimental data available does not pertain the power spectral density of the transpi-

ration velocity, but the power spectral density of the boundary pressure. In addition, the limitation

to incompressible fields is inadequate for studying aeroacoustics. Both limitations are removed

in Ref. [22], which presents a compressible flow formulation that shows how the power spectral

density of the pressure at any given set of points in the irrotational region is related to the power

1Note that the potential/vorticity decomposition illustrated in Section 2.7 may be used for compressible flows as

well. Also, as pointed out there, that decomposition has also the distinguishing feature that the rotational-velocity

contribution vanishes in much of the irrotational region.

34



spectral density of the pressure at the boundary points. However, this work is still based upon the

potential/vorticity decomposition outlined in Section 2.7; this is the reason why the field points

must be located in the irrotational region, so as to allow one to use the Bernoulli theorem.

Here, the formulation is based upon the natural velocity decomposition. Hence, we no longer

have the limitation that the field points be located in the irrotational region, because one may use

the generalization of the Bernoulli theorem (Eqs. 3.10, or 3.43, depending upon the equation

governing w that one chooses). Thus, the objective of the analysis presented here is the evaluation

of the power spectral density of the pressure at any given set of points in the field in terms of the

power spectral density of the pressure at the boundary points.

Specifically, we first introduce a formulation for the evaluation of the Fourier transform of the

pressure at any given point (either in the field or on the boundary) in terms of the Fourier transform

of the transpiration velocity. Then, the relationship boundary-pressure vs transpiration velocity

is inverted and combined with the relationship field-pressure vs transpiration velocity to yield the

desired formulation for the evaluation of the Fourier transform of the pressure at any given point in

the field in terms of the power spectral density of the pressure on the boundary. The relationship

regarding the power spectral density follows from the Wiener-Khintchine theorem.

3.1 Compressible-flow formulation

In this section we present the compressible-flow formulation. Consider the governing equations

(continuity, Navier-Stokes and entropy): these are given by

Dρ

Dt
+ ρ∇ · v = 0 (3.1)

ρ
Dv

Dt
+∇p = DivD (3.2)

ρ ϑ
DS

Dt
= D : V + κ∇2ϑ, (3.3)

where ϑ is the temperature, S is the entropy, D is the strain rate tensor, and V is the viscous stress

tensor.

Combining the Navier-Stokes equations, Eq. 3.2, with

dh = ϑdS + dp/ρ (3.4)
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and with Dv/Dt = ∂v/∂t+ v · ∇v one obtains, using Eq. 2.11

∂v

∂t
+ v · ∇v = −∇h+ ϑ∇S +

1

ρ
DivV (3.5)

3.1.1 Natural velocity decomposition

Let us introduce again the natural velocity decomposition

v = v
P

+ w, with v
P

= ∇ϕ. (3.6)

Combining with the Navier-Stokes equation, as given in Eq. 3.5, yields

∇
(
∂ϕ

∂t
+

1

2
v2
P

+ h

)
+

Dw

Dt
+ w · ∇v

P
+ ϑ∇S +

1

ρ
DivV = 0 (3.7)

Akin to what we did in Chapter 2, it is convenient to define w so as to satisfy the following equation2

Dw

Dt
+ w · ∇v

P
− ϑ∇S − 1

ρ
DivV = 0 (3.8)

Correspondingly, we have

∇
(
ϕ̇+

v2
P

2
+ h

)
= 0 (3.9)

which yields, in the airframe, a generalized Bernoulli theorem for the Navier-Stokes equations

ϕ̇+
v2
P

2
+ h = h∞ (3.10)

Next, let us introduce the ideal-gas equation of state

ρ h−1/(γ−1) eS/R = constant (3.11)

Then, we have

1

ρ

∂ρ

∂h

∣∣∣
S

=
1

(γ − 1)h
=

1

γRϑ
=:

1

a2
and

1

ρ

∂ρ

∂S

∣∣∣
h

=
−1

R
, (3.12)

2Here, we have a minor variation with respect to the formulation of Ref. [1]. Specifically, we use the formulation

for compressible Euler flows, and - akin to the acoustic analogy of Lighthill [14] - we include all the viscous terms

in the equation for w. This issue is addressed in greater depth in Section 3.5, which presents a comparison with the

compressible Navier-Stokes flows of Ref. [1], where the viscosity and entropy terms related to ϕ are included in the

Bernoulli theorem term.
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where a is called the speed of sound and R is the ideal-gas constant. Combining Eq. 3.10 with the

non-conservative form of the continuity equation, Eq. 3.1, and using Eq. 3.12, one obtains3

∇2ϕ + ∇ ·w = − 1

ρ

Dρ

Dt
= − 1

a2

Dh

Dt
+

1

R

DS

Dt
=

1

a2

D

Dt

(
ϕ̇+

v2
P

2

)
+

1

R

DS

Dt
(3.13)

Combining and recalling that a2 = γRϑ, one obtains

∇2ϕ− 1

c2

∂2ϕ

∂t2
= σ (3.14)

where c = a∞, whereas σ comprises all the so–called source terms, including the viscous terms,

which are linear, and which in aeroacoustics are typically included in the source terms.

In a body frame of reference,4 we have

∇2ϕ− 1

c2

(
∂

∂t
+ U∞

∂

∂t

)2

ϕ = σ (3.15)

Note that this equation is formally equivalent to that for full-potential flows.5 Thus, we may

use the boundary integral representation for the full-potential flows, which is obtained under the

assumption of homogenous initial conditions (start from rest) and homogenous boundary condition

at infinity. This yields (see for instance Ref. [4])

E(x̌)ϕ(x̌, t) =

∮
Š

[
∂ϕ

∂ň
Ǧ−ϕ∂Ǧ

∂ň
+ϕ̇Ǧ

∂θ̂

∂ň

]θ̌
dŠ(y̌) +

∫
V̌
F

[
Ǧσ
]θ̌

dV̌(y̌) (3.16)

whereE(x, t) is given by Eq. 2.31, whereas ˇ denotes the Prandtl-Glauert space, having coordinates

x̌1 = x1/β, x̌2 = x2 and x̌3 = x3; specifically, Ǧ = −1/4πř, with ř = ‖x̌ − y̌‖, and [...]θ̌ =

[...]τ=t−θ̌, where θ̌ = [M(y̌1 − x̌1) + ř]/βc, whereas θ̂ = [M(x̌1 − y̌1) + ř]/βc.

If the vortical region, V̌ , which encompasses boundary layer and wake, is sufficiently thin,

we may “compress” the source distribution over V̌ into a source layer over the boundary surface

Š
B

(see Ref. [10] for a more refined analysis, involving a sequence of integration by parts). In

order to exploit this fact, let us introduce a curvilinear coordinate system, ξα, where ξ1 and ξ2 are

over the surfaces Š
B

and Š
W

, whereas the coordinate ξ3 is such that: (i) ξ3 = 0 coincides with

the surface S
B

, and (ii) ∂/∂ξ3 = ∂/∂ň, for ξ3 = 0. Specifically, using dV̌ = J̌ dξ1 dξ2 dξ3 and

dŠ =
√
ǎ dξ1 dξ2, we have∫

V̌
[σ Ǧ]θ̌ dV̌(y̌) '

∮
Š
B

[χ̌
B
Ǧ]θ̌ dŠ(y) +

∫
Š
W

[χ̌
W
Ǧ]θ̌ dŠ(y̌) (3.17)

3See Ref. [1] for further details.
4That is, a frame that moves with velocity −U∞i with respect to the undisturbed air.
5The only difference being the definition of σ.
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with

χ̌
B

=
1√
ǎ

∫ ξ3δ

0

J̌ σ dξ3 (3.18)

(where ξ3
δ denotes the value of ξ3 just outside the boundary layer), and a similar definition for χ̌

W
.

Thus, Eq. 3.16 may be approximated as

E(x̌)ϕ(x̌, t) =

∮
Š
B

[
(χ̌+ χ̌

B
)Ǧ−ϕ∂Ǧ

∂ň
+ϕ̇Ǧ

∂θ̂

∂ň

]θ̌
dŠ(y̌) (3.19)

+

∮
Š
W

[
χ̌

W
Ǧ−ϕ∂Ǧ

∂ň
+ϕ̇Ǧ

∂θ̂

∂ň

]θ̌
dŠ(y̌)

Equation 3.19 is the key to the approach presented here. Indeed, Eq. 3.19 allows one to

evaluate ϕ anywhere in the field, if ϕ, χ̌ and χ̌
B

over Š
B

, as well as ∆ϕ and χ
W

over Š
W

are known.

However, ϕ on Š
B

is not known. Thus, first one must obtain an equation for evaluating ϕ on Š
B

.

Akin ti the incompressible flow case, this is obtained by letting x̌ tend Š
B

. In this case, Eq. 3.19

corresponds to a compatibility condition between ϕ and χ̌ + χ̌
B

over Š
B

, as well as ∆ϕ and χ̌
W

over Š
W

. This compatibility condition is an integral equation that allows one to evaluate ϕ over Š
B

from χ̌ + χ̌
B

over Š
B

, as well as ∆ϕ and χ̌
W

over Š
W

. In other words, the solution for ϕ in the

field, is obtained in two steps. In the first one, x denotes a generic point on the surface Š
B

. In this

case, Eq. 3.19 corresponds to an integral equation for ϕ on Š
B

. Once ϕ on Š
B

has been evaluated,

we consider the second step, that which yields ϕ in the field: now, x denotes a generic point in the

field, and Eq. 3.19 corresponds to an integral representation for ϕ in V̌ .

This formulation may be treated akin to that for incompressible flows. In particular, the approx-

imation used in Eq. 3.17 may be used to approximate the volume with a surface integral, thereby

defining the transpiration velocity for unsteady compressible flows.

The application of the above results to the problem under consideration here (that it, how to

obtain the pressure in the field given the pressure on the body) is addressed later. Indeed, in order

to show this, it is convenient first to discretize the problem.

3.2 Numerical formulation

Here we present the discretization of Eq. 3.19 used in this work. Contrary to what we did in

Chapter 2, here we use a zeroth order discretization (namely a piecewise constant approximation).
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Specifically, let S
B

be divided into N
B

surface elements, SB
j (j = 1, . . . , N

B
), and S

W
into N

W

surface elements, SW
n (n = 1, . . . , N

B
). Next, introduce a piece–wise constant approximation for

ϕ(x, t), namely

ϕ(x, t) = ϕj(t) (x ∈ SB
j ) (3.20)

The same type of approximation is used for the other variables. Next, we restrict our attention to

the sound generated by a turbulent boundary layer, for a wing in uniform translation. In this case,

χ̌ is time independent. In view of the linearity of the operator, let us concentrate on the unsteady

portion of the flow. Let

ϕ̂j(ω) = F[ϕU
j (t)] (3.21)

denote the Fourier transform of the unsteady portion of ϕ. This yields, in the Fourier domain,

Ek ϕ̂k =

N
B∑

h=1

B̂B
kh χ̂

B
h +

N
B∑

h=1

ĈB
kh ϕ̂h +

N
W∑

n=1

B̂W
kn χ̂

W
n +

N
W∑

n=1

ĈW
kn ∆ϕ̂n (3.22)

where

ĈB
kh(ω) =

(
CB
kh + ı ω DB

kh

)
e−ı ω θkh B̂B

kh(ω) = BB
kh e

−ı ω θkh

ĈW
kn(ω) =

(
CW
kn + ı ω DW

kn

)
e−ı ω θkn B̂W

kn(ω) = BW
kn e

−ı ω θkn (3.23)

respectively denoting with BB
kh, CB

kh, and DB
kh source, doublet and ratelet integral coefficients on

the body,

BB
kh =

∫
Sh
Ǧ(x̌k, y̌) dS(y) (3.24)

CB
kh =

∫
Sh

∂Ǧ(x̌k, y̌)

∂ň
dS(y) (3.25)

DB
kh =

∫
Sh
Ǧ(x̌k, y̌)

∂θ̂

∂ň
dS(y) (3.26)

Similarly, BW
kh, CW

kh, and DW
kh denote the corresponding wake coefficients.

On the wake we have that (see Refs. [4] and [1])

∆ϕ̂n(t) = ∆ϕ̂TE
n (t− θC

n), (3.27)

where θC
n is the convection time required for a wake point to be convected from the trailing edge

point xTE
n to the corresponding wake point xW

n . In addition,

∆ϕ̂TE
n (t) =

N
B∑

j=1

Snj ϕ̂j(t), (3.28)
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(where [Snj] is a suitable matrix, introduced to implement the trailing–edge condition, that ∆ϕ

equalsϕupper−ϕlower). Similar considerations apply for χ
W

(since the convection of χ
W

is connected

with that of w, which in turn is connected with that of ζ). In addition, combining Eqs. 3.27 and

3.28, and taking the Fourier transform, one obtains

∆ϕ̂n = e−ıωθ
C
n ∆ϕ̂TE

n = e−ıωθ
C
n

N
B∑

j=1

Snj ϕ̂j (3.29)

As mentioned above, similar considerations are used for χ
W

, so that

χ̂W
n = e−ıωθ

C
n

N
B∑

j=1

Snj χ̂j (3.30)

Next, recall that the solution for ϕ in the field is obtained in two steps. In the first one, x denotes

the generic point on the surface S
B

; in this case, Eq. 3.19 corresponds to an integral equation for

ϕ on S
B

. In the second step, x denotes a specific point in the field, and Eq. 3.19 corresponds to an

integral representation for ϕ in V .

Consider the first step, the use of Eq. 3.19 as an integral equation. In this case, the collocation

points xk are located on the surface S
B

: xk ∈ SB
(k = 1, . . . , N

B
). Thus, ϕ on the left side is

evaluated on S
B

, where Ek = 1/2. Then, Eq. 3.22 yields[
1

2
I− C

BB
− C

BW
R S

]
ϕ̂

B
=
[

B
BB

+ B
BW

R S
]
σ̂ (3.31)

where, for instance, C
BB

=
[
(CB

kh + ı ω DB
kh

)
e−ı ω θkh ], with xk located in S

B
(k = 1, . . . , N

F
). In

addition, S =
[
Snj
]
, whereas the retarded–time matrix R is given by

R = Diag
[
e−ıωθ

C
n

]
(3.32)

Next, consider the second step (integral representation). In this case, the collocation points xk

are located in the fluid volume, V: xk ∈ V (k = 1, . . . , N
F
, with N

F
arbitrary). Thus, ϕ on the left

hand side is evaluated in V , and Ek = 1. Then, Eq. 3.22 yields

ϕ̂
F

=
[
C

FB
+ C

FW
R S
]
ϕ̂

B
+
[
B

FB
+ B

FW
R S
]
σ̂ = Q σ̂ (3.33)

with apparent definitions of the symbols. For instance, the elements of the matrix C
FB

= (CB
kh +

ı ω DB
kh

)
e−ı ω θkh , with xk located in V (k = 1, . . . , N

F
); also, the matrix Q is obtained by expressing

ϕ̂ in terms of σ̂, by using Eq. 3.31.
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Next, consider the pressure in the field.6 The generalized Bernoulli theorem, Eq. 3.10, may

be linearized to yield, p − p∞ = −ρ∞ϕ̇, or, in the body frame of reference, p − p∞ = −ρ∞(ϕ̇ +

U∞∂ϕ/∂x). Thus, we have, by taking the Fourier transform of the unsteady portion and using Eq.

3.33,

p̂
F

= −ı ω ρ∞ ϕ̂F
− ρ∞U∞Q′ σ̂ = H

F
σ̂ (3.34)

where H
F

= −ıωρ∞Q − ρ∞U∞Q′, whereas Q′ has an expression similar to that for Q, except for

the fact that we take the derivative with respect to x of the integrands of each coefficient, before

setting x = xk.

Following a similar procedure, one obtains the corresponding expression for the pressure on

the boundary, which may be expressed as

p̂
B

= H
B
σ̂ (3.35)

Combining Eqs. 3.34 and 3.35, we finally obtained the desired relationship between the field

pressure and the boundary pressure

p̂
F

= H
F

H−1
B

p̂
B

= Hp̂
B

(3.36)

3.3 Power–spectral–density analysis

In this section, we use the fact that, for the Wiener-Khintchine theorem, the power spectral density

Su of a function u(t) may be expressed as

Su = lim
T→∞

1

T
û∗
T
û
T

(3.37)

where ∗ denotes complex conjugate, whereas û
T

denotes the Fourier transform of u
T
(t), where

u
T
(t) = u(t) for t ∈ (−T, T ), and u

T
(t) = 0 otherwise:

û
T
(ω) := F

[
u
T
(t)
]

:=

∫ T

−T
u(t) e−ıωt dt (3.38)

For a vector function v(t), the power spectral density Sv is a matrix, which may be expressed

as (still for the Wiener-Khintchine theorem)

Sv = lim
T→∞

1

T
v̂∗
T

v̂T
T

(3.39)

6Note that this is the main advantage of using the natural velocity decomposition formulation, with respect to the

formulation of Ref. [22], where the Bernoulli theorem applies only in the non-vortical region.
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Using Eq. 3.36, we have

Sp
F

= H∗ Sp
B

HT (3.40)

which is the desired relationship between the power spectral density matrix Sp
F

of the pressure at

N
V

arbitrary points in the whole field and the power spectral density matrix Sp
B

of the pressure at

N
B

points on S
B

. The expression in Eq. 3.40 allows one to evaluate the field–pressure PSD from

the boundary–pressure PSD, thereby providing a link between two sets of experimental data (PSD

of field pressure and PSD of surface pressure), often considered independent.

3.4 Numerical results

In order to obtain a preliminary validation of the formulation presented above, the matrix H has

been evaluated for a turbulent flow past a rectangular wing with a NACA 5510 airfoil. Specifically,

a comparison in terms of field-pressure PSD has been performed with respect to the experimental

data of Ref. [26] (of course, the power spectral density on the wing surface used as an input is

also that available from the same experimental data). In the test case considered, the geometrical

angle of attack is equal to α = 5◦, the undisturbed uniform flow speed is U0 = 70m/s, whereas the

chord length is c = .2m. The resulting Mach number is M = 0.2052, whereas Reynolds number

is Re ≈ 950, 000. It should be noted that the experimental data are two-dimensional, whereas the

analysis is three-dimensional, on a wing of aspect ratio of 10.

Both the wing and wake mid–surface have been divided in elements, as depicted in Fig. 3.1.

Specifically, in the stream-wise direction, 7 elements are used over the wing and 70 over the wake

(the wake is conveniently assumed to be 10 times longe as the chord), whereas 19 elements are

used in span-wise direction, over both the wing and wake (for a total of 7x19 elements over the top

of the wing right side and 70x19 elements over the wake right side).
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Figure 3.1: Wing and mid-surface wake discretization.

Then, the piecewise constant approximation described in Section 3.2 has been adopted to com-

pute the matrix H relating the field–pressure PSD to the boundary–pressure PSD. In particular, the

field point considered is placed on the suction side, at 5 chord away from the airfoil chord-line, the

distance being measured on a direction orthogonal to the chord-line itself.

The matrix H has then been applied to the pressure PSD at the elements of the boundary, as

available from the experimental measurements of Ref. [26]. First, we present an analysis of the

effect of compressibility. This is presented in Fig. 3.2, where the PSD of the field pressure is

depicted for M = 0.0 and M = 0.2052, which represents the experimental Mach number. We see

that this effect, while small, is not negligible.

Thus, we present the comparison with the experimental results only for this Mach number.

These are shown in Fig. 3.3 which depicts the numerical PSD of the field pressure, along with the

PSD of the signal recorded by a far-field microphone placed at hte corresponding field point (Ref.

[26]). The agreement is quite satisfactory.
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Figure 3.2: Effect of compressibility.

Figure 3.3: Power Spectral Density of pressure in the field for the selected range of frequencies.
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3.4.1 Comments

A formulation that allows one to obtain the PSD of the pressure at N
F

arbitrary points in the field

from the PSD of the pressure on the boundary surface has been presented. This provides a link

between two sets of experimental data (PSD of field pressure and PSD of surface pressure), which

are often considered independent. This link must be necessarily satisfied (provided of course that

the key assumption that the vortical region be thin is satisfied). The validation against experimental

data is encouraging.

It should be noted that the matrix relating, in Fourier domain, the surface pressure vector to the

surface potential vector is singular for ω = 0 (indeed, in this case, adding constant to ϕ does not

affect the pressure); thus, one might expect elimination of figures at low frequencies. In addition,

the boundary element method requires smaller and smaller elements as the frequency increases;

thus, one might expect an excessive truncation error for high frequencies. Thus, the analysis is

presented for a limited range of frequencies. These issues require additional investigations.

3.5 A critique

It may be noted, that as pointed out in Section 3.1, the viscous terms are included in the source

term (akin to the acoustic analogy of Lighthill [14]). This, however, appears questionable, in view

of the fact that the viscosity in included in the analysis of the turbulent boundary layers, and hence

it should be included in the propagation of sound. This issue is addressed in Ref. [1], where

it is shown that the effect of the viscosity on the sound propagation is negligible. For the sake of

completeness, such an analysis is outlined here. Again, the derivation presented here is streamlined,

by assuming directly the governing equation for w (instead of deriving it, as in Ref. [1], as a

necessary consequence of the boundary integral formulation for the compressible Navier-Stokes

equations).

Let us introduce again the natural velocity decomposition, v = v
P

+ w, with v
P

= ∇ϕ, Eq.

3.6. Combining with the Navier-Stokes equation, yields

∇
(
∂ϕ

∂t
+

1

2
v2
P

+ h− ϑ∞S −
4

3
ν∇2ϕ

)
(3.41)

+
Dw

Dt
+ w · ∇v

P
− ν∇2w − 1

3
ν∇∇ ·w − (ϑ− ϑ∞)∇S = 0

It is apparent that considerable advantages are obtained by choosing that w be governed by the
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following equation:7

Dw

Dt
+ w · ∇v

P
= ν∇2w +

1

3
ν∇∇ ·w + (ϑ− ϑ∞)∇S (3.42)

Combining with Eq. 3.41, one obtains, as an unavoidable consequence, the generalization of the

Bernoulli theorem for compressible Navier-Stokes fields

∂ϕ

∂t
+

1

2
v2
P

+ h− ϑ∞S −
4

3
ν∇2ϕ = h∞ − ϑ∞S∞ (3.43)

or

∂ϕ

∂t
+ ℘− 4

3
ν∇2ϕ = 0 (3.44)

where

℘ = h− h∞ − S +
1

2
v2
P

with S = ϑ∞
(
S − S∞

)
(3.45)

It should be emphasized again that this equation stems directly from the choice for the governing

equation for w, Eq. 3.42.

Next, we want to obtain the equation for ϕ. In order to obtain this, we need to recast the

continuity equation and the entropy transport equation into a more convenient form.

Consider first the entropy evolution equation. Using h = cpϑ, we have

∂S

∂t
− κ

ρcp
∇2
(
℘+ S

)
= h∞ f4, (3.46)

with

h∞ f4 = −(ϑ− ϑ∞) DtS − ϑ∞ v · ∇S +
1

ρ
D : V − κ

ρcp
∇2v

2

2
. (3.47)

Next, in order to obtain more compact expressions, set

ă =
1

c2
b̆ =

1

h∞
= (γ − 1) ă ν̆ =

1

3
ν q̆ =

b̆ κ

ρ cp
=
b̆ ν

Pr
=

1

Pr

ν

h∞
, (3.48)

where Pr = µ cp/κ denotes the Prandtl number. Multiplying Eq. 3.46 by b̆, we have

b̆
∂S

∂t
− q̆∇2(℘+ S) = f4. (3.49)

7As for incompressible flows, in Ref. [1] Eq. 3.42 is introduced not as a convenient choice, but as a natural

consequence of the boundary integral formulation of the Navier-Stokes equations.
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Finally. combing with the Bernoulli theorem, so as to eliminate ℘, and setting

S∗(x, t) := S(x, t) + 4 ν̆∇2ϕ(x, t), (3.50)

we have

∂S

∂t
− 4

3
ν∇2S∗ =

1

b̆
f4 = −(ϑ− ϑ∞) DtS − ϑ∞ v · ∇S +

1

ρ
D : V − κ

ρcp
∇2v

2

2
. (3.51)

Next, consider the continuity equation. Using Eq. 3.12, the continuity equation reads

1

a2

Dh

Dt
− 1

R

DS

Dt
+∇ · v = 0. (3.52)

Separating linear and nonlinear terms, setting

c2 = a2
∞ = γ Rϑ∞ = (γ − 1)h∞, (3.53)

and noting that 1/Rϑ∞ − 1/c2 = (γ − 1)/c2 = 1/h∞, Eq. 3.52 may be written as

1

c2

∂℘

∂t
− 1

h∞

∂S

∂t
+∇ · v = f ′0, (3.54)

where S = ϑ∞(S − S∞), Eq. 3.45, whereas

f ′0 = −
(

1

a2
− 1

c2

)
Dth−

1

c2
v · ∇h+

1

R
v · ∇S +

1

c2

∂

∂t

v2

2
(3.55)

comprises all the nonlinear terms. Next, combining the continuity equation, Eq. 3.54 with the

entropy transport equation Eq. 3.49, so as to eliminate ∂S/∂t, we have

ă
∂℘

∂t
− q̆∇2(℘+ S) +∇ · v = f0, (3.56)

with f0 = f ′0 + f4, or (using Eqs. 3.55 and 3.47, as well as 1/R− b̆ ϑ∞ = 1/γ R)

f0 = −
(

1

a2
− 1

c2

)
Dth−

1

c2
v · ∇h+

1

c2

∂

∂t

v2

2

− 1

h∞

[
(ϑ− ϑ∞) DtS −

D : V

ρ
+

κ

ρcp
∇2v

2

2

]
+

1

γ R
v · ∇S. (3.57)

We are now in a position to derive the equation for ϕ. This may be obtained by combining the

continuity equation, Eq. 3.56), with the velocity decomposition, Eq. 3.6), the equation for S (Eq.

3.50), and the Bernoulli theorem (Eq. 3.44). This yields

−
(
ă
∂

∂t
− q̆∇2

)(
∂

∂t
ϕ− 4 ν̆∇2ϕ

)
+ q̆∇2

(
4 ν̆∇2ϕ− S∗

)
+∇2ϕ+∇ ·w = f0, (3.58)
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or

∇2ϕ− 1

c2
ϕ̈+

2α

c2
∇2ϕ̇ = σϕ, (3.59)

where

α =

(
1

2
q̆ + 2ăν̆

)
c2 =

2

3
γν, (3.60)

and σϕ = f0 −∇ ·w + q̆∇2S∗. Note that the terms with∇4ϕ cancel each other out.

Thus,

ϕ(x, t) =

∫ t

0

∫
R3

σϕ(y, τ)Q(x− y, t− τ) dV(y) dτ, (3.61)

where Q(x, t) is the (causal) fundamental solution for the operator in Eq. 3.59, with y = 0 and

τ = 0
+:

∇2Q− 1

c2

(
Q̈− 2α∇2Q̇

)
= δ(x− y) δ(t− τ), (3.62)

with the initial conditions Q(x, 0) = Q̇(x, 0) = 0, whereas the boundary condition is Q = 0 at

infinity.

Note that (as shown in detail in Subsubsection 3.5.1) Q is well approximated by Q
A

, with Q
A

given

Q
A
(x, t) =

−1

4πr
δα(t, r), (3.63)

where r = ‖x‖, whereas δα(t, r) is given by Eq. 3.72 and, for r 6= 0, tends to δ(t− r/c) as α and

tends to zero, where it is also shown that the difference between Q and Q
A

is of order ν2 and hence

is very small, see Footnote 8).

Equation for ϕ, with x ∈ V

Next, consider the boundary integral representation forϕ. As usual, introduce the function ϕ̂(x, t) =

E(x, t)ϕ(x, t), where E(x, t) = 1 for x ∈ V and E(x, t) = 0 otherwise (Eq. 2.31. Using Eq. 3.59

yields the desired generalization of the wave equation with x ∈ R3:

∇2ϕ̂− 1

c2

∂2ϕ̂

∂t2
+

2α

c2

∂

∂t
∇2ϕ̂ = σ̂ϕ(x, t)

(
x ∈ R3

)
, (3.64)
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with

σ̂ϕ(x, t) = E σϕ +∇E · ∇ϕ+∇ · (ϕ∇E)− 1

c2

[
Ė ϕ̇+ (ϕ Ė)˙

]
(3.65)

+
2α

c2

[
Ė∇2ϕ+∇E · ∇ϕ̇+∇Ė · ∇ϕ+∇ · (ϕ̇∇E) +∇ · (ϕ∇Ė)

]
.

Then, in analogy with Eq. 3.61, we have E ϕ =
∫ t

0

∫
R3 σ̂ϕQ dV(y) dτ , or

E(x, t)ϕ(x, t) (3.66)

=

∫ t
+

0

∫
R3

(
Eσϕ +∇yE · ∇yϕ+∇y · (ϕ∇yE)− 1

c2

[
Ė ϕ̇+ (ϕ Ė)˙

])
Q dV(y) dτ

+
2α

c2

∫ t
+

0

∫
R3

[
Ė∇2ϕ+∇yE · ∇yϕ̇+∇yĖ · ∇yϕ+∇y · (ϕ̇∇yE)

+∇y · (ϕ∇yĖ)
]
Q dV(y) dτ,

with Q = Q(x− y, t− τ).

It may be shown that, in the limit, as α tends to zero, Eq. 3.66 reduces to Eq. 3.16. Specifically,

this may be obtained by replacing Q with its approximation Q
A

= Gδα (Eq. 3.63); then, we see

that the effects of viscosity are obtained essentially by replacing δθ with δα (for, the second integral

in the equation above may be neglected, since it vanishes as α = 2
3
γν goes to zero). The fact that

δα(t, r)/(1 − e−cr/α) is a near identity (see the comments at the end of Subsection 3.5.1) implies

that instead of the value on the integrand evaluated at τ = t − θ, we will have to use a suitable

average value in the neighborhood of τ = t− θ (see Ref. [1] for details).

3.5.1 The function Q(x, t)

Here, we discuss the function Q(x, t), which is the solution of Eq. 3.62, with its boundary and

initial conditions.

The function Q(x, t) is analyzed at some length in Ref. [27], which gives an exact expression

for it (also reported in Ref. [28]), as well as two convenient approximate expressions. Here, we

only outline the more convenient of these two approximate expressions (for details, see Refs. [4]

and [27]). The approximation consists of replacing Q(x, t), which is defined by Eq. 3.62, with

Q
A
(x, t), which is defined by

∇2Q
A
− 1

c2

(
∂

∂t
− α∇2

)2

Q
A

= δ(x− y) δ(t− τ), (3.67)
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for which one may obtain an easier to interpret expression. Note that the factor α = 2
3
γν is small.8

Thus, the difference between Q(x, t) and Q
A
(x, t), which is due to the term (α/c)2∇4Q

A
, is very

small. Taking the Laplace-Fourier transform of Eq. 3.67, one obtains (setting k = ‖k‖)

Q̃
A
(k, s) =

−1

k2 + (s+ αk2)2/c2
, (3.68)

Taking the inverse Laplace transform and using L
[
e−at sin(bt)

]
= b/[(s+ a)2 + b2], one obtains

F
[
Q

A

]
= − c

k
e−αk

2t sin kct. (3.69)

The inverse Fourier transform is given by9

Q
A
(x, t) = − c

2π2r

∫ ∞
0

e−αk
2t sin kct sin kr dk. (3.70)

Thus, using
∫∞

0
e−c

2u2 sin au sin bu du =
√
π
(
e−(a−b)2/4c2 − e−(a+b)2/4c2

)
/4c, one obtains

Q
A
(x, t) =

−1

4πr

cH(t)√
4παt

(
e−

(ct−r)2
4αt − e−

(ct+r)2

4αt

) (
r = ‖x‖

)
, (3.71)

which is the desired expression for Q
A

.

In order to continue our analysis of the function Q
A
(x, t), consider the function

δα(t, r) :=
cH(t)√

4παt

(
e−

(ct−r)2
4αt − e−

(ct+r)2

4αt

)
, (3.72)

and note that, as α tends to zero, δα(t, r) vanishes except for t = r/c. On the other hand, us-

ing
∫∞

0
e−bt−a/4t t−1/2 dt =

√
π/b e−

√
ab (Ref. [29], p. 1145, Eq. 17.13.31), one obtains that∫∞

−∞ δα(t, r) dt = 1 − e−cr/α. Thus, as α tends to zero, δα(t, r) tends to the Dirac delta function

δ(t− r/c). In other words, δα(t, r)/(1− e−cr/α) is a near identity. The factor 1− e−cr/α is not par-

ticularly relevant in aeroacoustics, where cr/α is large; it is important however in aerodynamics,

since it assumes the value zero when x = y.

8 Recall that for notational simplicity, we use ν. However, throughout the paper it is tacitly understood that all the

variables are dimensionless. Thus, ν denotes the reciprocal of the Reynolds number, and is assumed to be small.
9 If F

[
f(x)

]
is only a function of k = ‖k‖, we have F -1

[
F (k)

]
= 1

2π2r

∫∞
0
F (k) k sin kr dk (see, for instance,

Schwartz [30], p. 204, Eqs. V,3;22 and V,3;26).
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Chapter 4

Concluding remarks

In this dissertation we presented a method and the corresponding implementation to provide for a

unified formulation for unsteady aerodynamics and aeroacoustics. In particular, we analyzed, from

both the conceptual and the computational points of view, the methodology that steams from the

application of boundary integral method to the equation modelling the phenomena under consider-

ation.

In details, within the first issue addressed in Chapter 2, we described the complete theoreti-

cal formulation for Navier-Stokes incompressible flows and its consequent numerical formulation.

The results provided through the algorithm implemented are in good agreement with other numer-

ical and experimental data. Ultimately we achieved the primary object of this work, to provide a

validation of the theoretical framework of Ref. [1].

With regards to the formulation described in Chapter 3, which represents a first step towards

the complete formulation of Navier-Stokes compressible flow fields within the velocity decom-

position introduced, we presented a novel reading of the source field contribution in terms of a

source surface distribution, defining a corresponding so-called transpiration velocity for compress-

ible flows. By means of this result we have obtained the pressure in the field in terms of a transfer

function applied to the pressure on the boundary surface and moreover we could relate the power-

spectral-density in the flow field to the same quantity evaluated on the body surface, providing a

link between sets of data usually considered as independent. Again, the numerical results achieved

are comforting. According to the formulation introduced, the pressure field, evaluated as a post-

processing, via the suitable expression of Bernoulli theorem,1 present a good agreement with other

1Specifically we refer to incompressible and compressible expressions of generalized Bernoulli theorem, see Sec-
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numerical and experimental data available in literature.

In addition, preliminary work towards the application of the natural velocity decomposition for

the analysis of transonic flows has been presented in Appendix A.2

Finally, as already mentioned, the issues addressed in Chapters 2 and 3 and in Appendix A are

best seen within a context of multidisciplinary optimization. Specifically, the algorithms developed

there are good candidates for aerodynamics and aeroacoustics high-level models, within the context

of multi-level multi-disciplinary design optimization for the conceptual design of civil aircraft (of

course, each formulation is relevant even if considered as a stand-alone). The corresponding activ-

ity performed under this doctoral program is presented in Appendix B, along with the state of the

art on the development of the MDO algorithm by the Aerospace Structures and Design Group of

the Mechanical and Industrial Engineering Department of the University Roma Tre, together with

some analyses oriented towards aeroacoustics issues, Ref. [31], and the management of multiple

modules, Ref. [32].

tions 2.3 and 3.1.
2This material is included as an appendix, and not in the main body of this work, simply in order to avoid confusion

for the reader, that is, in order to emphasize that the natural velocity decomposition is not used for this material. Rather,

this is to be considered as a first step in that direction.
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Appendix A

Transonic Aerodynamics

It should be pointed out, first of all, the motivation that lead to simulate numerically transonic flow

fields through a full-potential scheme solved via boundary integral formulation. First of all, we

should underline that this choice has to be seen as a first necessary preliminary activity towards the

inclusion of transonic analysis in the framework presented in the main body of the thesis. Indeed,

the natural velocity decomposition might be used to evaluate the vorticity induced in the flow field

due to the shock. Moreover, as already introduced in Appendix B, within the framework of FRIDA

in which MDO analysis have been conducted, the aerodynamic models are all based on boundary

integral formulations applied both to compressible and incompressible potential flows. In order to

enrich this discipline through an improvement in detecting critical issues connected with transonic

effects,1 a broadening of the formulations already implemented has been conducted.

Methodologically such an analysis may be carried out using different approaches. Specifically

the simulation of transonic flow, for a non viscous and non conductive fluid, is usually performed,

with adequate computational resources and costs in terms of time, via computational fluid dynam-

ics. The typical CFD models include finite difference techniques, finite volume techniques and

finite element techniques. However, the problem indicated above, may be efficiently addressed

also through an integral method and a simulation performed on the basis of a full-potential method

solved by boundary integral equation could be effective also while addressing MDO analysis and

in particular aeroelastic analysis (see Ref. [33]).

Hence, an irrotational and isentropic flow field is, if the fluid is compressible and non viscous,

1Such as the presence of shock waves arising on the wing span, generating a sudden and sharp variation while

evaluating aerodynamic loads and inducing structural vibrations.
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completely described by the full potential formulation. The convenience in such an approach is

due to the possibility of evaluating a single scalar field, even though it is not possible to detect,

at now, entropy and vorticity variations. It has been widely demonstrated that this inconvenience

is acceptable when evaluating unsteady aerodynamic loads if the wing vibrations, in cruise, are

limited and if the airfoil is thin. In this case the vorticity is bound in a thin region and the shock

waves, if present, are weak.2 In the following the theoretical formulation used in this work is briefly

addressed. It should be noted that only steady transonic analysis have been performed.

A.1 Theoretical formulation

Let us consider an inviscid and non-conducting fluid and, in addition, the flow field is isentropic and

irrotational. The problem addressed is, thus, formulated in terms of potential perturbation velocity

ϕ, such that v(x) = ∇ϕ(x).

According to these hypotheses, the governing equations are the continuity equation

Dρ

Dt
+ ρ∇ · v = 0 (A.1)

the Euler equation

Dv

Dt
= −1

ρ
∇p (A.2)

and the entropy evolution equation

DS

Dt
= 0 (A.3)

It is known that, provided that no shock waves arise in the flow field, a flow initially isentropic

and irrotational remains isentropic and quasi-potential at all times. For quasi-potential flows Eq.

A.1 reads

Dρ

Dt
+ ρ∇2ϕ = 0 (x ∈ V/SW ) (A.4)

Using the Lagrange expression for acceleration Dv/Dt = ∂v/∂t+ 1
2
∇v2 +ζ×v, where v = ∇ϕ,

Eq. A.1 yields

∇
(
∂ϕ

∂t
+

1

2
v2 + h

)
= 0 (A.5)

2Further details could be find in Refs. [33] and [34].
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which implies that the term in parenthesis is a function of time to be obtained by the conditions at

infinity. Thus, we obtain the Bernoulli theorem in the airframe:

∂ϕ

∂t
+

1

2
v2 + h = h∞ (x ∈ V/SW ) (A.6)

Recalling that for isentropic flows dh = dp/ρ and p = p(ρ), we obtain

Dh

Dt
=

1

ρ

Dp

Dt
=

1

ρ

dp

dt

Dρ

Dt
(A.7)

Combining Eqs. A.7, A.6 and A.4, we obtain, in the airframe, a nonlinear wave equation3

∇2ϕ =
1

a2

D2
C
ϕ

Dt2
(A.8)

where

a(x, t) =

√
dp

dρ
(A.9)

is the speed of sound in a point x at the current time t.4

Moreover, the speed of sound may be expressed in terms of the potential perturbation ϕ through

the representation for ideal gases with constant specific heats. Using isentropic transformations

laws and recalling that p/p∞ = (ρ/ρ∞)γ , R = cp − cv, γ = cp/cv and h = γρ/(γ − 1)ρ, we have

ρ

ρ∞
=

(
h

h∞

) 1
γ−1

(A.10)

Substituting in Eq. A.6 yields

ρ

ρ∞
=

[
1− 1

h∞

(
∂ϕ

∂t
+

1

2
v2

)] 1
γ−1

(A.11)

which is the desired relationship between density and potential perturbation. Substituting Eqs. A.9

and A.11 into Eq. A.8, isolating on the left the wave operator and equating to the sources terms,5

one obtains

∇2ϕ− 1

a2
∞

∂2ϕ

∂t2
= σ (A.12)

3The expression of non-linear terms is addressed in the following (see Eqs. A.11 and A.13).
4It should be noted that D

C

Dt = ∂
∂t +v

C
·∇ and that it represents a time derivative following a point having constant

velocity v
C

(i.e. an inertial frame of reference having velocity v
C
= v(x, t)).

5For details on this approach, see Refs. [3], [34] and [36].
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where

σ = ∇ ·
[(

1− ρ

ρ∞

)
∇ϕ
]

+
∂

∂t

(
− ρ

ρ∞
− 1

a2
∞

∂ϕ

∂t

)
(A.13)

To complete the problem described by the above equations, we introduce the appropriate boundary

conditions, which are:

• the no–slip boundary condition on the boundary surface S

v(x, t) =
∂ϕ

∂n
= vB(x, t) (x ∈ S) (A.14)

• the boundary condition at infinity

ϕ→ 0 (‖x‖ → ∞) (A.15)

• the boundary condition on the wake

D
W

Dt
∆ϕ = 0 (‖x‖ → ∞) (A.16)

as well as initial conditions

ϕ(x, 0) = 0, ϕ̇(x, 0) = 0 (A.17)

In this thesis, the numerical results are limited to steady state applications (of course, in a body

frame of reference in uniform translation with velocity vB = −u∞i). Then, Eqs. A.12, A.13 and

A.11, reduce to

∇2ϕ− u2
∞
a2
∞

∂2ϕ

∂x2
= σ (A.18)

where

σ = ∇ ·
[(

1− ρ

ρ∞

)
∇ϕ
]
− u∞

∂

∂x

(
ρ

ρ∞
+
u∞
a2
∞

∂ϕ

∂x

)
(A.19)

ρ

ρ∞
=

[
1− 1

h∞

(
u∞

∂ϕ

∂x
+
v2

2

)]1/(γ−1)

(A.20)

The boundary integral representation in this case is6

E(x̌)ϕ(x̌, t) =

∮
Š
B

(
∂ϕ

∂ň
Ǧ−ϕ∂Ǧ

∂ň

)
dŠ(y̌)−

∫
Š
W

∆ϕ
∂Ǧ

∂ň
dŠ(y̌) +

∫
V̌
F

σǦdV̌(y̌) (A.21)

6The approach is methodologically equivalent to the one used in Section 2.2.3.

56



where ˇ denotes the Prandtl-Glauert space, having coordinates x̌1 = x1/β, x̌2 = x2 and x̌3 = x3,

being β =
√

1−M2; in addition, Ǧ = −1/4πř, with ř = ‖x̌ − y̌‖. Since in the perturbation

potential representation appears its gradient, see Eq. A.19, its evaluation should be coupled to the

evaluation of the perturbation velocity.

Thus, the velocity perturbation is achieved by taking the gradient of Eq. A.21. This represents

the key of this approach. The objective is to evaluate, in the physical space, the value of the

perturbation velocity v = ∇xϕ(x) without using a finite different scheme. This kind of approach

prevents the introduction of the so-called artificial viscosity or artificial compressibility due to the

use of finite difference when evaluating the field contribution.7

Akin to the approach already introduced in this dissertation, Eq. A.21 is the boundary integral

representation for ϕ in terms of ϕ and ∂ϕ/∂n on S
B

, ∆ϕ on S
W

and σ in V
F
. To identify ϕ on the

body contour, a limit for x ∈ V
F

tending to x ∈ S
B

is performed. The consequent boundary integral

equation represents a compatibility relationship between ϕ and ∂ϕ/∂n on S
B

, ∆ϕ on S
W

and σ in

V
F
. Moreover it should be noted that, being σ 6= 0, its value may be achieved once v = ∇xϕ has

been evaluated.

A.1.1 On the modelling of field contribution

For the sake of simplicity, in the following, the overscriptˇis dropped.

The general expression of the nonlinear contribution in Eq. A.21 is∫
V
F

GσdV (A.22)

which identifies a source three dimensional distribution. For further considerations a new expres-

sion of this distribution is now introduced

σ = ∇ · b + u∞
∂b̂

∂x
= ∇ · b̌ (A.23)

where

b =

(
1− ρ

ρ∞

)
∇ϕ b̂ =

(
− ρ

ρ∞
− u∞
a2
∞

∂ϕ

∂x

)
(A.24)

7See Ref. [34].
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and

b̌ =


bx + u∞b̂

by

bz

 (A.25)

There are two different approach to model the source term in Eq. A.21

1. the term may be directly evaluated∫
V
F

GσdV =

∫
V
F

G∇y · b̌dV (A.26)

2. the term may be integrated by parts and then evaluated∫
V
F

GσdV = −
∮
S
B

n · b̌GdS −
∫
V
F

b̌ · ∇yGdV (A.27)

The same approach may be followed while modelling the volume integral term in the velocity

equation ∫
V
F

∇xGσdV (A.28)

1. the term may be directly evaluated∫
V
F

∇xGσdV =

∫
V
F

∇xG∇y · b̌dV (A.29)

2. the term may be integrated by parts and then evaluated∫
V
F

∇xGσdV = −
∮
S
B

n · b̌∇xGdS −
∫
V
F

b̌ · ∇x∇yGdV (A.30)

A.2 Numerical formulation

Akin to what already presented, the boundary element method is the numerical scheme used to dis-

cretize boundary integral representation method. In this case a piece-wise constant approximation

is used both for surface integral evaluation and for field ones. Dividing S
B

in M elements, Sm, S
W

in N elements, S ′n and V
F

in Q elements, Vq, one obtains

ϕ(x) = ϕ(xm) x ∈ Sm (A.31)

χ(x) = χ(xm) x ∈ Sm (A.32)

∆ϕ(x) = ϕ(xn) x ∈ S ′n (A.33)

σ(x) = ϕ(xq) x ∈ Vq (A.34)
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This yields:

1. The boundary integral representation for ϕ with volume contribution evaluated directly

Ekϕk =
M∑
m=1

Bkmχm +
M∑
m=1

Ckmϕm +
N∑
n=1

Fkn∆ϕn +

Q∑
q=1

Hkqσq (A.35)

where

Bkm =

∫
Sm
GkdS Ckm = −

∫
Sm

∂Gk

∂n
dS (A.36)

Fkn = −
∫
S′n

∂Gk

∂n
dS Hkq =

∫
Vq
GkdV (A.37)

with Gk = G(xk,y), xk being the collocation point,

2. The boundary integral representation for ϕ with field contribution integrated by parts

Ekϕk =
M∑
m=1

Bkmχ̌m +
M∑
m=1

Ckmϕm +
N∑
n=1

Fkn∆ϕn +

Q∑
q=1

hkq · b̌ (A.38)

where χ̌m = χ(xm)− n(xm) · b̌(xm) and

Bkm =

∫
Sm
GkdS Ckm = −

∫
Sm

∂Gk

∂n
dS (A.39)

Fkn = −
∫
Sn

∂Gk

∂n
dS hkq = −

∫
Vq
∇GkdV (A.40)

The same approximation has been applied on Eqs. A.29 and A.27, yielding

1. perturbation velocity with field contribution directly evaluated

Ek∇xϕk =
M∑
m=1

bkmχm +
M∑
m=1

ckmϕm +
N∑
n=1

fkn∆ϕn +

Q∑
q=1

h′kqσq (A.41)

where

bkm =

∫
Sm
∇xGkdS ckm = −

∫
Sm
∇x

∂Gk

∂n
dS (A.42)

fkn = −
∫
Sn
∇x

∂Gk

∂n
dS h′kq =

∫
Vq
∇xGkdV (A.43)

2. The perturbation velocity with field contribution integrated by parts and then evaluated

Ek∇xϕk =
M∑
m=1

bkmχ̌m +
M∑
m=1

ckmϕm +
N∑
n=1

fkn∆ϕn +

Q∑
q=1

Hkq · b̌q (A.44)
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where

bkm =

∫
Sm
∇xGkdS ckm = −

∫
Sm
∇x

∂Gk

∂n
dS (A.45)

fkn = −
∫
Sn
∇x

∂Gk

∂n
dS Hkq = ∇x

∫
Vq
∇xGkdV (A.46)

It should be underlined that, to avoid singularities while evaluating field integrals, a mixed scheme

has been chosen. Specifically the integrated by parts approach has been implemented, but in the

case in which control point and evaluating one coincide in the field.

A.3 Numerical results

The formulation already presented has been applied to the analysis of steady two-dimensional flows

in order to provide an exhaustive comparison with numerical data coming from Ref. [34]. It should

be noted that two-dimensional results are obtained via the three-dimensional formulation already

introduced, considering very high aspect ratio. Moreover, we should mention the steady results

concerning Ref. [34] are achieved by marching in time, whereas within this approach the steady-

state is imposed a priori.

A.3.1 Subcritical flows

The nonlinear potential model has been validated in a subcritical case simulating a flow around

a circular cylinder at M = 0.38. However, as depicted in Fig. A.1, the effect of the nonlinear

terms is strong. Specifically we can observe that the present method is in good agreement with

the results provided by the formulation of Ref. [34], already compared with the corresponding

Euler solutions, Refs. [37] and [38].8 Moreover, a comparison with the corresponding BEM linear

solution is depicted.

8See for comparison Ref. [34].
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Figure A.1: Pressure coefficient along the cylinder boundary.

A.3.2 Supercritical flows

In order to show that this formulation may capture sharp shock, when they occur, in Fig. A.2 we

show the pressure distribution on a cylinder at M = 0.5. The comparison is between the present

approach, the one of Ref. [34], already compared with a finite volume full-potential solution due

to Ref. [39].9

Figure A.2: Pressure coefficient along the cylinder boundary.

9Such a compare is provided in Ref. [34].
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A.4 Comments

In this chapter we presented a transonic analysis performed through a boundary integral method.

Specifically the key approach utilized is the new formulation to detect the velocity field, along with

a new expression for the nonlinear terms (see Section A.1.1). The numerical results provided are

obtained in two-dimensional as a limit of the three-dimensional one. They are in good agreement

with the corresponding numerical data available in literature. Moreover we achieved these results

without using any artificial viscosity/compressibility correction due to the new method used to

evaluate the velocity field.

Such an approach appears appealing due to it is possible application in MDO context.
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Appendix B

Multidisciplinary Design Optimization

We have already mentioned that the present work, specifically the issues addressed in Chapters

2 and 3, and in Appendix A may be seen within the context of an algorithm of multidisciplinary

optimization for conceptual design of civil aircraft.1 In order to illustrate this connection, in this

Appendix we describe the MDO algorithm used, i.e. FRIDA, along with some of the results ob-

tained, in particular in the module concerning aeroacoustics. Of particular interest is the issue of

multi-level optimization, whereby models of different level of sophistication and complexity are

combined, so as to achieve the accuracy of the more sophisticated models, without a major in-

crease of the required computational time, with respect to the simpler model formulation. The

corresponding activity is presented in the following. Specifically we present two analyses, one

oriented towards aeroacoustics issues, Ref. [31], and the other to the management of multiple

modules, Ref. [32].

B.1 Aircraft Analysis Models Used in FRIDA

In this section, we provide the reader an overview of the overall algorithm used for the aircraft

design optimization. The analysis modules included in FRIDA (FRamework for Innovative De-

sign in Aeronautics) to describe the complete mechanics of the aircraft deal with the structural

dynamics, the aerodynamics, the aeroelasticity and the mechanics of flight. The models used are,

whenever possible, prime-principle based so that the whole optimization algorithm can be used for

the analysis of innovative configurations for which the designer can not rely on past experience.

1Each formulation is relevant even if considered as a stand-alone.
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The theoretical models underlying the algorithms implemented are outlined in the following. The

interested reader is addressed to Morino et al.[40], Iemma et al.[41], and Iemma and Diez [42].

B.1.1 Structural Analysis

The model used for the structural analysis of the wing is a three-dimensional bending-torsional

beam, with structural and geometric parameters varying in the spanwise direction. These include

structural element geometric dimensions (rib area, spar and skin panel thickness, etc.), wing twist,

mass properties plus bending and torsional moments of inertia. Moreover, clamped boundary con-

ditions are considered at root in order to take into account the wing-fuselage junction. Indicating

with Ψj(x) a set of FEM base functions, the elastic displacements can be written as

u(x, t) =
N∑
j=1

uj(t)ψj(x) (B.1)

where x are the undisturbed spacial Cartesian coordinates, and uj(t) are the parameters - state

variables - chosen to define the function u(x, t) (three displacements, two slopes and the twist

angle at each node). Using the Galerkin method, i.e., projecting in the direction of the base function

ψj(x), one obtains

Mü + Ku = f (B.2)

where u = {ui} is the state-space vector, whereas f = {fj} is the external load vector. Eq. B.2

is used for the static analysis of the structure for vanishing inertial terms, to yield Ku = f at the

equilibrium. In addition, in the dynamic analysis we evaluate the approximate modes of vibration

of the structure through the eigenproblem

−ω2
nMzn + Kzn = 0 (B.3)

where ωn (n = 1, ..., N ) denotes the n-th natural frequency, corresponding to the n-th eigenvector,

zn = {zni}, here assumed to be normalized so that the so-called generalized masses equal one. The

solution of this eigenproblem is used to qualify the dynamics of the wing using a modal approach.

The resulting Lagrange equations of motion are

q̈ + Ω2q = e (B.4)
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where q denotes the Lagrangian-coordinate vector, Ω the diagonal matrix of the wing natural fre-

quencies, and e = {en} the vector of the generalized forces,

en = −
∮
SB

pn · ΦndS (B.5)

where Φn are the approximate natural modes.

B.1.2 Aerodynamics

The physical model used for aerodynamics is that of compressible quasi-potential flows, i.e., flows

that are potential everywhere except for the wake surface, S
W

, enriched by a boundary-layer in-

tegral model to take into account the effects of viscosity, and provide an adequate estimate of the

viscous drag. Here we limit the discussion to incompressible flows - only for clarity - but compress-

ible version is already available for the analysis. Considering the wake geometry fixed in a frame

of reference connected with the wing, the velocity potential at any point x ∈ V , can be expressed

by means of a boundary integral equation

ϕ(x, t) =

∫
S
B

(
Gχ− ϕ∂G

∂n

)
dS(y)−

∫
S
W

[∆ϕ
TE

]τ
∂G

∂n
dS(y) (B.6)

where G = −1/4π‖y − x‖ and [·]τ indicated evaluation at the retarded time t − τ . The above

equation is completed by the boundary conditions on the body surface S
B

(impermeability)

∂ϕ

∂n
=: χ = χ

B
:= v

B
· n (x ∈ S

B
) (B.7)

and on the wake S
W

(vorticity convection in terms of velocity potential jump at the trailing edge)

∆ϕ(x
W
, t) = ∆ϕ(x

TE
, t− τ) (B.8)

where τ is the convection time from x
TE

to x
W

. The numerical solution of Eq. B.6 in the frequency

domain is obtained by Laplace-transforming (̃· indicates Laplace transform) and applying a BEM

discretization, to yield

f̃ϕ = E
IE

(s)̃fχ (B.9)

The vectors f̃ϕ = {ϕ̃j}, and f̃χ = {χ̃j} collect the values of the velocity potential, ϕ̃, and its normal

derivative, χ̃, at the centers of the surface elements, and s is the Laplace variable (see Morino [43]

and Morino [44] for details).
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Note that, in Eq. B.6, the boundary conditions χ can include the effect of the boundary-

layer in form of a transpiration velocity. The latter is evaluated following the method presented in

Morino et al.[45], which is not presented here for the sake of compactness. The use of a boundary

layer correction allows for an estimate of the viscous contribution to the aerodynamic drag, which

is important in the flight mechanics and performance analysis. The level of accuracy of such a

formulation is satisfactory in civil aviation applications, since the flow is typically attached. Viscous

effects are not included in the aeroelastic analysis.

B.1.3 Aeroelasticity

The aeroelastic feedback generated by the interaction between unsteady aerodynamics and struc-

tural dynamics is also taken into account in the present formulation. Under the assumption of

linear unsteady aerodynamics, the relationship between the structural Lagrangian variables q̃, and

generalized forces ẽ can be written as

ẽ = q
D

E(š) q̃ (B.10)

where š = s`/U∞ is the complex reduced frequency (i.e., the dimensionless Laplace variable),

q
D

is the dynamic pressure, and the aerodynamic matrix E(š) depends transcendentally on š, due

to the presence of the convection and compressibility delays. In order to efficiently perform the

aeroelastic analysis within the optimization procedure, a reduced order model (ROM) for E(š) is

introduced.

Specifically, following Morino et al.[46], the transcendental function E(š) is approximated as

E(š) ' E2š
2 + E1š+ E0 + (šI− P)−1 R (B.11)

where all the matrices on the right-hand side are evaluated by a least-square procedure starting from

E(ši), where ši is a suitable set of complex reduced frequencies. By doing this, the aeroelastic sta-

bility analysis can be reduced to the study of a root locus, thereby avoiding standard methods (e.g.,

p-k method), which are somehow cumbersome and would unnecessarily complicate the optimiza-

tion process (see Morino et al.[46] for details).
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B.1.4 Flight Mechanics and Performances

The static longitudinal stability, an essential issue for aircraft, is satisfied by imposing that the

derivative with respect to the angle of attack of pitch moment coefficient (evaluated with respect to

the center of mass G) be less than zero: CMα < 0 (static stability). This is performed by evaluating

in the MDO process the global aerodynamic loads acting on the aircraft (evaluated via BEM) and

the total mass distribution (so as to determine the location of G).

In order to evaluate fuel consumption, the mission profile considered in this work consists of: (i)

take-off, (ii) climb, (iii) cruise, (iv) descent, and (v) landing. The range is computed according to

the Breguet equation R = (VcE/c) ln(Wi/Wf ), where Vc is the cruise speed, c is the specific fuel

consumption, E = L/D is the aerodynamic efficiency (lift to drag ratio), and Wi and Wf the initial

and final weights of the cruise segment, respectively. Finally, expressing the fuel consumptions for

the mission segments before and during the cruise segment as fractions of the usable mission fuel

weight F (indicated as k1 and k2, respectively), Wi and Wf can be written as: Wi = W − k1F and

Wf = W − (k1 + k2)F .

B.1.5 Aeroacoustics

The aeroacoustic modelling deserves a careful discussion. Indeed, on one hand, the prediction

of the noise perceived at a specified location requires an accurate modelling of several physical

phenomena. On the other hand, during a complete optimization process, each module can be

called hundreds of times, and thus, a compromise between accuracy and computational efficiency

is mandatory.

In this applications the noise emissions are computed using a simplified predictor which im-

plements a noise-power-distance model build from experimental data.
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B.2 Multidisciplinary design optimization oriented to noise al-

leviation

Within the first analysis an application of a formulation for Multidisciplinary Design Optimization

for Conceptual Design (MDO-CD) of civil transportation aircraft is, however, presented. The aim

of this work is to address aeroelastic issues in the context of optimal aircraft design. Specifically, the

influence of the aeroelastic constraints on the optimal solutions is investigated by assuming different

feasible subspaces (defined by different values of the minimum flutter/divergence speed). In other

words, a sort of sensitivity analysis for the final configurations with respect to the aeroelastic limits

is presented.

Moreover, different objective functions are taken into account during the optimization process.

The optimization is led for an extended range narrow body aircraft with over the wing mounted

engines, which is characterized by a low environmental impact resulting in a low community noise

due to the wing shielding.

Besides the alleviation effects on noise, mounting engines over the wing results in changing

both aerodynamic interference and vibration dynamics of the classical wing system, modifying its

aeroelastic characteristics, Ref. [47]. As the flutter speed decreases if the position of the engine

goes behind the elastic axis, the aeroelastic constraint becomes crucial.

The optimization is performed using the analysis and optimization tool FRIDA (FRamework

for Innovative Design in Aeronautics). The formulation implemented, Refs. [48] and [49] involves

models for structures, aerodynamics, aeroelasticity, flight mechanics, propulsion and aeroacoustics.

Life-cycle cost estimation is also included, Refs. [42], [48] and [50]. The main goal of the formula-

tion is related to the assessment of innovative aircraft configurations, for which the designer cannot

refers on past experience. Therefore, the algorithm used for the aircraft analysis are, whenever pos-

sible, prime-principle based. Specifically, the structural problem is solved using a finite element

method (FEM), the aerodynamics is evaluated through a quasi-potential formulation for compress-

ible flows, coupled with a boundary-layer integral model to take into account the effects of viscosity

and to provide an adequate estimation of viscous drag. The aeroelastic analysis is performed by

using a reduced-order model based on a finite-state approximation. The noise emissions are here

evaluated by means of an empirical NPD (noise-power-distance) model enriched by a correction to

take into account the wing shielding effects. A genetic algorithm coupled with a penalty function
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method is finally used to find the (global) optimal solution, Ref. [51]. The multidisciplinary design

optimization task is formulated as a constrained minimization problem of the type:

minimize f(x), x ∈ A

subject to hm(x) = 0, m = 1, ...,M

and to gn(x) ≤ 0, n = 1, ..., N

where f is the objective of the optimization task, hm is the m-th equality constraint, gn is the n-th

inequality constraint and x is the variables (or design) vector. It may be noted that in a multidisci-

plinary design context, the above functions are generally evaluated by the simultaneous use of more

than one discipline. In this work, the disciplines involved in the aircraft analysis are the following2

• structural analysis (static and dynamic);

• aerodynamic;

• aeroelasticity;

• flight mechanics;

• weights estimate and performances;

• aeroacoustics;

and the following objective functions are addressed:

f1 := structural weight

f2 := fuel burn

f3 := total aircraft life-cycle cost

f4 := noise emissions

The feasible subspace for the variables vector is defined by the equality constraint

h1(x) := W (x)/L(x)− 1 = 0 (B.12)

2The models used for each discipline is briefly outlined in the followingB.1.
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where W is the aircraft weight and L is the lift force, and by the inequality constraints

g1(x) := σ(x)/σmax − 1 ≤ 0 (B.13)

g2(x) := τ(x)/τmax − 1 ≤ 0 (B.14)

g3(x) := Uf,min/Uf (x)− 1 ≤ 0 (B.15)

g4(x) := Ud,min/Ud(x)− 1 ≤ 0 (B.16)

where σ is the normal stress arising in the structure, τ is the shear stress and Uf and Ud are the flutter

and divergence speed respectively. In this work, the design variables pertain the wing system such

as span, root and tip chord, root and tip thickness ratio, root and tip built-in angle of attack, sweep

angle, panels and spars thickness, number of stringers, etc.

In the following, the optimization results of an extended range narrow body aircraft with over

the wing mounted engines are shown. To the aim of this analysis, the engines are considered as

concentrated masses (no aerodynamic effects are taken into account).

The aircraft category main features are outlined in Table B.1.

number of seats 160

payload, kg 18,000

max. range, nm 5,000

cruise Mach no. 0.80

number of engines 2

max thrust per engine, lb 30,000

engine weight, kg 3,000

engine placement over the wing

Table B.1: Design configuration.

As mentioned above, four different objective functions are considered (wing structural weight, fuel

burn, life-cycle cost, noise) and four separated single objective optimization tasks are performed.

Specifically, noise emissions are evaluated while the aircraft is approaching in clean wing configu-

ration (no high-lift devices used). The optimization procedure pertains only the wing system. The

variables used during the minimization task are shown in Table B.2, whereas the relative feasible
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subspaces are indicated in Tables B.3 and B.4. The two subspaces differ in the definition of the

aeroelastic constraints (minimum flutter and divergence speed).

variable lower b. upper b.

span, m 20.00 60.00

root chord, m 5.00 10.00

tip chord, m 0.50 5.50

root t/c 0.10 0.20

tip t/c 0.04 0.10

root panel thickness, mm 0.5 10.00

tip panel thickness, mm 0.5 10.00

root spar thickness, mm 1.0 100.00

tip spar thickness, mm 1.0 100.00

root no. of stringers 12 40

tip no. of stringers 4 20

root built-in angle of attack, deg 0.00 8.00

tip built-in angle of attack, deg 0.00 8.00

sweep angle, deg 0.00 50.00

Table B.2: Variables vector.

Maximum normal stress constraint σ ≤ 400 MPa

Maximum shear stress constraint τ ≤ 400 MPa

Flutter speed constraint UF ≥ 350 m/s

Divergence speed constraint UD ≥ 350 m/s

Table B.3: Design constraints for feasible subspace #1.
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Maximum normal stress constraint σ ≤ 400 MPa

Maximum shear stress constraint τ ≤ 400 MPa

Flutter speed constraint UF ≥ 250 m/s

Divergence speed constraint UD ≥ 250 m/s

Table B.4: Design constraints for feasible subspace #2.

The results for subspace #1 are summarized in Table B.5,3 whereas the final configurations are

depicted in Figures B.1-B.4.

It may be noted how the optimization tasks aimed at sustainability issues such as fuel burn and

noise emissions go both towards the aeroelastic constraint limit for flutter speed.

Similar optimization procedures are then conducted in the feasible subset #2 characterized by

more relaxed aeroelastic limits. The results for subspace #2 are shown in Table B.6 (again, bold

face indicates the relevant objectives) with the relative final configurations depicted in Figures B.5-

B.6. Figures B.7 and B.8 show the convergence history of the genetic algorithm for minimum fuel

burn and minimum noise, moving the analysis in the different subspaces. It is worth noting that the

adoption of more relaxed aeroelastic constrains allows for final solutions characterized by lower

fuel burn and lower noise.

3Bold face indicates the relevant objectives.
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str. weight fuel burn LCC noise

span, m 20.00 38.76 27.2 60.00

root chord, m 5.00 5.00 5.00 5.00

tip chord, m 3.00 0.50 0.50 0.71

root t/c 0.13 0.10 0.10 0.10

tip t/c 0.04 0.04 0.04 0.04

root panel thickness, mm 0.50 3.30 0.60 3.47

tip panel thickness, mm 0.50 5.76 0.51 0.91

root spar thickness, mm 1.00 6.50 1.39 2.55

tip spar thickness, mm 1.00 2.73 1.27 1.05

root no. of stringers 12 14 12 12

tip no. of stringers 4 4 4 4

root built-in angle of attack, deg 7.19 4.00 6.00 6.28

tip built-in angle of attack, deg 7.02 7.01 5.94 8.00

sweep angle, deg 6.85 39.06 19.48 11.63

wing structural weight, kg 8,071 13,219 8,834 14,031

fuel burn (5,000 nm), kg 24,287 15,207 16,169 39,843

Noise at 500 ft, SEL[dB] 94 91 92 90

aerodynamic efficiency (cruise, M∞ = 0.8) 12.27 21.60 18.28 22.92

aerodynamic efficiency (approach, M∞ = 0.3) 12.95 21.43 18.72 35.04

max. normal stress, MPa 100.05 179.67 125.37 308.50

max. shear stress, Mpa 387.14 89.98 399.75 272.83

futter speed, m/s > 400.00 358.00 > 400.00 351.00

divergence speed > 400.00 > 400.00 > 400.00 > 400.00

Table B.5: Optimized parameters for feasible subspace #1.
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Figure B.1: Minimum wing structural weight so-

lution for feasible subspace #1.

Figure B.2: Minimum fuel burn solution for fea-

sible subspace #1.

Figure B.3: Minimum life-cycle cost solution for

feasible subspace #1.

Figure B.4: Minimum noise solution for feasible

subspace #1.
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fuel burn noise

span, m 40.06 59,98

root chord, m 5.00 5.00

tip chord, m 0.50 0.68

root t/c 0.10 0.10

tip t/c 0.04 0.04

root panel thickness, mm 1.57 0.87

tip panel thickness, mm 2.15 1.82

root spar thickness, mm 1.80 1.22

tip spar thickness, mm 3.02 1.84

root no. of stringers 13 12

tip no. of stringers 5 4

root built-in angle of attack, deg 4.25 6.38

tip built-in angle of attack, deg 5.50 8.00

sweep angle, deg 37.49 10.97

wing structural weight, kg 12,122 12,733

fuel burn (5,000 nm), kg 14,092 40,509

Noise at 500 ft, SEL[dB] 90 88

aerodynamic efficiency (cruise, M∞ = 0.8) 21.29 22.61

aerodynamic efficiency (approach, M∞ = 0.3) 21.27 37.05

max. normal stress, MPa 214.28 385.50

max. shear stress, Mpa 205.77 382.34

futter speed, m/s 252.00 250.00

divergence speed > 400.00 > 400.00

Table B.6: Optimized parameters for feasible subspace #2 (min. fuel burn and noise only).
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Figure B.5: Minimum fuel burn solution for fea-

sible subspace #2.

Figure B.6: Minimum noise solution for feasible

subspace #2.
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Figure B.7: Genetic algorithm convergence for

the minimization of the fuel burn.
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Figure B.8: Genetic algorithm convergence for

the minimization of the noise.
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B.3 A multi-fidelity formulation for multidisciplinary design op-

timization

Within the second work some preliminary results of a formulation for MDO for conceptual design

of civil transportation aircraft are presented, specifically the formulation has been applied to the

optimal design of a low environmental impact aircraft. The attention is focused on the use of multi-

fidelity models to characterize all the relevant disciplines involved in the design process (Ref. [32]).

As a traditional multidisciplinary optimization process requires high computational resources

and high costs in terms of time - each analysis module can be recalled hundreds of time during

each optimization task - the use of multi-fidelity models can drastically reduce both the resources

and the time required for the design process coupling

• high accuracy of high fidelity models;

• low computational costs of low-fidelity ones.

The models devote to integrated design comprise the following disciplines4

• static and dynamic structural analysis (modal analysis and stress analysis via FEM);

• steady and unsteady aerodynamic (BEM + viscous correction);

• aeroelasticity;

• flight mechanics;

• aeroacoustics;

• performances analysis.

It is worth underlining that the high-fidelity models are, whenever possible, prime-principle based,

Ref. [52]. The whole analysis may be hence applied on innovative configurations for which the de-

signer can not rely on past experience. The process of constrained minimization can be formalized

as follows

min
x
f(x), x ∈ D (B.17)

4The models used for each discipline is briefly outlined in Section B.1.
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(where f represents the objective function, x the design variables), with inequality constraints

gn(x) < 0, n = 1, .., N (B.18)

and equality constraints

hm(x) = 0, m = 1, ..,M (B.19)

The objective function f(x) can be modelled as

f(x) :=
K∑
k=1

ηkfk(x) (B.20)

where fk may describe different features, as structural weight, fuel burn, noise emission, ... and ηk

are the relative weights, whereas the constraints the final layout has to satisfy, can be for example:

normal stress σ < σmax, or tangential stress τ < τmax, or flutter speed u < uf or, however centering

(balancing) CMα < 0.

To resolve this kind of problem an Approximation Model Management Optimization has been

employed. A first-order approximation, Ref. [53], of the high-fidelity model is based on the low-

fidelity one, by imposing

ac(xc) = fHI(xc) (B.21)

∇ac(xc) = ∇fHI(xc) (B.22)

The resulting model is assumed as a good approximation for the high-fidelity function within a

trust region in which the minimization is performed.

A β-correlation is, then, introduced. Its definition reads

β(x) =
fHI(x)

fLO(x)
(B.23)

and a first-order Taylor expansion of β(x)

βc(x) = β(xc) +∇Tβ(xc)(x− xc) (B.24)

is performed, thus it is possible to build the approximated model

ac(x) = βc(x)fLO(x) (B.25)

An enlargement of the trust region is performed if during the current iteration there has been im-

provements otherwise its dimension is reduced. The approximation procedure is iterated until
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convergence, Refs. [53] and [54], thus the minimization process is stopped when the following

condition is not verified

xmi ∈ ∂Tr (B.26)

As reference value a figure of merit ρc, is used,

ρc =
fHI(xc)− fHI(xc + sc)

fHI(xc)− ac(xc + sc)
(B.27)

sc is a the local variable in the trust region. It represents the improvement obtained by the use of

the approximated model with respect to the ones obtained using the high-fidelity one.

Within this application, the optimization of a wing system is performed. The design variables

are represented by

x = {A, cr, ct, sr, st}T (B.28)

where A is the wing span, cr the root chord, ct the tip chord, sr the root thickness spar and st the

tip thickness spar.

The constraints imposed are of structural nature

σ < σmax where σmax = 120[MPa] (B.29)

τ < τmax where τmax = 80[MPa] (B.30)

and of aeroelastic nature

udiv ≥ udivmin udiv = divergence speed (B.31)

uf ≥ ufmin uf flutter speed (B.32)

Hence the whole analysis is performed resolving the structural problem by a finite element model

with a fine mesh for the high fidelity problem and a coarse one for the low fidelity model. The high

fidelity aerodynamics is evaluated via a quasi potential formulation in the high fidelity configuration

whereas the low fidelity model used is an incompressible potential formulation.

The following Figs. B.9 and B.10 depict the meshes used to solve the aerodynamic problem.

Within each iteration the constrained minimization problem is solved using a sequential quadratic

programming algorithm, Ref. [57]. The results, compared with those obtained by a traditional

high-fidelity optimization process, show excellent agreement in terms of final solution and present

a relevant abatement of computational costs [Figs. B.11, B.12, B.13 and Tab. B.7].
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Figure B.9: BEM mesh - High-fidelity model Figure B.10: BEM mesh - Low-fidelity model
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Figure B.11: Wing span - A.
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FEMHI n = 20,FEMLO n = 6 ; BEMHI (8, 4, 4),BEMLO (2, 2, 2)

High-fidelity Model Approximated Model

A 0.824 0.824

cr 0.304 0.299

ct 0.400 0.400

sr 0.182 0.182

st 0.182 0.182

fHI(xott) 1.070 1.068

σ 0.978 0.999

τ 0.613 0.656

n calls fHI 47 28

% reduction in high-fidelity calls =47%

Table B.7: Multi-fidelity approach - concluding results.
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