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A B S T R A C T

The Mixed Holistic Reductionist Approach is a methodology that
merges the holistic and the reductionist techniques trying to conserve
the pros. The aim is the modelling of critical infrastructure interde-
pendencies and the assessment of impact due to physical failures and
to cyber threats. This approach can be applied both in distributed and
in centralised contexts. The distributed framework is mandatory if the
communication among control centres is peer-to-peer.

In order to manage also cyber threats, Situation Awareness models
and techniques help in order to classify faults and failures. In fact,
Data Fusion methodologies, as Evidence Theory, can detect the most
probable cause of faults happened in facilities and, therefore, we uses
the other information, coming from Evidence Theory results, as an-
other input for the MHR approach.

The state estimation is one of the key functions of SCADA systems
for grids. In order to identify the state of the system, state estimation
helps in accurate and efficient monitoring of operational constraints.
The ability to provide a reliable state can also help in contingency
analyses and in the required corrective actions. The smart grid context
is quite different respect to traditional distribution grid, starting from
different topology features, so a new approach to state estimation is
mandatory.
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I N T R O D U C T I O N

Industrial control system (ICS) is a general term that encompasses
several types of control systems, including Supervisory Control and
Data Acquisition (SCADA) systems, Distributed Control Systems (DCS),
and other control system configurations such as Programmable Logic
Controllers (PLC) often found in the industrial sectors and Critical
Infrastructures.

Industrial control systems and critical infrastructures’ control cen-
ters are able to collect a large amount of data and to elaborate such an
information in order to provide the operators with a synoptic view of
the ongoing situation. The operator, on the base of such information,
is able to understand the ongoing situation and undertake his deci-
sions. Such a paradigm, although effective when infrastructures are
relatively decoupled, is becoming less and less adequate derived from
the increasing degree of dependency and interoperability among in-
frastructures. Interdependency arises for many reasons and, in partic-
ular, because of geographical, physical, cyber, or logic relations [77].

Helping operator in decisions is one of objective of critical infras-
tructure research. The operator panels are an efficient way to display
other important information, coming from other interconnected in-
frastructures. The data exchange among control centre must be exe-
cuted in a secure way, but also using partial information. In the Chap-
ter 1, the information is combined at service layer and it is another
kind of encryption.

Cyber interdependency, in particular, is becoming more and more
pervasive, due to the increasingly use of internet-based technologies
and public networks to operate Critical Infrastructures. However, while
the Internet has been beneficial to both public and private organiza-
tions, the increasing reliance on networked systems has augmented
the risk of cyber attacks.

SCADA (Supervisory Control and Data Acquisition) systems, first
introduced in the 80’s and 90’s, are still in use. These systems, includ-
ing those installed until few years ago, did not consider properly the

1
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security issues due to the usage of public networks. Such systems
were conceived with a monolithic structure, isolated from the outside
world and based on proprietary standards for the communication be-
tween control center and field devices.

Over time, due to the rapid growth of the Internet and telecom-
munications networks, SCADA systems have changed, slowly tend-
ing to a distributed architecture, with standardized and well doc-
umented communication protocols, such as TCP/IP and Modbus.
These SCADA systems are usually connected to Corporate Network.
In addition, such systems typically exchange data with no encryption
or authentication algorithms.

However, in recent years, there is a growing urge to evaluate the
performances of SCADA systems also from the point of view of se-
curity. This need arises due the great relevance of these systems for
the welfare of citizens and nations. In 2010, the discovery of Stuxnet
[33] became a concrete proof that cyber attacks on industrial control
systems and SCADA systems are possible. Stuxnet was able to in-
fect Windows computers used to supervise industrial control systems,
and to recognize and infect such control systems. In 2010 and in 2011,
the amount of SCADA vulnerability disclosures and exploits has ex-
ploded. Terry McCorkle and Billy Rios found 100 SCADA bugs in 100

days, thanks to free software available on-line [79].
Impact evaluation of cyber attacks and their consequences are very

difficult to perform. The complexity of the problem at hand is indeed
non-trivial also due to interdependencies. In fact the domino and cas-
cading effects are sometimes not easy to find, especially with due
to the growing importance of telecommunications that may result in
unwanted and unnoticed couplings.

For the above reasons, the impact assessment of faults should also
encompass cyber attacks, which are becoming a realistic typology of
attack for Critical Infrastructures. The introduction of firewalls, intru-
sion detection systems (IDS) and degrees of separation between the
Corporate Network and the control system network is a good step to-
ward increasing security, but there is still much to be done. In Chapter
2 the evaluation of cyber attack impact is included in MHR approach.

Another step that may result in an increase of the resilience of facil-
ities is the information exchange among governments and infrastruc-
ture owners. The information can be shared using national and in-
ternational agencies, such as CERTs (Computer Emergency Response
Teams), or early warning and alerting networks, as EISAC (European
Information Sharing and Alert System), American National Cyber-
security and Communications Integration Center (NCCIC) or Aus-
tralian Cyber Security Operations Centre (CSOC).

All the agencies listed above were created with the goal of coop-
erating with infrastructure operators in the event of a cyber attacks.
Each infrastructure, upon suspicion of being under attack, warns its
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agency or CERT that has the duty to share information with other
agencies and infrastructures that may be involved. In addition, they
provide mitigation mechanisms and countermeasures.

Evaluating cyber attack impact is a very important feature, but the
natural evolution is the attempt to merge cyber and physical infor-
mation in order to augment the Situation Awareness. For this reason,
the model and methodologies in the Data Fusion context have been
analyses in Chapter 3.

Evidence Theory is the focuses of Chapters 4 and 5 with its en-
hancement. First of all, it has been applied the Evidence Theory frame-
work in distributed conditions, with the application of networked
Transferable Belief Model in the Critical Infrastructure domain. The
other field is related to the knowledge model and the ability of Evi-
dence Theory to change ideas thanks to evolving situations.

Among Critical Infrastructures, great importance is the energy sec-
tor and especially the power generation, transmission and distribu-
tion. The role of electric power systems has grown steadily in both
scope and importance with time, and electricity is increasingly recog-
nized as a key to societal and economic progress in many developing
country.

Since the fast advancement of computer and communication tech-
nologies in the late 1980s, there has been a trend to optimize and con-
trol power system in a distributed or hierarchical manner. In the day
to day operation and control of large-scale electric power systems, op-
erators depend on a measured quantities, such as bus voltage magni-
tudes, line flows, and bus loads and injections, in order to monitor the
present status of the grid and to initiate control actions. Because the
data acquisition process involves a number of complex procedures,
the measurements contain errors. The goal of power system state es-
timation is to provide reliable, accurate and complete set of data for
real-time monitoring and control of power systems. In Chapter 6, hi-
erarchical power state estimation is proposed and analysed in order
to apply it in smart grids. Further analyses are currently under inves-
tigation for data injection attacks in the hierarchical model, in order
to understand the differences with the classical model.

The thesis is organized in three major clusters: Chapters 1 and 2

deal with Critical Infrastructures modelling and impact assessment
of faults and failures; in Chapters 3, 4 and 5, Situation Awareness
problem is described and Evidence Theory is applied to impact as-
sessment of cyber and physical damages to interconnected complex
systems; in Chapter 6 the State Estimation module in Energy Manage-
ment Systems is described with a hierarchical structure; conclusions
and future works are in Chapter ??.





1
M O D E L L I N G I N T E R D E P E N D E N C I E S I N
D I S T R I B U T E D C O N T E X T

In the literature many approaches have been proposed to represent
interdependency among Critical Infrastructures and their elements;
these models, however, are mostly used off-line for simulations and
impact analysis.

In this Chapter, an interdependencies modelling is proposed, called
Mixed Holistic Reductionist (MHR) Approach, able to evaluate im-
pact assessment and manage risk. This model allows combining the
holistic method with the reductionist, trying to maintain the bene-
fits of both paradigms. Another feature is the assessment of services
towards customers and other operators. In fact, stakeholders and op-
erators are focused on services and their quality for contract reasons.

This approach has been implemented using an agent-based simula-
tor, CISIA (Critical Infrastructure Simulator by Interdependent Agent)
developed by “Roma TRE” University.

The research innovation is the validation phase of our approach
in real and distributed context. In fact, this methodology has been
developed for impact assessment in distributed and on-line context,
where partial observations are composed into a wider perspective
by exchanging only very abstract information, such as the quality of
services. The main advantage of such a system is that the operators of
the different infrastructures are able to make better decisions, because
they are aware of the actual and foreseen unavailability of the services
provided by the other infrastructures.

Moreover, due to the structural lack of adequate quantitative data,
the interdependency model adopted is based on fuzzy numbers, and
is tune-able with linguistic information obtained by stakeholders and
experts of the different infrastructures.

The tool has been implemented and tested with respect to a real
case study and it has been designed in order to be easily scalable
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6 modelling interdependencies in distributed context

and extensible, within two FP7 EU projects: MICIE project [1] and
COCKPITCI [3].

1.1 state of the art

It is a fact that infrastructures are becoming more and more com-
plex, tightly interconnected and mutually dependent, according to
many dimensions, such as geographic proximity, cyber connection
(i.e., reachability via the web) or resource exchange dependencies
[78].

The word “infrastructure” is the ”basic, underlying framework or
features of a system or organization” [2]. For the United States, the
general definition of critical infrastructure in the overall US critical
infrastructure plan is: “systems and assets, whether physical or vir-
tual, so vital to the United States that the incapacity or destruction of
such systems and assets would have a debilitating impact on security,
national economic security, national public health or safety, or any
combination of those matters” [65].

Indeed the problem is complex mainly due to the exponential rel-
evance of web based technologies used to control the infrastructures,
these systems are becoming more and more interoperable; conversely,
due to their complexity, the knowledge of human technicians is be-
coming more and more sector-specific. The paradox is that, very often,
Critical Infrastructures and their subsystems interact in ways that are
hidden and not well understood by the single infrastructures’ experts,
while this interaction represents the main cause of coupling among
these systems, often leading to cascading failures and domino effects.
This is the reason why sector-specific simulators and monitoring sys-
tems, although being very sophisticated, fail to capture the behavior
of the infrastructures in critical situations, when domino effects arise.

Modeling and simulation (M&S) tools for individual infrastruc-
tures are rather well developed today. Many commercial products
are available that enable infrastructure owners to operate, and man-
age their systems, and to foresee their evolution. However, M&S tools
for multiple, interdependent infrastructure are immature by compar-
ison.

In the literature many approaches have been proposed to repre-
sent the complexity of interdependent critical infrastructures; these
methods are, typically, adopted in order to perform “what if?” anal-
yses and ex-post simulations, with the aim to understand structural
vulnerabilities, to asses and mitigate the risk of domino effects and
multiple disruptions and to provide a support to decision-makers.

In [78], the authors emphasize how dependency and interdepen-
dency should be analysed with respect to different dimensions. In
particular they catalogue dependencies into four, not mutually exclu-
sive, classes:
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• Physical Dependency. Two infrastructures are physically depen-
dent if the operations of one infrastructure depends on the phys-
ical output of the other.

• Geographical Dependency. A geographic dependency occurs when
elements of multiple infrastructures are in close spatial proxim-
ity. In this case, particular events, such as an explosion or a fire
in an element of an infrastructure may create a failure in one or
more near infrastructures. This link is not generally accepted by
all researchers, see for further information [64].

• Cyber Dependency. An infrastructure has cyber dependency if its
state depends upon information transmitted through the ICT
(Information and Communication Technology).

• Logical Dependency. Two infrastructures are logically dependent
if their dependency is generated via control, regulatory or other
mechanisms that cannot be considered physical, geographical
or cyber.

In order to obtain insight on the behavior of interdependent in-
frastructures, a first step is to consider a topological characterization
of the infrastructures, representing them as complex networks com-
posed of similar basic elements, inspecting emerging behaviors gen-
erated by the interconnection of such elements [99, 50, 80, 30].

In [53] a system composed by several homogeneous networks that
interact exchanging loads is analysed; in [61] there is an attempt
in the direction of studying heterogeneous interdependent networks
(i.e., formed by infrastructures of different nature) showing that the
coupling makes the system more susceptible to large failure. A simi-
lar result has been reported in [14] where statistical mechanical and
mean field theory are used to extrapolate steady state solutions in re-
sponse to removal of a fraction of nodes. In [91] there is an attempt to
formalize the interdependent dynamics among several heterogeneous
infrastructures, considering the interconnection between a power grid
and the telephony network and inspecting the effect of node removal.
A similar formalism has been proposed in [54] where five types of in-
frastructure interdependencies are presented and incorporated into a
network flow framework and tested with reference to the lower Man-
hattan region of New York. In [80] the interconnection properties of
an electric grid and a telecommunication network that mimic the Ital-
ian situation are studied, relying on the DC Power Flow Model [100]
to represent the electric power flow and considering also the packet
routing in the telecommunication network.

The assumption of homogeneity (i.e., the nodes represent entities
of similar nature), however, limits the applicability of these method-
ologies, since in real cases infrastructures are composed of highly
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heterogeneous subsystems; moreover topological methods typically
limit their scope to the geographical interaction of subsystems.

A step further is done by adopting a simulative perspective, focus-
ing on the representation of the isolated behavior of subsystems and
then considering their interaction by means of simulation platforms
and tools [73, 21, 73, 46]. The interested reader can refer to the survey
conducted by Idaho National Laboratory [73].

Among the others, the Input-Output Inoperability Model (IIM) [48]
gained large attention. The idea is that each infrastructure is char-
acterized by an inoperability qi(t), that represents its percentage of
malfunctioning, while q(t) is the vector of inoperability of all the
infrastructures; the infrastructures are then considered as linearly de-
pendent according to the following equation

q̇(t) = Aq(t) + c (1)

where c is the induced perturbation and A is the Leontief ma-
trix whose coefficients aij represent the coupling between the i− th
and j− th infrastructure. Within this modelling framework, however,
the interactions among different infrastructures are modelled with
an high level of abstraction, while the behavior of the subsystems
underlying the different infrastructures is masked; for instance it is
possible to determine that an infrastructure is 50% inoperable, but it
is not possible to distinguish whether half of the equipments of the
infrastructure are down or the equipments’ working condition is de-
graded. Another limitation of the IIM model its the economic origin;
the main assumption of the model is in fact that the coupling among
infrastructure is proportional to their economic interaction.

In [67] a first step has been done in order to overcome these limita-
tions, decomposing the infrastructures into a set of components and
subsystems and considering the exchange of resources among these
subsystems, thus allowing to tune the model by means of information
elicited by infrastructures’ experts.

Such an idea has been further expanded in Agent Based approaches
[82, 67], where infrastructures are decomposed into a set of interact-
ing software agents, each with a dynamic behavior and with hetero-
geneous level of abstraction.

In order to enhance the comprehension of highly interdependent
scenarios, in [24, 21] the agent-based perspective was further enriched,
considering, at the same time, multiple and partly overlapping repre-
sentations of the scenario (i.e., physical, functional and global repre-
sentations).

As exposed above, limiting the scope to the interaction among sub-
systems may lead to crude approximations, in fact, besides being a
set of interconnected components, an infrastructure is characterized
by emerging functional behaviors and is greatly influenced by human
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behavior and sociological phenomena. When dealing with complex,
highly interdependent scenarios, a single perspective may be reduc-
tive, as stressed in [37].

An effective approach, then, is to take into account multiple rep-
resentations of the same reality, each aimed to highlight a particular
class of phenomena.

In [24] Critical Infrastructures are represented according to three
hierarchical layers:

micro-level : represents the physical components that constitute
the functional elements of an infrastructures (i.e., electrical equip-
ments, gas valves, etc.)

meso-level : represents an infrastructure network at the system
level (i.e., network nodes and links, power generators and loads,
etc.)

macro-level : represents the territory or zone which depend on
the service provide by the infrastructure.

Within this framework, each level is considered as a nested subsys-
tem, which can be analysed independently. Moreover, the propaga-
tion of effects is assumed to spread from the micro to the macro level,
neglecting downstream consequences and focusing on the effect of
outages and failures on higher levels.

1.2 mixed holistic reductionist approach

Most of the modelling approaches discussed above focus on the over-
all, holistic, perspective or deeply inspect the cross-domain interac-
tions among elementary, reductionist, elements.

In order to overcome these limits, we introduce a Mixed Holistic
Reductionist approach (MHR) [21]. MHR approach is a methodol-
ogy able to modelling interdependencies and Critical Infrastructures,
respect to predefined level of quality to customers or other facili-
ties. In such a perspective, the best aspects of both approaches are
maintained: the interdependencies among elementary components
are modelled with the reductionist method, and the relations at high
level are modelled through the holistic vision.

MHR methodology contemplates infrastructure modelling at dif-
ferent hierarchical levels. The basic idea is to integrate three levels of
abstractions, into a single simulator: holistic, reductionist and service.

Peculiarity of the MHR methodology is to combine pros of both the
reductionist and the holistic approaches: interdependencies among
elementary components are modelled with the reductionist method,
and internal relationships, within the single facility, are modelled
through the holistic view.
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Figure 1: Reductionist entity representation

Figure 2: Service entity representation

Reductionist approach tries to model complex systems into small-
est and simplest pieces. The holistic method reviews complex systems
as the whole web of interactions. Both methods have benefits and
drawbacks, so we want to apply the methodologies together, in order
to overcome disadvantages of holistic and reductionist approaches.
Between these two levels, an additional layer, called service layer, has
been introduced to connect two opposite methodologies. This is a
midway level of abstraction: this layer is necessary to focus particular
services vital for customer satisfaction and to disaggregate resources
and services from the holistic view into the reductionist equipment.

With a reductionist perspective (see Figure 1), each infrastructure
is decomposed into a web of interconnected elementary entities (or
blocks); these entities receive and generate resources and may prop-
agate failures according to proximities of different nature; therefore,
their behaviour depends by the (mutual or not) interactions with the
other reductionist elements. Moreover, their capability to correctly op-
erate depends also by the availability and quality of some aggregate
resources (or services) provided by service layer.

Services are introduced as functional blocks (see Figure 2) demanded
to provide specific, yet high level, functions to reductionist elements
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Figure 3: Holistic entity representation

belonging to the same or different infrastructure. Analogously to
reductionist elements, services require and provide (aggregate) re-
sources and may suffer and propagate some failures; this allows to
model complex and high-level failures (e.g. the effects of cyber at-
tacks) that, instead, are very complex to model with a mere reduc-
tionist perspective. The operativeness of each service is largely influ-
enced by the operative condition of the infrastructures, and by the
policies and management strategies adopted in the specific context
by the infrastructure’s stakeholders.

Holistic blocks represent the holistic view of the infrastructures (see
Figure 3), and they interact with other holistic entities exchanging
their operativeness. In this case the failure block allows modelling
specifically some events like malicious behaviors, that should be very
difficult to model at different abstraction levels. Holistic blocks have
the duty to influence the operative conditions of service layer on the
base of the feedbacks received from reductionist elements and con-
sidering also the overall status of the infrastructure itself. Moreover
every holistic node must provide adequate management service to
service layer, by means of the definition and execution of adequate
control actions (i.e., flow redirections, parameter configuration, event-
driven suspension/reactivation/recovery, etc ...) in order to react to
adverse events which may cause a degradation or denial of the ag-
gregate resources provided by service layer and generate cascading
propagation of faults.

Finally, an holistic node must be aware of the operativeness of its
own service layer, in order to obtain a complete knowledge of the sta-
tus of the infrastructure itself and then update the overall operative-
ness accordingly. In Figure 4 an example of the elements used inside
the model is reported; in this case there are two infrastructures, elec-
trical power distribution (ELE) and telecommunications (TLC), that
are interdependent at every level.
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Figure 4: A graphical representation of an application for MHR approach

In Figure 4, an application of this approach is depicted, using the
CISIA software. We consider two infrastructures interdependent be-
tween each others: telecommunication network and power grid. Ini-
tially we described the two infrastructures as a unique agents at holis-
tic layer. In the service provider layer, we choose services that are
necessary to describe the Quality of Service (QoS) to customers: in
telecommunication network services can be SMS and GSM, instead
for the power grid the services are the ability to fed customer with dis-
tribution network and backup power distribution. At service provider
layer, interdependencies are detailed respect to considered services.
The interconnections between service of the same facility are always
known to operators, instead the interconnections among different in-
frastructures are more complex. In this case, GSM equipment are fed
by the distribution service in zone A and the backup distribution is
always ordered by SCADA control center using telecommunication
services. Reductionist layer explains a more detailed level of abstrac-
tion, usually considering the equipments. Interdependencies are de-
scribed by links among instruments, as the interconnections between
power substations and telecommunication routers.

In Figure 4 are also depicted feedback from reductionist and service
layers into holistic layer, as usually happens in control loop, to report
faults and alarms. The presence of feedback arrows is not manda-
tory and it is usually applied to send “broadcast” information about
faults and failures. Data, coming from SCADA systems, are related
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to reductionist agents (i.e., short-circuit at load level), then they in-
fluence holistic nodes and, therefore, services. Due to feedback loops
and all possible connections among layers, the distributed approach
can be applied. In fact, the transmitted data between control centres
is just the one related to services and holistic agents, in order to pre-
serve the privacy of the real data in the fields. So services and holistic
nodes must affect in some ways also the reductionist equipment.

Notice that, although being a very flexible and powerful formalism,
the main drawback of such a methodology is that the effort required
to tune the model is directly proportional to the degree of detail re-
quired. Nevertheless, this is a common problem of knowledge and
system modelling.

A relevant issue is how to reverse the (mono-directional) dependen-
cies between services and reductionist elements; in fact, specifying
the exact contribution exerted by each single reductionist element on
the different services may lead to unmanageable complexity. Indeed
such inverse dependencies are mostly hidden and complex from the
point of view of the single service; moreover usually the adequate
control actions performed in order to grant an acceptable quality of
such services are demanded to entities with a wider perspective (i.e.,
a control room). Hence it is more rational that an service relays on
data provided by a management entity with an overall vision, able
to filter the huge amount of reductionist data, instead of taking into
account the contribute of every single component.

Notice that, in the proposed framework, services are not directly
dependent on the reductionist elements, but are dependent on aggre-
gate information coming from higher level nodes, which have a wider
perspective.

1.3 critical infrastructure simulation by interdepen-
dent agent (cisia)

Based on the MHR approach, in this section, the Critical Infrastruc-
ture Simulation by Interdependent Agent (CISIA) [21] framework will
be detailed where connections among entities, including in different
layers , and the transmission mechanisms are described. CISIA is an
agent-based interdependency modeling framework. The overall sys-
tem of system is decomposed into a set of n entities, and the spread-
ing mechanisms of m resource typologies and k classes of failure are
considered.

Such framework considers multiple interconnection matrices, which
represent the different typologies of interaction; the result is a multi-
graph, which allows performing complex topological and dynamical
analyses.

Within this approach, all the elements follow a common general
model:
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Figure 5: Input-output CISIA entity behavior

• Elements exist in order to produce, and transport or consume
tangible or intangible resources (goods, services, policies, man-
agement, etc);

• Elements may suffer faults or failures;

• Different faults may be propagated, or propagate their negative
effects, according to proximities of different nature;

• The capability of each element to provide the required resources
may depend on its operative condition, which is based on the
availability of the resources it requires and on the severity of the
failures that affect it.

Each CISIA entity can be represented as in Figure 5 through an
input/output behaviour. The operative level is a quantity which sum-
marizes the status of the entities, and which is used to drive the be-
havior of such elements. Each entity receives some input resources
and some input failures, and generates output resources and failures.

The model is able to take into account an external operativeness re-
duction, in order to represent the disruptive phenomena which may
cause the inoperability of an element. CISIA entity are then inter-
connected by means of different adjacency matrices, whose links are
characterized by an attenuation, due to dissipation phenomena, and
a time delay.

Moreover, in order to effectively represent the uncertainty of hu-
man operators and actors, all the variables describing the dynamics
of entities are expressed by Fuzzy numbers (FN) [29]. Fuzzy num-
bers can be seen the most natural way to introduce model and data
uncertainty in a technical talk.

The implementation of CISIA has been performed in ANSI C++,
strictly following an object oriented approach.

In Figure 6 we describe the basic input-output characteristics of a
generic element; such a block is composed by a set of N input (or
output) ports, each demanded to send or receive some resources or
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Figure 6: Representation of generic CISIA entity ports

Figure 7: The structure of CISIA simulator

failures. Within such a general model, many configurations are possi-
ble; however every element is at least equipped with a “failure” port
devoted to send (or receive) failures and an port, called “A” used to
forward its operative level.

Within the simulator, a simulation instance is primarily constituted
by the entities and the adjacency matrices that interconnect them; in
fact there is the possibility to specify, at every abstraction level, mul-
tiple graphs, each describing the exchange of a particular resource
or the diffusion of a particular class of failure (i.e. geographic, cy-
ber, sociological, etc.). Entities and matrices are collected in two main
structures, respectively Entity Pool (EP) and Transmission Sub Sys-
tem (TSS), both depicted in Figure 7.

Each simulation step is driven by the clock, a routine that synchro-
nizes the computation steps of the entities with the message exchang-
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ing phase, managed by the TSS; at each step entities generate their re-
sources and failures and such quantities are routed to other elements
according to the multi-scale, multi-graph topology of the framework.
Each link can be equipped with a defined delay in terms of time steps
required for the transmission of the resource/failure, and with an at-
tenuation that represents a dissipation or attenuation of the quantity
during the transmission.

Moreover each timed cycle begins with a set of instantaneous cy-
cles, in order to depict real-time dependencies; in fact it is not possible
that an element within a power grid has to wait some cycles to receive
power, such a resource has to be instantly forwarded (and the lack of
such a resource has to be instantly noticed). Therefore at the begin-
ning of every timed cycle many instant cycles are performed, until
the overall system reaches a steady state.

As shown in Figure 7, the Transmission Sub System (TSS) is de-
voted to manage the communication between the entities. The TSS
stores the matrices which describe the different types of adjacency
between the entities, as exposed above. Entities communicate via mes-
sage exchanging, where each message contains data about the type
and the denormalized quantity of carried resource (or fault), the nor-
malizing factor, unit of measurement and the sender port identifica-
tion (ID). When the TSS receives the signal from the simulation clock,
it collects the outgoing messages from all the entities and delivers
each message to the neighbours of the sender entity, according to the
adjacencies described in the matrix associated with the type of the car-
ried quantity. If a link between two adjacent entities is characterized
by attenuation or delay factors, TSS provides to delay the delivery of
the messages routed over that link and to suitable scale the carried
quantities.

The Entity Pool (EP) synchronizes the execution steps of the entities
and to manage their persistence. EP stores the entities inside a multi
indexed vector, keeping also the map between the communication
ports and the correspondent entities. When it receives a signal from
the simulation clock it keeps the execution control, and spanning the
vector which contains the entities, launches the atomistic simulation
step on each entity. Once all the entities have run their simulation
steps, gives back the control to the clock. After this step the EP waits
for the execution of the communication phase, exploited by the TSS.
During this phase it works as a mapping interface between the calls
of the TSS and the communication routines of the entities.

The CISIA framework, therefore, is a discrete-time, agent-based
methodology able to represent the exchange of resources and fail-
ures among the entities, considering also the attenuations and delays
which may occur during transmission.

Moreover, the interdependency is modelled by means of multiple
adjacency matrices, resulting in a multi-graph. Finally, each quantity
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Figure 8: The considered MV power grid

is modelled by means of Triangular Fuzzy Numbers [29], allowing
to encode vague information and providing an estimation of the cer-
tainty of the simulation/prediction.

1.4 example of interdependent critical infrastructures

In this section we describe an example of the infrastructures consid-
ered in the case study will be outlined, then some results will be
provided. However, due to non disclosure issues, the numerical re-
sults of this section are very general and are aimed to demonstrate
the potentialities of the approach (see the MICIE website [1] for more
details).

The infrastructures considered in the case study are:

1. A portion of a Medium Voltage (MV) power distribution grid;

2. A SCADA system that controls the grid, allowing the communi-
cation among SCADA centers and Remote terminal units (RTUs)
that physically operate the network;

3. A fiber optic telecommunication network that is used as com-
munication link between the power grid and the SCADA infras-
tructures.

The reference scenario explicitly takes into account the set of essen-
tial services required for the correct functioning of the systems, the
sequences of adverse events that could degrade the quality of such
services, in terms of continuity, readiness, performances and time re-
sponse. The model of the system of systems is therefore focused on
the customer Quality of Services (QoSs) evaluation from the critical
infrastructures operator point of view.

The electrical power produced in power generation stations is typi-
cally made available to the final customers through the transmission
network and the distribution network.
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The transmission network is similar to a meshed graph, in which
every node is reachable through more than one path. The nodes of the
graph represent the substations, while the arcs represent the transmis-
sion lines that connect the several substations. This topology make the
network high reliable and available, avoiding that the loss of a single
generator or a single line causes dangerous consequences.

The distribution network feeds consumers. The structure is mainly
operated in a radial topology. The loads are connected to their sub-
stations in a star or in a ring with the aim of reducing service in-
terruptions as a result of a major fault. The portion of electric MV
distribution grid belonging to the current reference scenario is shown
in Figure 8.

The main elements that constitute such infrastructure are the fol-
lowing:

• Two substations in which the electric power is transformed from
161 KV to 22 KV and splits to feed several customers. In our
case, there are thirteen customers, of which six public, five com-
mercial and two industrial customers;

• The electrical trunks which feed the final customers, connecting
the substations to them.

The following interconnections in the MV electrical infrastructure,
constituted by the electrical grid at 22 KV, are:

1. RTUs interface the portion of the MV power distribution grid
with SCADA system;

2. Substations interconnect the portion of the MV distribution net-
work to the portion of High Voltage (HV) transmission network.

The SCADA system consists of Motorola SCADAs that interfaces
with Moscad TCP/IP Gateways and Field Interface Units (FIU) which
manage the communication with RTUs, through elements such as
Radio Frequency (RF) modem, called also MOSCAD, which convert
wired signals to radio signals towards RTU.

The SCADA system is responsible for command and control oper-
ation on MV grid via graphical displays of switch operations and list
of alarms.

The main SCADA functions are:

1. Acquisition and alarm of the Change of State of the MV switches;

2. Polling of the RTUs from the control center upon scheduled
time, operator’s request, and pre-defined event;

3. Graphical presentation of the current status of the MV switches;

4. Store of the history of Change of State of the MV switches.
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Figure 9: The SCADA network, for the case study

The other elements of the SCADA system reported in Figure 9 are
described briefly.

The MCP-T is a gateway which converts the TCP/IP protocol in
the Motorola proprietary protocol (MDLC) performed on the system.
The MOSCAD FIU is a specific device dedicated to RTU interrogation
and to the routing of data messages to/from the central. The FIU
comprises RF modems. Each modem includes two VHF radio units,
allowing field RTUs to reach SCADA centre on either channels. The
Store & Forward Repeater is a special RF modem.

It is worthwhile to notice that SCADA is fully redundant. The topol-
ogy of SCADA is reported in 9. The following interconnections have
been discovered:

• With the MV power distribution grid by means of SCADA RTUs;

• With telecommunication network by means of the links between
SCADA control centre and SCADA RTUs;

• The bus in SCADA control Centre is interconnected with telecom-
munication network;

• SCADA elements, such as RTUs and Control Centers are pow-
ered by the MV power distribution grid, adequately interfaced
with a LV power grid and by means of an emergency power
supply, typically constituted by UPS.

Usually, a telecommunication network is made of a core, a metro
access and a customer access network.

The topology of telecommunication transmission network is re-
ported in Figure 10. The network includes elements of the backbone,
which are interconnected by Wavelength Division Multiplexing (WDM)
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Figure 10: The telecommunication network, used in the case study

technology, elements of the metro access network, with SDH/STM-16

technology, and elements of customer access network with SDH/STM-
4 technology.

The core network is based on ECI Telecom’s XDM-1000s. These
equipments are massive traffic concentrators which are installed in
the heavy loaded metro-core junction. They support a wide range
of data services. The metro access network is based on the ECI’s
XDM-100s. This network is characterized by the increasing demand
by residential and business customers for higher bandwidth to sup-
port voice, data and video services.

The customer access network is based on ECI’s BG equipments
which are linked with other network by SDH technology. They deliver
a mix of Ethernet, SDH and PDH services.

The Network Management System (NMS) enables efficient manage-
ment of the communication transmission network. The NMS provides
monitoring and supervision of the three levels of the communication
network, by means of:

• Monitoring the fiber optical;

• Monitoring and managing transmission equipment network;

• Monitoring and managing the access network.

The following interconnections have been discovered:

• Some equipment of the customer access network are located
into power grid substations, for example the substations (geo-
graphic interdependency);

• Some elements of the telecommunication network are powered
by portion of the electrical infrastructure, constituted by the elec-
trical grid at 22 KV, shown in 8, adequately with a Low Voltage
(LV) power grid and by means of an emergency power supply,
typically constituted by Uninterruptable Power Supply (UPS).
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Figure 11: The online prediction tool configuration

1.5 online prediction tool

The online prediction tool is a flexible and decentralized software
tool that allows to connect different interdependent infrastructures
and to compose the domain specific information of each sector in or-
der to obtain a global estimation of the actual and future behavior of
the System of Systems, based on a set of partial observations; each
distributed tool, attested in a given infrastructures’ control room, is
equipped with an MHR model of the overall system and the model
can be used to perform a short and medium term prevision of the
working condition of the infrastructure and its subsystems. The un-
derlying idea of this approach is that the single infrastructure, con-
sidering only its sector specific information may provide incomplete
previsions, that do not take into account the interaction with the oth-
ers.

For instance a power grid analysis software, although being aware
of the disruptions occurring across the network, is not able to de-
termine the congestion of a telecommunication network used to op-
erate and reconfigure the electric branches remotely; conversely the
telecommunication management software may be aware of the rout-
ing and packet flow, but is not able to forecast the occurrence of black-
outs that may influence the working capability of telecommunication
nodes.

Such a composition of information may also help discover domino
effects and cascading failures; for instance a network congestion may
interfere with the ability of the power grid to reconfigure the loads,
leading to blackouts and thus exacerbating the critical situation of the
telecommunication network and so on, in an ascending climax.

Figure 11 depicts the general structure of the online tool, whose
main components are:

1. Field: each tool is attested in a given infrastructure and is fed
with sector specific real- time data coming from the specific
field; for instance the tool attested in the power grid infrastruc-
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ture is aware of the state of transformers, generators and electri-
cal customers, or the telecommunication infrastructure knows
the traffic congestion, the operativeness of the equipments and
the routing tables. The focus of the system is on the exchange
of information and the synchronization of prediction; therefore
the procedure for the retrieval of real time inputs used to feed
the model was intentionally neglected and, in the case study,
each tool used the original sensors and management systems of
the particular infrastructure.

2. Secure Gateway: in order to avoid disclosure of sensible infor-
mations and to protect the information exchange among the
tools, a secure gateway has been implemented for each tool. The
gateway filters the huge quantity of information retrieved from
the field and is responsible of the secure communication with
the other tools and with the prediction tool; to this end a suite
of security protocols have been implemented and the gateway
adopts a web-service architecture based on the WS02 Carbon
framework (www.wso2.com) and on X.509 [6] security protocol
for the communication between the tools. Finally an ip filtering
and an IPSEC [27] protocol has been set up for the communi-
cation between the field and the gateway and between the gate-
way and the prediction tool (for more details refer to the MICIE
Project Deliverables [1]).

3. Prediction Tool: the prediction tool is the core module of the sys-
tem, and it is responsible of the computation of the expected
evolution of the system, based on the field data and on the
data received by the other tools. At this level the discording
data coming from the different information sources are com-
posed and, once a consensus is reached among the prediction
tools, the data is fed to the actual MHR interdependency model,
computing a prediction of the state of the whole system (e.g.,
the power grid computes also the expected evolution for the
telecommunication infrastructure, based on the data available,
in order to capture interdependency phenomena that could not
be captured by the single sector specific system).

4. Operator Interface: the interface is a set of linked graphical pan-
els that summarize the actual and near future evolution of the
system. The GUI offers different kinds of representations; an
high-level interface is provided, where only the general state
of the infrastructure (and of the other infrastructures as it is
estimated locally by the tool), is represented. The interface of-
fers also a comprehensive view of the reductionist components
of the infrastructures; as shown in Figure 12, the operator has
information about the actual state of the component (e.g., the
component is marked with a red cross if it is down) and an

http://www.wso2.com
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Figure 12: The operator panels

information about the expected state in the short (S), medium
(M) and long (L) period, by means of three color indicators for
each component, which act like traffic lights. In this way, besides
noticing the actual failures, the operator is warned for possible
future disruptions: for instance an orange medium time warn-
ing for an element in a secondary communication path in the
telecommunication network, when the default route is not work-
ing may represent an expected congestion.

The proposed architecture therefore is aimed to compose partial
observations by filtering the data coming from each infrastructure
and exchanging information by means of a secure communication
network; the distributed and peer to peer nature of the single tools
allows great scalability in the case of multiple infrastructures.

Mathematically, this approach has been studied using the distributed
consensus of arrays of systems with fuzzy variables, for further infor-
mation [66, 68].

Figure 13 represents the case where the electrical infrastructure and
the telecommunication infrastructures do not exchange data. In the
example, for the sake of clarity and simplicity, only three entities are
considered: a telecommunication node, the electrical reconfiguration
service and an RTU.
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Figure 13: Example of isolated prevision

Figure 14: Example of composition of isolated previsions

The plots in the first row of Figure 13 represent the evolution of the
state of the three entities seen by the telecommunication infrastruc-
ture, while the second row is the perception of the electrical infras-
tructure.

If at a given time instant a failure is detected on the telecommu-
nication node by the telecommunication infrastructure, the working
condition of the corresponding entity in the MHR model attested
in the telecommunication infrastructure degrades; subsequently the
model is able to predict a reduction in the working capability of the
reconfiguration service, that is used by electrical technicians to op-
erate remotely the power grid. Notice that, obviously, the electrical
infrastructure does not receive information.

A completely different case is depicted in Figure 14, where the
infrastructures communicate by means of the online framework. Be-
sides agreeing on the severity of the failure on the telecommunica-
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tion node and on the degradation of the Reconfiguration service, the
proposed approach explicitly takes into account cascading failures
and exacerbations; in fact the information received allows the electri-
cal infrastructure to forecast a reduction in the working capability of
the RTU. Such a new information, besides being passed back to the
telecommunication infrastructure, generates further failures and ex-
acerbates the existing failures, as shown by the Figure 14. Moreover it
is possible to notice the presence of a slight delay due to the commu-
nication and consensus. Finally, note that the fuzzy formalism allows
to take into account complex situations, where the best and worst
cases are not symmetric; in the Figures the red, black and blue lines
represent the evolution of the left endpoint, of the peak value and
of the right endpoint of the triangle, respectively, and are associated
to the best, mean and worst case. Notice that the distance between
the curves is not regular, meaning different expectations for the best
and worst cases. In this example the blue curve is always closer to the
black one with respect to the red one, meaning that the best case is
much more unlikely then the average and worst case.

1.6 conclusions

This Chapter details the Mixed Holistic Reductionist Approach, based
on CISIA software, in Sections 1.2 and 1.3. The main step is the vali-
dation of this methodology in a real on-line case study, described in
Section 1.5.

A further enhancement has been the possibility of different struc-
tures: the centralised approach and the decentralised one. In the last
case, the exchanged information among Prediction Tools is just the
one related to services and highest node, i.e., holistic agents. In this
way, the protection on real performance of infrastructures is achieved.
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I M PA C T A S S E S S M E N T O F C Y B E R T H R E AT S

Recently issues about cyber-war have gained relevant attention, espe-
cially because of gravity of damages that could be caused by cyber
attacks to strategic targets, mining security of citizens. Examples of
targets might include national civil and military airports, command
and control systems of civil and military transportation means elec-
tronic military systems for national defence, national infrastructures
for water and electricity distribution, industries and also hospitals or
fire-fighters informatics systems.

The risk of cyber attacks for the mentioned systems and infras-
tructures has grown because of the introduction of general-purpose
and open (not proprietary) communication protocols, widely inter-
connecting systems and services.

With this regard, it is of great importance the problem of evaluat-
ing the impact that cyber attacks could generate and to select effective
countermeasures to protect military and civil heterogeneous and in-
terconnected systems.

The validity of MHR model has been already tested within the con-
text of Critical Infrastructure Protection. In this Chapter, the effective-
ness of the model is studied with regard to government infrastructure
protection from cyber attacks and, with this regard, an explicative
case study is presented.

This Chapter also proposes an innovative SCADA security test-bed
that incorporates a Mixed Holistic Reductionist (MHR) methodology
with SCADA network equipment. This technique performs an im-
pact assessment keeping into account the existing interdependencies
among Critical Infrastructures, controlled and supervised by SCADA
systems. The main enhancement is the whole test-bed: a SCADA sys-
tem with an impact assessment tool, able to visualize the forecasting
outcome. The main effort has been on the finding the impact of differ-
ent cyber attacks on the physical power grid: for example, how much
the DoS can affect the behaviour of a breaker.

27
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An application of the experimental framework to a sample scenario
is presented in order to demonstrate the response of the system start-
ing from detection of cyber attacks to impact evaluation of services
delivered by each interdependent system.

2.1 cyber threats

Improving decision-maker situational awareness within the cyber do-
main is not greatly different than enabling Situation Awareness in
more traditional domains. The need of gaining Situation Awareness
(SAW) (see also Chapter 3) arises when users deal with the problem
of identify, understand and project situations, occurring in a specific
domain, or even in complex and cross-domain contexts. Situations
of interest depend on the context, as mentioned before, but also on
the environment and on roles and goals of decision makers involved
in the SAW process, anyway SAW methodologies can be defined in
order to support any domain.

In this Chapter, Situation Awareness is considered in its broadest
sense, as perception, comprehension and projection of the status of
a system, following Endsley’s definition [31]. For effective Cyber Sit-
uation Awareness [92], a crucial task is the identification of those
activities individual decision makers are interested in and need to
maintain awareness of over time. Once the activity of interests are
identified and modelled, the observations necessary to identify the
activities need to be defined. Another relevant aspect, besides to pro-
cess analysis and model building, is the evaluation of the effective-
ness of the SAW process implemented. The evaluation cannot rescind
from the improvement of the cognitive process and decision making
support. Anyway, measuring effectiveness for the proposed approach
is still an open area of research.

Situation Awareness must be addressed to maintain users and oper-
ators not only informed of what is going in facility, but also conscious
of the events. This process can be realized in two ways:

1. Model possible cyber attacks, define possible observations and
in on-line mode try to recognize same attacks displaying events
and already known information;

2. Model entire system, simulate in off-line mode some possible
attacks, evaluate impacts or vulnerability on system and take
into account the countermeasures to protect the on-line system
from the most dangerous vulnerabilities and attacks.

In this Chapter, the framework proposed refers to the second ap-
proach mentioned. The methodology presented is called Mixed Holis-
tic Reductionist approach (MHR) and it allows to model heteroge-
neous systems and to evaluate impacts of faults and attacks, through
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the definition of different agents and their dependencies. The simu-
lation model was originally thought to design critical infrastructures
and their interdependencies, and to analyse their vulnerabilities in
emergency situations as crisis after natural events (like earthquake or
tsunami) or after some rare events that can lead to large outages for
customers.

Within Critical Infrastructure Protection, cyber interdependencies
are mainly due to the presence of SCADA systems, that make use
of wide telecommunications networks to interconnect control rooms
and the generic RTUs (Remote Transmission Units) in the field. In
the past, SCADA systems employed proprietary, closed and specific
protocols, as the Motorola MDLC. Recently, because of the develop-
ment Internet, SCADA systems employ open telecommunications net-
works, such as the Internet itself, for the transportation of specific and
relevant packages between the control room and RTUs.

All these changes in Industrial Control Systems increases the prob-
lem to protect these control system from cyber attacks and not only
from the physical attacks. This issue is growing importance, also due
to real experiences demonstrating how cyber attacks can affect also
critical infrastructures.

The most popular attack is known as Stuxnet. Stuxnet [33] is a
computer worm designed to affect industrial systems. Stuxnet in-
fected Windows-based computers on industrial control systems. The
worm is very complex, and its final goal was to reprogram Indus-
trial Control Systems, hiding the changes to the operator. Stuxnet
main features includes: zero-day exploits, Windows rootkit, first ever
PLC (Programmable Logic Controller) rootkit, antivirus evasion tech-
niques, complex process injection, hooking code, network infection
routines, peer-to-peer updates, and command and control interface.

Other kinds of cyber attacks are those propagated from “inside”:
the infection starts in a workstation of the business/corporate net-
work and then reaches the control system network and the control
room. Another very common attack is carried out by compromise
the Web-based interfaces to control room management systems ex-
posed on Internet, by means of simply search engines like Google or
ShodanHQ.

Cyber security government agencies, like Department of Homeland
Security (DHS) and Australian Department of Defense Intelligence
and Security, focus their attention on strategies for improving control
system security and for mitigating cyber intrusions. These strategies
provide guidelines for administrators on steps to take to ensure secu-
rity confidence.

Infrastructures owners and operators are forced to act in accor-
dance with national guidelines. Each facility should require a vulner-
ability assessment process to assess insecurities and make decisions
about operating risks, and to make progress towards reducing risks
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associated with control system operations. Vulnerability analysis pro-
vides a method of prioritizing the criticality of assets, threats and
countermeasure strategies.

In recent years, researchers are focused on the power grid, and es-
pecially on the control system of power grids. Sridhan in [89] models
a specific cyber attack related to data integrity attacks on a specific
control area in SCADA power system. The approach extends cyber se-
curity attack concepts to control systems in an electric power system,
especially on the Automation Generation Control (AGC) loop. Amin
in [7] models stealth attacks on generic systems connected among
them by telecommunication network, using game theory framework.
This approach is independent from the specific facilities implemented
in each node of the game theory.

Usually, the reference protocol is IEC 61850, which provides some
generic features like the packet length and structure, for packet run-
ning on SCADA networks. In [75] authors described different kind of
cyber attacks with possible countermeasures, specific for IEC 61850

transmission protocol. In [85], authors use the dynamic game theory
to evaluate impact of several strategies for cyber network defences. A
tool has been proposed in order to enhance understanding of cyber-
network defence.

2.2 reference architecture

The network topology of the proposed SCADA security testbed is
based on common SCADA network employing components such as
Programmable Logic Controllers (PLCs), Remote Terminal Units (RTUs),
Intelligent Electrical Devices (IEDs), Human Machine Interface (HMI)
based on client/server architecture. All components are connected
through an appropriate communication network. Innovative compo-
nents consist of the Integrated Risk Predictor system (IRP) and a set
of Intrusion Detection Systems (IDSs) that contribute to the task of im-
pact evaluation of cyber risks on physical components of the SCADA
system. The overall network for SCADA security experimentation is
distributed over the Internet to emulate the geographic extension of
large SCADA systems and consists of three different labs located at
University of “Roma Tre” and ENEA premises. Figure 15 shows the
topology of the proposed SCADA security testbed.

The reference architecture consists of the following components:

• Process control network: This network is the connection layer
among equipment of the SCADA control centre. A database
(PCN-DB) stores information about equipment in the field. Data
and information are visualized to operators through a specific
HMI. Those information can be retrieved by means of a OPC
(Open Platform Communication) server to other operators but
also to the IRP (Integrated Risk Prediction Tool) which performs
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Figure 15: Reference architecture

a situation assessment by computing the risk level associated to
the current state of the considered CI and evaluating the im-
pact of cyber attacks. Cyber attacks can be detected using the
IDS associated to the considered CI and related to this network
(PCN-IDS) whose output is merged into the IRP.

• Field network: This network includes sensors, actuators (gener-
ally called IED) and RTUs and provides the acquisition of pro-
cess field data and the execution of control actions. In addition,
two IDSs (IDS-L2, IDS-L3), one for each lab, monitor the traffic
direct to the RTU, perform a local cyber detection assessment
and notify possible malicious activities to the IRP in order to
perform a global risk assessment. We assume that an attacker
host dwells in this network and can implement attacks to com-
promise the functionality of the SCADA system.

• Communication network: This network is the Internet that con-
nects the Process control and Field networks.

2.3 risk prediction tool architecture

Figure 16 presents the modular structure of the IRP. The IRP has
six main units: the Mixed-Holistic-Reductionist (MHR), the failure
acquisition (F-ACQ), the threats acquisition (T-ACQ), an OPC client,
the Impact visualization (IMP-VIS) and the IRP database (IRP-DB).

OPC client. The main role of the OPC client is to query real-time
data at a fixed time rate from the SCADA database (PCN-DB); such
data will then be passed to the F-ACQ unit. Data coming from the
SCADA system are related to equipment faults and failures.

Failure acquisition Unit (F-ACQ). The main role of this unit is to ex-
tract the information relative to the failure occurring on the physical
devices from the real-time data provided by the SCADA database.
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Figure 16: Integrated Risk Prediction Tool

The set of failures occurring on the components will then feed the
MHR unit to perform impact assessment on the considered CIs.

Threats acquisition Unit (T-ACQ). The main role of this unit is to
collect real-time data coming from the set of IDSs belonging to the
global and local cyber detection assessment. Such data include log
information and alert messages that are produced when a malicious
attack is detected. Communications between threats acquisition unit
and IDSs are handled through web service technology: each IDS hosts
a web service that accepts requests from web clients hosted in the
Threats acquisition unit.

Mixed-Holistic-Reductionist model Unit (MHR). The main role of this
unit is to perform impact of faults and attacks, through the execu-
tion of an agents-based model of heterogeneous systems including
systems interdependencies. MHR model considers CI modelling at
different hierarchical levels: Holistic, Reductionist and Service lay-
ers. For each CI, agents model the production, supply, transportation
(or consumption) of tangible or intangible resources: goods, policies,
managements, operative condition, etc. The capability of each agent
to provide the required resources may depend on its operative condi-
tion, which is based on the availability of the resources it requires and
on the severity of the failures that affect it. In order to feed the MHR
model, the Failure and Threats acquisition units provide real-time
list of failures and malicious attacks to generate impact. A detailed
analysis of MHR has been already given in Chapter 1.

IRP database (IRP-DB). The main role of this unit is to store results of
MHR model executions in an appropriate database. Figure 17 depicts
the ER model of the IRP database: two tables, named ‘netelem’ and
‘fuzzytriangle’ are dynamically updated at each IRP running step.
The ‘currvalue’ view is defined as a join between the two previous
tables and represents each agent of the IRP with its meaningful vari-
ables. At each variable is assigned a Triangular Fuzzy Number (TFN)
in order to manage also uncertainty. This database also contains the
‘historian’ table that stores all previous data. This table is updated
when the ‘fuzzytriangle’ table is updated.
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Figure 17: Integrated Risk Predictor database structure

Impact Visualization Unit (IMP-VIS). The main role of this unit is to
provide the user with a Graphical User Interface (GUI) that shows
the real-time impact of failures and attacks to the considered CIs.

2.4 mhr for cyber attack impact evaluation

As already mentioned before, see Chapter 1, approaches to increase
the security of Critical Infrastructures and systems can follow two
different directions:

1. Models of cyber attacks are defined and then used to monitor
the infrastructure by a set of distributed sensors: data fusion
and inference techniques are employed to feed the model and
allow the user to understand that a cyber attack is undergoing,
so that he may try to block it.

2. Models of infrastructures are defined, than effects of cyber at-
tacks are simulated, propagated and evaluated. Effective coun-
termeasures can be applied as preventive measures.

As the definition of cyber attack models is not trivial, and could
lead to too much simplified and inadequate models, the approach
followed in this chapter is the second one. It requires a big initial
effort in infrastructure modelling, but the derived model can then be
used for different analysis.

Our idea is to test some cyber attacks, as worms, DoS, DDoS and
Man In The Middle attack. All those attacks have outcome on the
telecommunication network, without huge knowledge on the power
grids. Other attacks as SQL injection, data injection or buffer overflow
need the implementation for possible outcomes of specific modelling
object in MHR modelling. Further enhancement are related to model
a detailed SCADA system for power grids or Energy Management
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System with several modules included databases, state estimation,
optimal power flow, automatic generation control and so on.

However, MHR methodology can be applied in the cyber domain
as described in the rest of the Chapter. All the agents inside the
model follow a common general framework, following the basic idea
of CISIA simulator [20]. Agents exist in order to produce, supply,
transport or consume tangible or intangible resources: goods, policies,
managements, operativeness, etc. Agents may be afflicted by faults
or failures. The capability of each agent to provide the required re-
sources may depend on its operative condition, which is based on
the availability of the resources it requires and on the severity of the
failures that affect it.

The internal representation of each single agent can be heteroge-
neous, however the coupling among the agents with several internal
models is guaranteed by the respect of the common exposed inter-
face.

In this context, it is necessary to differentiate among failures, ac-
cording to their causes. Different kind of failures propagate their neg-
ative effects in different ways. A fault on a single equipment cause
the absence of resources to the interconnected subsequent agents. If
worms or viruses infect a telecommunication agent, as a worksta-
tion, consequences of the attack have effects on all telecommunication
agents directly connected to the infected one.

Failures and their type can be contemplates also in other layers,
than the telecommunication one. Cyber attack awareness and its cause
identification leads allows to better evaluate the impact of faults on
equipment and services, as well as to evaluate the QoS provided by
infrastructures to customers.

As stated before, the focus of this paper is not on cause identifica-
tion techniques, as discussed in [26], but on the evaluation of conse-
quences of cyber attacks, in order to highlight system vulnerabilities
and take effective countermeasures. Impact assessment is then esti-
mated through simulations involving different equipment, supposed
to be subjected to cyber threats.

2.5 example of cyber attack impact assessment

In this section a simple case study is reported in order to support the
effectiveness of the proposed approach within the cyber domain.

This reference scenario described hereafter will be adopted for sim-
ulation results. Let us consider the following three infrastructures,
detailed in Chapter 1:

1. A power grid providing electricity to both civil and government
customers (i.e. police offices, houses, etc.).
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Figure 18: Interdependecies among critical infrastructures considered in the
case study

2. A SCADA network, connecting power control rooms and the Re-
mote Terminal Units (RTUs) of the mentioned power grid, con-
nected to the tele-controlled breakers. The SCADA network is
a particular telecommunication network, usually with a smaller
bandwidth and specific protocols.

3. A telecommunication infrastructure connected to the SCADA
network for packet forwarding to vary distant RTUs, and also
for feeding, mobile or not, customers, as policemen around the
city. This telecommunication network is connected to SCADA
network through specific gateways.

A SCADA (Supervisory Control and Data Acquisition) system is a
system specifically oriented to industrial system control and manage-
ment. A RTU (Remote Terminal Unit) is an electronic device located
in the field and connected with the SCADA by means of a telecom-
munication network, or in some case by means of serial socket.

Connections among infrastructures are shown in Figure 18. The
power grid is controlled by the control center through the SCADA net-
work. So, power grid equipment, as control centers or telecontrolled
switches, are connected by means of specific gateways to telecommu-
nication network. These gateways are included in SCADA network.

In the SCADA network, information is exchanged among control
center and telecontrolled circuit switches. In case of failures on the
power grid, the reconfiguration of network is necessary and this pro-
cedure is realized through command packets addressed to SCADA
and to RTUs, in order to open and close the necessary switches. More-
over, all telecommunication equipment fed by the transmission power
grid are fed by UPS (Uninterruptible Power Supply) system, not vul-
nerable to single power grid failures.

Breakers are components capable of interrupting the power flow in
case of dangerous behaviour, i.e. short circuit. They are characterized
by quick response and little closing and opening times, like millisec-
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onds. Breakers are employed in protection and control strategies, but
they can also be employed for operation and maintenance purposes.

Switches are devices adopted to physically separate power grid el-
ements belonging to interconnected networks. Their response time to
open/close orders are longer than the one of breakers. Consequently,
they are regarded as elements to be operative after the intervention
of breakers. The combined action of breakers and switches guaran-
tees the complete physical and galvanic isolation of interconnected
elements.

In the following, it is reported how the MHR approach can be
applied to the scenario described before and depicted in Figure 18,
where also possible end users of power grid and telecommunication
network services are indicated. The three infrastructures have several
interfaces, usually at reductionist layer. In fact some equipment are
strictly related one to another, e.g. the RTUs of SCADA network with
the power telecontrolled breakers. In this case in the MHR modelling,
the interfaces are considered as two different agents, one for each in-
frastructure, by have a link able to transmit resources and failures.
Always, the two agents, that are also interfaces between two facilities,
have the same operativeness. Sometimes interfaces are the same ob-
jects, like for the telecommunication infrastructures and the SCADA
network. In this case, at reductionistic layer, interface is modelled as
only one agent that transforms resources and failures from one facil-
ity to another. These agents are connected to multiple holistic agents,
due their interface nature.

The reference architecture we propose can provide a valid means
to model the process of SCADA system vulnerability exploitations
against cyber attacks. Our goal is to validate the IRP to analyse and as-
sess the impact of cyber attacks on physical layer. Once an attack has
been performed, the IDS produces a log file that is properly parsed
and used by the IRP to evaluate the impact of such an attack.

In our research, we have implemented different attacks that com-
promise the security of SCADA system in the simulation environ-
ment and analysed the outcome of the IRP as a methodology for
impact assessment. The objective is to assess the impact of a cyber
attack on the reconfiguration service of a power grid (modelled with
CISIA) controlled by the considered SCADA system.

A MITM (Man-In-The-Middle) attack has been performed in our
test bed. The attacker can be located in the Process Control Network
or in one of the two labs connected to the field devices. The target
of a MITM is to intercept a communication and modifying it to send
fake data to the victim host. Our implementation of a MITM relies on
ARP-poisoning (spoofing) attack. ARP-poisoning aims to modify the
mapping between the MAC and IP addresses of the machines in the
network by sending a fake ARP-reply to the victims.
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Now the attacker can perform some actions: (i) disconnect A/B
by simply avoiding to send the messages; (ii) loot the information
contained in the messages; (iii) manipulate the packet content. In our
testbed, A is the router that connects the lab to the HMI and B is the
RTU. Our attack performs the ARP-poisoning attack by simply using
a packet injector tool such as Ettercap to manipulate ARP tables. The
attacker is now able to compromise the RTU e.g. by manipulating a
message, or sending fake commands to the RTU.

The ability to perform a specific attack is strictly related to the rules
needed by the IDS to discover the attack itself. In order to perform
an ARP poisoning attack, the attacker may not be able to modify
its IP address and in this case this action would be detectable by a
simple IDS rule that keeps track of source and destination IP address.
A more effective attack can succeed in changing the IP address of
the attacker to be the same of the HMI or the RTU (IP spoofing) in
order not to trigger the IDS rule. In our scenario, we used Snort [4]
as IDS that allow us to detect ARP attacks, unicast ARP requests,
and inconsistent Ethernet to IP mapping. In particular, we configured
Snort to detect changes in the mapping between valid MAC and IP
addresses: that allowed to detect ARP-poisoning attacks coming from
the SCADA network.

Threats and Failures acquisition units depicted in 16 are needed
in order to acquire data and information coming from IDSs and also
from the HMI. The T-ACQ unit acquires data coming from the set of
IDSs whereas the F-ACQ unit collects data coming from real equip-
ment e.g. from the HMI. Connection between the T-ACQ and the
IDSs is realized via web services technologies: each IDS represent the
server, and the T-ACQ represent the client that “polls” the servers to
gather updated information. The connection between the F-ACQ and
the real equipment is realized by means of OPC client/server archi-
tecture. T-ACQ and F-ACQ output are related to real equipment and
services included into the MHR modelling architecture. These output
are collected in a proper XML file whose structure is the same for
both the units. A specific XML element specifies the attack type and;
another element represents the severity of the attack by modelling it
with a triangular fuzzy number.

The MHR modelling has been designed in order to evaluate im-
pacts on interdependent CIs. This model has been updated aiming
to consider not only mechanical faults and failures, but also cyber
threats and their possible outcomes.

The case study depicted in Figure 15 is a general SCADA network,
which is connected to a general-purpose telecommunication network
for backup reasons. The IEDs are sensors and actuators for the con-
sidered CIs, in our case study they are remotely controlled switches
and circuit breakers. The functionality and physical faults of the IEDs
are obtained using the F-ACQ module from the SCADA database.
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Figure 19: The case study modelling within MHR approach

The impact evaluation of cyber attacks (in our case a MITM - Man
In The Middle attack) on the CIs allows to analyse how attacks can
affect equipment and services. MITM attack can have several and
several outcomes. The simple case is collecting information and ac-
quiring knowledge on RTU and SCADA system, and their message
exchange. In addition to read messages from HMI to RTUs, attacks
can also modify the content of messages e.g. in a random way or im-
plementing a “NOT” operator (e.g. in a power grid a circuit breaker
command of closure corresponds to an opening command and vice
versa). Another possibility is to change the content of packets from
RTUs to HMI. In this case, these actions may compromise the func-
tionalities of the SCADA system altering the behaviour of state esti-
mation or control modules.

We considered the possibility that an attacker can drop the mes-
sages from the HMI to RTUs, especially those connected to actuators
as circuit breakers and switches able to receive commands.

In the implemented model, service layer models the infrastructure
capability to feed end users depicted in Figure 19, and it is able to
reconfigure the infrastructure, triggering specific routines. In Figure
19, the most important agents and interconnections are depicted.

Following figures show the evolution of operative level of infras-
tructure components, when a MITM attack occurs on a RTU. Finally,
we will assume that a second fault on the power grid distribution
network occurs, and will analyse its effects on the already affected
infrastructure.

Notes that the MHR approach manipulates fuzzy number, and es-
pecially Triangular Fuzzy Numbers (TFNs). These numbers are a way
to express uncertainty. The triangular fuzzy number is defined by
four (crisp) numbers: the left, the medium, the right value and the
height. These values define an area, instead of a single number and
are those plotted in the following figures.
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Figure 20: Operative level of a RTU agent

Figure 21: Operative level of reconfiguration service in the power grid in-
frastructure.

The behavioural trend of the RTU is depicted in Figure 20. We
suppose that the attack start at 10 sec, and then the operative level
of this node decreases with an exponential curve, reaching at 30 sec
the completely inability to perform tasks.

Repercussion of the MITM cyber attack can be registered also in
the power grid. If we consider only the packet dropping toward a
RTU, no effects are shown on power grid, because the power grid in
fully-operative conditions doesn’t need telecommunication network.

Instead, in case of another fault, for example on the transmission
power grid, the ability of the power SCADA to reconfigure the net-
work is very reduces: the power grid reconfiguration requires packet
transmission from the SCADA to the tele-controlled circuit breaker.
This process aims to identify and isolate the fault area and then re-
configure the network by means of open/close commands. If packet
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Figure 22: Operative level of a power grid customer.

transmission is not granted, the power grid reconfiguration service is
strongly affected.

Figure 21 presents the operative level of the reconfiguration process
for power grid. The reconfiguration process QoS decreases rapidly,
because some configurations are not allowed, due to troubles in the
communication channel.

Finally, the operative level of power grid service to an end user (i.e.
the police building) is displayed in Figure 22. As it can be noticed,
the telecommunication delay felt by users is slightly longer than the
one in Figure 20. The trend is affected by possible reconfiguration of
the power grids and also by different time scale of the infrastructures:
telecommunication network is faster than power grids.

2.6 conclusion

This Chapter details the enhancement of the MHR modelling with cy-
ber treats inputs: the main enhancement is due to impact assessment
on real equipment of cyber attacks. This evaluation is dependent by
the real working and functionality of the infrastructures. The other
drawback is the necessity of the MHR to model all the equipment
and software modules that are affected by the selected attacks.

The possible outcomes of cyber attacks are a very important aspect
in the research on Critical Infrastructure Protection, but we need a
possible taxonomy of actual cyber threats in Industrial Control Sys-
tems, and their possible outcomes.



3
S I T U AT I O N AWA R E N E S S : M O D E L S A N D
M E T H O D O L O G I E S

In the context of Homeland Security there is the urgent need to suit-
ably aggregate raw data obtained from multiple and heterogeneous
information sources in order to provide deeper insights on the high
level situation as well as on the behaviors of the different agents or
entities (e.g., enemy ships, cargo or pleasure boats), and their possible
interactions.

This Chapter reviews some of the most diffused methodologies for
the fusion of different low-level information sources in order to pro-
vide an increased awareness on the ongoing situation, describing a
possible case study with pros and cons. The topic is particularly rel-
evant in the context of homeland surveillance (e.g., land or marine
patrolling), where a huge amount of information is typically avail-
able.

After a brief review of the basic notions related to Data Fusion and
Situation Awareness, the most adopted strategies for the extraction of
qualified high-level information from sensorial data will be illustrated
and critically compared.

3.1 situation awareness

While attempting to perform any homeland surveillance strategy, an
essential step is to define and implement methodologies for the as-
sessment of the actual situation, as well as its near-future evolution.

Field surveillance activities are typically based on a huge availabil-
ity of sensorial data used, for instance, to determine the presence of
entities in the patrolled area (e.g., ships, submarines, air-crafts, etc.),
with the purpose of identifying them on the base of their behavioural
characteristics, and to cataloguing them according to their potential
intent (e.g., pirate vessel). In other terms, the surveillance activities

41
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encompass the following 3 questions: WHO,WHAT and WHY; WHO
is inside the patrolled area, WHAT it is doing (e.g., the actual situa-
tion) and WHY is there (which is its intent).

This is however a non-trivial task, since any single sensor by itself
usually does not allow to exhaustively answer to the above questions,
especially in the presence of smart enemies, since it may provide am-
biguous information. For example, the presence of an unknown object
detected by a radar in a patrolled maritime area may indicate a fish-
ing boat or a refugees’ ship, rather than an attacker. Thereafter, there
is the need to carefully inspect the behavior of the entities that act
in the considered scenario according to multiple perspectives in or-
der to acquire awareness on their intent and on the associated threats.
Moreover, this has to be done for a reasonable amount of time, in or-
der to assess complex behaviors. Note that, also given the challenging
complexity of the task, no exact guideline can be given in this sense.

Hence, it is fundamental to provide adequate raw data aggrega-
tion methodologies, in order to obtain high-level pattern or behavior
detection and prediction: this is the objective of Situation Awareness
(SAW) techniques.

In 1995 Endsley [31] defined Situation Awareness as “knowing
what’s going on” or, more formally, as “the perception of the ele-
ments in the environment within a volume of time and space, the
comprehension of their meaning and the projection of their status in
the near future”.

Situation Awareness is strongly related to the temporal dimension;
the main idea is, therefore, to use knowledge acquired in the past to
identify, analyse and understand the actual situation and to forecast
its evolution, with the aim to evaluate the risk.

Therefore, the field of Situation Awareness is directly connected to
the Data Fusion problem, where multiple information sources have
to be combined, in order to gain insights on the situation [55]. Such
problems arise in many contexts, e.g., in the military field, in the
field of environment surveillance and monitoring, in robotics and in
medical diagnosis.

In this Chapter, some of the most diffused methodologies for the
fusion of multiple and heterogeneous information sources will be
briefly reviewed and critically compared, having in mind the final
objective to increase the awareness on the ongoing situation in a dy-
namic scenario characterized by non-trivial complexity.

3.2 situation awareness models

The most adopted data fusion schema is the Joint Directors of Labora-
tories (JDL) model [32].

The JDL is a 5-layered hierarchical model, where each level is aimed
to provide a more abstract, high-level and descriptive representation
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of the scenario. Indeed, while proceeding from the lower to the higher
levels, the degree of abstraction is increased, and the amount of infor-
mation is reduced due to the aggregations performed at each level.
Note that, at each level, the model theoretically provides a prediction
of the expected evolution for the scenario.

Let us now describe these levels, which are defined as follows:

level 0 : sub-object data assessment At this layer the single
signals are taken into account. The amount of data gathered at
this level can be quite relevant, hence having a very low degree
of abstraction (e.g., spatial occupancy of a grid, audio/video
streams, etc.). Moreover, a first identification of the objects and
entities involved in the scenario, along with a first low level
prevision of their behavior (e.g., trajectory interpolation), is pro-
vided.

level 1 : object assessment At this layer, based on the sensorial
information of the level below, the objects are estimated and
their behavior is predicted. In this way it is possible to perform
the tracking of the entities, eventually involving multiple senso-
rial information.

level 2 : situation assessment At this layer the relations exist-
ing among the entities are evaluated and predicted. This is the
level where complex behaviors are identified (e.g., surrounding,
side attack, refueling, etc.), taking also into account the physical
context (e.g., constraints in the movements due to obstacles).

level 3 : impact assessment Estimation and prediction of the ef-
fect and impact of the identified situation/actions on the actors
and entities involved (e.g., expected damages and losses given
the enemy’s behavior). At this level planned actions between
the plans of multiple players (e.g., assessing susceptibilities and
vulnerabilities to estimated/predicted threat actions given one’s
own planned actions) are also evaluated.

level 4 : process refinement This level is aimed to adaptively
tune the information and the insights obtained by the lower
levels, based on the data acquired and on the extrapolations
made from such data, in order to refine the understanding and
provide a support to decisions, highlighting the impact of these
decisions.

Hence, the actual assessment of the ongoing situation is mainly
performed at level 2, while the prevision is mainly done at level 3. The
interested reader is referred to [55] and [32] for a thorough discussion.

Another established Situation Awareness model is the so called
Boyd Control Loop [12], often referred to as OODA loop, since it is
composed of the four phases: Observe, Orient, Decide and Act.
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The OODA model can be partially mapped into a JDL model: the
Observe phase can be compared to the JDL level 0, while the Ori-
ent phase encompass the JDL levels 1, 2 and 3; the Decide phase is
mapped into JDL level 4, but it also includes logistics and planning;
the Act phase has no direct analogue in the JDL model, and it can be
seen as the actual decision made based on the JDL framework. Con-
sequently, note that the actual SAW activities are performed within
the Orient phase.

The main attractiveness of the OODA model is that it closes a loop
between sensing and acting, thus providing a more resilient method-
ology with respect to changes in the environment or in the enemy
strategy. However such an approach lacks in the ability to assess the
impact of the Decide and Act phases on the other phases of the loop,
that is instead performed by JDL level 4.

A possible evolution is to close a loop at each level of the OODA
model, and to consider the interaction among these loops [84].

Notice that both JDL and OODA models are not sharply defined
and do not imply a unique implementation; in fact some activities
are present in multiple levels or steps. Hence, JDL and OODA should
not be considered as operative procedures, but have to be treated as
logical schemas that may help to better organize the information and
to adequately define the steps for the extrapolation of high-level and
abstract information, based on raw low-level data.

In next Sections some of the most established methodologies to
perform Situation Awareness will be described. As stated previously,
a system increases users’ SAW if it is capable to understand what is
going on in the observed scenario, and if it is capable to foresee its
evolutions.

The aforementioned capabilities correspond to JDL levels 2 and
3, and to the Orient phase of the OODA model, regarding the as-
sessment of situations and the evaluation of related threats, through
situation projection.

3.3 methodologies

Hence, the methodologies performing SAW must be able to reason
about the ongoing situation starting from observations acquired from
heterogeneous sensors. With this regard, in next sections the follow-
ing techniques will be presented:

bayesian belief network : this technique is based on a proba-
bilistic approach. It uses Bayesian Nets to model hierarchical,
cause-effect relationships among relevant aspects of the situa-
tion of interest. The net is characterized by probabilistic weights
and the belief related to each node is computed taking into ac-
count weights and the observations gathered from the field. Ob-
servations can be heterogeneous and can be posted at each level
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of the net, updating the belief of the states of the net. Evaluating
the beliefs of all nodes of the net, the user is able to understand
the on-going situation. An extension of such a methodology are
the Dynamic Bayesian Net, that allows to compute the beliefs
of the nodes of the net, in future time stamps, i.e., projecting
the assessed situation and therefore they allow also to evaluate
threats.

markov models : also this technique is based on a probabilistic ap-
proach. It allows to model time-dependent situations, through
a graph whose edges are weighted by probabilities. Once obser-
vations are gathered, it is possible to estimate the most probable
path on the graph, that is the most probable on-going situation
and also it is possible to estimate which is the state of the ob-
served situation. Moreover, according to the model, it is possi-
ble to say which is the most probable state of the graph, i.e., to
project situations and, consequently to evaluate related threat.

neural networks : this approach is largely used to reason about
complex situations, whose model, eventually non-linear, are de-
fined by learning algorithms. Within such a framework, the situ-
ation of interest is represented as a black-box, which can be fed
with heterogeneous observations. Even in this case, the evalua-
tion of values of output variables, representing the situation of
interest, allows user to be aware of a situation. This technique
does not suit projection capability.

evidence theory : this technique is based on the theory of pos-
sibility. It allows to model knowledge about time-independent
situations, thanks to bipartite graphs, correlating causes (situa-
tions of interest) to effects (observations). Evidence theory han-
dles uncertain, heterogeneous and eventually incomplete obser-
vations and identifies the most plausible subset of situations oc-
curring in the observed scenario. This methodology allows also
to aggregate low-level data in order to give them a semantic
meaning. This meaning can be used as input to other knowl-
edge models, eventually more complex (e.g., Markov Models),
allowing to reason about time-dependent situations and there-
fore to perform threat assessment.

For what stated before, techniques presented in this Chapter can
be employed to implement Situation Assessment, and, in some cases,
also Threat Assessment, increasing the awareness of the user.
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3.4 case study

To highlight the differences and to critically compare the methodolo-
gies analysed so far, in the following a case study will be considered.
The case study is a modification of that provided in [105].
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Figure 23: Example of maritime surveillance scenario

Consider a maritime surveillance problem, where a coastal and
maritime area has to be patrolled, and the behavior of the ships in the
scenario has to be assessed based on sensorial information. Specifi-
cally, suppose to partition the area into a tessellation of small uniform
zones of the desired size, and suppose that the position of a ship is
identified by the zone where it is detected (see Figure 23). Suppose
further that it is possible to obtain information about the velocity and
direction of the ship. Let us assume that a ship may have one of the
8 directions depicted in Figure 23, while 3 different velocities are con-
sidered for each direction, i.e., fast (green), slow (blue) and zero (red).
Finally, for the sake of simplicity, let us suppose that only one ship
is present in the marine area of interest, and that the possible behav-
iors for the ship are: attacker, pleasure boat or refugees’ ship. In the
following some hints on how to set up a situation assessment frame-
work based on each of the methodologies described in this Chapter is
provided. For deeper analysis on the different methodologies please
refers to [25].

bayesian networks Due to the dynamic context of the problem
at hand, a static BN seems not adequate to assess the behavior of
the ship. Hence, a good choice is to rely on a DBN, as shown by the
example in Figure 24. Specifically, n Bayesian networks are consid-
ered for n time steps. Let us assume that each BN has a root node
(ship behavior) and 3 leaf nodes (position, velocity and direction). In
order to take into account the temporal dimension, the n networks
are interconnected, by linking the input node of each BN for time
t, t− 1, . . . , t− n to the leaf nodes of the BN. Note that the complex-
ity of this method can be overwhelming, since the number of states
is indeed huge. Note further that such an approach allows both to
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assess the belief of a sequence of position/velocities/states given the
actual behavior in a forward prospective and to determine the behav-
ior based on the previous n time steps using the backward mode.
However, it is not possible to handle loops in this context. In Figure
24 the behavior of the ship is assessed based on n linked Bayesian
network, each focusing on a particular time step (only the first and
the last BN are reported in the Figure). Specifically each BN considers
the relation between position,velocity and direction of the ship and
its behavior at a given time step.
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Behavior  
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Behavior  
       t 
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      t 

Figure 24: Example of dynamic Bayesian network for maritime surveillance

artificial neural networks Figure 25 represents an exam-
ple of ANN aimed to identify the behavior of the ship: the values of
position,velocity and direction for n steps are used as input in order
to identify the ships’ behavior. Since the setup of ANNs requires a
huge availability of input/output couples, differently from the above
case, it seems natural to consider an input layer containing the values
of position, velocity and direction of the past n steps. In the example,
the network is composed of 2 intermediate layers of neurons, and
has an output layer with a node for each behavior. Although being
similar to the DBN example above, there are some significant differ-
ences in this approach. First of all, besides the direction of the links,
the input/output values need not to be probabilistic, hence the ANN
framework is more general. Moreover it is possible to consider many
complex subsequent layers, without needing to assess the CPT of each
node; in fact the learning methodology for ANN assesses a reduced
set of parameters with respect to BNs. Note further that the graph
topology varies during the learning phase, allowing finer representa-
tions with respect to the a priori knowledge of the interaction among
the layers. Finally, the value associated to the input nodes need not
to be a discrete value, hence it is possible to consider more realistic
data (e.g. the actual GPS position, the velocity in mph, the direction
angle) without increasing the complexity of the system. Analogously
to BNs, however, a learning procedure has to be set-up, hence there
is the need to consider a huge set of trajectories, along with the cor-
responding expected behavior. Nevertheless, the complexity, in both
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BNs and ANNs, significantly grows with the time window consid-
ered for the input data (e.g., number of time steps), and the paradox
is that a small n may not be descriptive of the behavior, while a big n
may not be feasible.
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Figure 25: Example of ANN for maritime surveillance.

markov models Figure 26 shows an example of MM and an ex-
ample of HMM for the scenario at hand. The leftmost figure repre-
sents an MM where the states are the positions in the grid. Specif-
ically, in the figure only the states directly reachable from the red
node are represented: the blue ones are the 8 cells contiguous to the
red node (i.e., reached in one step with “slow" velocity) and the green
ones represent a jump of two cells (i.e., “fast" velocity). The rightmost
figure represents an HMM where the position information is hidden
and only velocity/direction information is available. Specifically, in
the proposed example, a node represents a position on the grid, and
the Figure represents the neighbourhood of a given node. Within the
MM example, the node in red is connected to 8 nodes (in blue) repre-
senting the 8 cells in the grid contiguous to it (along to the 8 directions
considered) and associated to the velocity “slow". Moreover, 8 addi-
tional nodes are considered (in green) that represent a jump of 2 cells
along the 8 considered directions. The set of arcs is completed by a
self-pointing link, representing the permanence in the same cell. As
shown by the example, the number of states coincides with the size
of the grid, but the number of links is non-trivial in this setting.

Consider the case where the position can not exactly be assessed,
but the information on direction and velocity can be obtained (e.g.,



3.4 case study 49

FIELD	
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Figure 26: Examples of MM and HMM for maritime surveillance

by interpolating a noisy trajectory). In this case the HMM depicted in
Figure 26 can be considered, where the vector of states (e.g., positions)
has to be assessed based on the information on velocities/directions,
by means of the Viterbi algorithm. In this case the number of links
can be reduced.

Note that, in both cases, a non-trivial issue is how to define the
transition probabilities: if in the HMM case it seems natural to set the
probability of each of the 9 outgoing edges for each node as 1/9, it
is less clear how to choose the probabilities in the MM example; for
instance the probability to make a jump of 2 cells has to be associ-
ated with a smaller probability with respect to moving of 1 cell or
remaining in the same cell. Note that the HMM setting may also take
into account other typologies of observation; for instance it may be
possible to consider a witness that has a vague idea of the position,
or an audio recording that can be used to assess the size of the boat
and hence the possible velocity.

Let us now provide an alternative to HMM for the assessment of
high-level states by means of the Evidence theory approach.

evidence theory Figure 27 reports a simple application of the
Evidence Theory framework. In the figure 2 out of m information
sources are reported; specifically, the figure shows that the same set
of information {ω1,ω5} can be mapped differently onto the set of di-
rections, although partly overlapping. Suppose that m different infor-
mation sources have access to low level or raw information and have
to assess the direction of the ship. Each of the information sources
has a subjective idea on how the informations have to be mapped
into the 8 directions. In the picture only 2 associations are depicted;
note that the images of the combination {ω1,ω5} partly overlap, thus
leading to a higher probability associated to the direction North (N).
Note further that a huge set of associations might be defined and,
in particular when multiple information sources are considered, the
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complexity may rapidly become unmanageable, since the complexity
is exponential in the cardinality of the associations.
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Figure 27: Examples of assessment of the direction of a ship based on Evi-
dence Theory

Such an approach, however, can be considered as a prerequisite for
all those cases where an high level information (e.g., the direction),
although required by a situation assessment algorithm, is not directly
available.

3.5 conclusions

This Chapter aims to briefly summarized the most used methodolo-
gies in Data Fusion for Situation Awareness, presented at a very gen-
eral level without information related to the underlying techniques. A
simple case study is described in order to explain differences among
these techniques.



4
N E T W O R K E D E V I D E N C E T H E O RY

This Chapter shows the application of a distributed approach of in-
formation fusion and sharing, based on the Evidence Theory and the
Transferable Belief Model (TBM), to the field of Critical Infrastructure
Protection. Evidence Theory can be successfully used to aggregate in-
formation generated from different sources, in order to better assess
the ongoing situation of the overall system and then help the infras-
tructures’ operators in a decision making process.

In the field of Critical Infrastructures, as a consequence of the exis-
tence of several stakeholders, and due to existing interconnections
among facilities, researchers are forced to develop distributed ap-
proaches in both modeling and control, with a minimum exchange
of information, and eventually with a high level of security.

Evidence Theory, not only allows the modeling of uncertainty in in-
formation fusion, but can be effectively used in a decentralized way
to guarantee the convergence to the same results obtained in the case
of a centralized approach. We propose a case study consisting in the
aggregation of sensor data to identify the causes of a fault in one in-
frastructure; fault that is supposed to affect other infrastructures too,
generating measurable effects on them. The same algorithm could be
applied to different degrees of abstraction allowing, for example, a
risk analysis in a decentralized fashion.

4.1 introduction

Evidence Theory is a methodology that is often considered when
dealing with Data Fusion problems. Data Fusion [19] means com-
bining information generated from heterogeneous sources or sensors
to devise an estimate of the ongoing events. Modern Data Fusion is
an automated process that enables the determination of a situation
with a high level of abstraction, assessing objects and also estimating

51
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possible risks, finding anomalies or failures, and helping people to
take decisions.

Evidence Theory comes from Shafer’s work [83] who expanded
the Dempster’s theory [22]. Evidence Theory is sometimes compared
to Bayesian Networks. This latter approach allows the recognition of
the input values as likelihood from some pre-determined patterns.
The difference between the two methods is in dealing with uncer-
tainty [62]. Dempster-Shafer theory (DS) considers explicitly the un-
certainty thereby it allows to understand whether the various sources
of information are inconsistent or if there is an error or uncertainty
in the modeling process. The validity of the two approaches depends
on the type of applications and the kind of knowledge that has to be
represented and fused [63].

The Dempster-Shafer (DS) framework [83, 22] generated by multi-
valued mapping, leads to the definition of lower and upper probabili-
ties as belief and plausibility functions. Different rules for combining
the available information can be considered within the DS framework.
The methodology used in this article is the one proposed by Smets
in [87], which extends the DS framework by assuming that the cor-
rect answer might not be among the considered ones (open world
assumption). Furthermore, the approach proposed by Smets allows
the computation of the amount of contradictory information in the
value of the empty set.

The major limitation to the application of the Evidence Theory in
a real context is the number of hypothesis required for modeling the
application of interest. This can be explained by the fact that from a
computational perspective, the power-set of those hypotheses has to
be computed and its complexity grows exponentially with the num-
ber of hypothesis. In a large number of practical cases the Evidence
Theory has been successfully applied and, to overcome such diffi-
culties, some authors [97, 49] have also proposed approximated ap-
proaches.

In this Chapter Evidence Theory has been applied to the real case
of information fusion and sharing between Critical Infrastructures
(CIs). Those systems are necessary to the welfare of civil society and
are interconnected with each other through various kinds of physical
and logical links. Modeling those interdependencies is sometimes a
complex task but it turns out to be necessary, for example, to correctly
analyse cascading phenomena. Interdependencies, from the point of
view of Data Fusion, can be also seen as a source of possible informa-
tion. Indeed, a global situation assessment can be sometimes inferred
using data coming from different control rooms. In particular, this
works focuses on the possibility of reconstructing the cause of a crit-
ical event from measures that can be performed by sensors related
to different CIs. These events have two main characteristics: a low
probability but a high impact. Impact that is not limited only to the
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infrastructure where the fault is detected or generated, but can also
propagate to other infrastructures interconnected with the first one.
This means that a “signature" of the event can be found in the inter-
connected system almost everywhere, and sometimes, also in inde-
pendent agencies like meteorological services or police departments.
There is, hence, the need of fusing together all available data to build
a common vision of the current situation, to take the correct decision
and choose the best action plan. In this view, it should be noticed
that Critical Infrastructures are inherently distributed [21] and thus,
also the fusion mechanism should be distributed, perhaps providing
an encryption layer for the the transmission of information of shared
information as well.

It is worth noticing that Data Fusion outputs, for example the pos-
sible causes of a failure, can result of great help in impact assess-
ment. In fact, limiting impact assessment to measured events can lead
to heavy underestimation, or wrong estimation, of impacts in many
cases. For instance, an isolated failure of an appliance can be propa-
gated in a very different way if it is due to a fire blast detected by a
sensor or a computer virus signaled by an Intrusion Detection System.
In the first case it will be propagated in an interdependency model ac-
cording to a spatial proximity pattern, while a computer virus would
spread among similar telecommunication nodes, even if they are far.

An impact assessment tool must be able to manage the situations
and their confidence levels. Note also that Data Fusion outputs are
uncertain, so the impact assessment modeling approach must con-
sider unreliable input data. A possible approach is fuzzy logic to man-
age lack of certainty. Among the others, CISIA (Critical Infrastructure
Simulation by Interdependent Agents), [72, 21] is an agent-based sim-
ulator, using Triangular Fuzzy Numbers, to represent involved quan-
tities.

This Chapter describes how the distributed Data Fusion framework
proposed in [40] based on the Theory of Evidence can be successfully
applied to the field of Critical Infrastructure for situation assessment.

4.2 evidence theory

Evidence Theory [83, 22, 87] is a mathematical formalism for han-
dling uncertainty starting from the knowledge inside the evidences.
The idea is to evaluate the support and the plausibility functions for
each set of hypothesis, to reduce uncertainty and help finding the set
which contains the true answer to a question.

Define Ω = {ω1, · · · ,ωn} as the set of hypotheses that must be con-
sidered as the set of possible value of the variable ω. This set is called
frame of discernment. For example, the possible causes of failures of
a critical infrastructure could be a sabotage, the failure of an appli-
ance, a fault due to the weather, or, for instance, a cyber attack. In
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the Theory of Evidence the hypotheses are assumed to be mutually
exclusive.

Starting from the frame of discernment, it is possible to define the
power set as Γ(Ω) = {γ1, · · · ,γ2|Ω|}, that has cardinality |Γ(Ω)| = 2|Ω|.
This set contains all possible subsets of Ω, including the empty set
γ1 = ∅ and the universal set γ2|Ω| = Ω.

The Trasferable Belief Model (TBM) [87] is based on the definition
of a basic belief mass function: m = Γ(Ω) → [0; 1.0]. This function is a
map that assigns to each element of the power set a value between
0 and 1. This function, also called basic belief assignment (BBA), shall
respect the following constraint:∑

γa⊆Γ(Ω)

m(γa) = 1 with m(∅) = 0 (2)

Each element γa having m(γa) 6= 0 is named focal set.
In this framework, the interest is focused on quantifying the con-

fidence of propositions of the form: “The true value of ωi is in γa,"
with γa ∈ Γ(Ω). For γa ∈ Γ(Ω), m(γa) is the part of confidence that
support exactly γa. This means that the true value is in the set γa but,
due to lack of further information, we are not able to better support
any strictly subset of γa. This is not a probability function, and it does
not respect the property of additivity: m(γa ∪ γb) 6= m(γa) +m(γb).

Each BBA is an atomic element within the TBM. In fact, each sen-
sor, agent or node must be able to assign the BBA values by some
subjective assumptions, or through appropriate algorithms that auto-
matically determine the assignment.

In the case of different independent informations sources, a rule to
aggregate the information must be provided.

There are many rules of combination in the literature. Among the
others, the most widely used are the Dempster’s rule and the Smets’
one.

The Dempster’s rule of combination is a purely conjunctive operation
and was the first to be formalized [22]. This rule strongly emphasises
the agreement between multiple sources and ignores all the conflict-
ing evidence through a normalisation factor, as shown in Equation 3.
This has the effect to attribute null mass to the empty set. So the rule
is formalized as:

Dempster{mi,mj}(∅) = 0

Dempster{mi,mj}(γa) =

∑
γb∩γc=γa

mi(γb)mj(γc)

1−
∑

γb∩γc=∅

mi(γb)mj(γc)
∀γa ∈ Γ(Ω)

(3)
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Differently, the Smets’ rule of combination [87] allows to express ex-
plicitly the contradiction in the TBM, by letting m(∅) 6= 0. This com-
bination rule, compared to the Dempster’s one, simply avoids the
normalisation while preserving the commutativity and associativity
properties. The formalization is as follows:

Smets{mi,mj}(γa) = mi(γa)⊗mj(γa) ∀γa ∈ Γ(Ω) (4)

where

mi(γa)⊗mj(γa) =
∑

γb∩γc=γa

mi(γb)mj(γc) ∀γa ∈ Γ(Ω) (5)

The fact that m(∅) > 0 can be explained in two ways: the open
world assumption and the quantified conflict. The open world as-
sumption, made by Dempster, reflects the idea that the frame of dis-
cernment must contain the true value. Necessarily, if the open world
assumption is true, then the set of hypotheses must contains all pos-
sibilities. Under this interpretation, being ∅ the complement of Ω, the
mass m(∅) > 0 represents the case where the truth is not contained
in Ω. The second interpretation of m(∅) > 0 is that there is some un-
derlying conflict between the sources that are combined in order to
produce the BBA. Hence, the mass assigned to m(∅) represents the
degree of conflict. In particular, it can be computed as follows:

mi(∅)⊗mj(∅) = 1−
∑

γa∈Γ ,γa 6=∅

(
mi(γa)⊗mj(γa)

)
(6)

4.3 data fusion problem in networked context

Consider a network of multi-agents, which in our case might rep-
resent individual sensors or infrastructure, described by an indirect
graph G = {V ,E}, where V = {vi, i = 1, · · · ,nV } is the set of nodes and
E = {eij = (vi, vj)} is the set of edges represented by the pair of nodes
incident on arc. This edge indicates a channel of communication be-
tween the couple of nodes. Edges are indirect and thus the existence
of the arc eij implies the existence of the edge eji.

In this Chapter, we assume that no central unit is available to per-
form the aggregation in a centralized manner. The communication
between different nodes is limited to the neighbours of the node un-
der consideration, i.e., nodes physically (or directly) interconnected
to the considered one. These assumptions are reasonable for the data
fusion problem in the field of sensor networks or in the context of
critical infrastructures.

A direct consequence of this assumption is that the rule of composi-
tion proposed by Smets cannot be used as it is. This is due to the fact
that the application of this operator more than once over the same
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Table 1: BBA assignments for the cause classification problem in a telecom-
munication network

Set node 1 node 2 node 3 m12 m123

∅ 0.0 0.0 0.0 0.44 0.77

{a} 0.1 0.5 0.7 0.11 0.095

{b} 0.8 0.4 0.2 0.44 0.134

{a,b} 0.1 0.1 0.1 0.01 0.01

BBAs lead to different outputs. Note that, this could easily happen in
a distributed context where the communication is local and limited
to the one-hop neighbours. Now, since we are interested to a data fu-
sion approach for which the result is not influenced by the sequence
of messages exchange an alternative technique must be considered.
For this reason, the approach proposed in [40] will be described in
the next section.

To better understand this problem, let us consider a simple exam-
ple of cause identification in a telecommunication network: in case
of many delays in packet transmission, it is necessary to understand
if a temporary congestion or a malicious attack is happening. Some
sensors, like Intrusion Detection Systems (IDSs), could detect a De-
nial of Service (DoS). The United States Computer Emergency Readi-
ness Team (US-CERT) defines the DoS attack as activities that render
a component unusable or unavailable. A resource tied up for 100%,
whether CPU, memory or bandwidth, will cause a DoS. The DoS at-
tack can also lead to problems in the network “branches" around the
actual computer being attacked. If the attack is conducted on a suffi-
ciently large scale, entire regions can be compromised.

Note that, although a suitable way to define a BBA is usually prob-
lem dependent, a possible (general) way to define a BBA’s allocation
is to consider the reliability of information source. Suppose that data
obtained from the source itself support a set of hypotheses in Ω. The
subset γa of the power-set Γ(Ω), containing the set of hypotheses,
will receive a mass m(γa) value equal to the reliability of the source;
1−m(γa) will be assigned to the universal set because no other in-
formation is available. Note that assigning a mass to the universal set
means that we have no idea about the right hypothesis.

In Table 1, the centralized approach is shown. In this example,
we consider a telecommunication network. Within this network, a
congestion is happened and we can obtain information from three
sources in order to find the probable cause of congestions. The table
1 shows not only the different values of BBAs assigned to different
network nodes, but also some outputs. The frame of discernment is
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Ω = {a,b}, where a is the denial of service, i.e. the congestion of one
or more network nodes in a conscious manner to harm some users
of the telecommunications network, and b indicates congestion in
telecommunication network because of the reprogramming of some
router or network routing problems.

If we assume that node 1 is working with the node 2, by apply-
ing the Smets operator: the result is m1 ⊗m2 = {0.44, 0.11, 0.44, 0.01}.
Then if the node 1 communicates with node 3, by exchanging infor-
mation regarding the possible cause of the malfunction, the result
will be m12 ⊗m3 = {0.77, 0.095, 0.134, 0.001}. This is the result would
be achieved by a centralized aggregation.

Now, if the communication is between the node 1 and node 3, by
applying straightforwardly the Smets operator, the result is differ-
ent from the one obtained in the centralized system. The applica-
tion of Smets operator to masses obtained from the last interaction
and ones assigned to node 1 has generated the result m123 ⊗m3 =

{0.8828, 0.0767, 0.0404, 0.0001}. If the decision on the cause fault has to
be made, in the latter case there is a change of opinion, according to
the latest aggregations: the cause is a, the Denial of Service, instead
of the congestion hypothesis.

As previously stated, it can be noticed that the rule of combina-
tion proposed by Smets cannot be directly used in a distributed data
aggregation context. In the next section we analyse the choice, in-
troduced in [40], of a distributed algorithm able to update in a de-
centralized manner the knowledge of agents, for all nodes in the net-
work.

4.4 data fusion algorithm in networked context

The algorithm proposed in [40] by Gasparri et al. allows to divide the
knowledge of each agent in two parts: one is the piece of information
shared between the two nodes, and the other is the innovative part of
the information carried by the allocation of each node.

The decentralized algorithm is based on some assumptions. The
network is described by a graph indirect G = {V ,E}. Communication
between agents is asynchronous that falls into the gossip category, as
shown in [13]. It is also necessary to build a spanning-tree T = {V , Ê},
where Ê ⊆ E and make it available to agents. The construction can be
done as shown in [17]. Agents must be able to save data.

The proposed algorithm is of a gossip one and it is defined by a
triplet {S,R, e}, defined as:

• S is the set of local states of each agent in the network;

• R is local interaction rule that, for every pair of agents (i, j) such
that eij ∈ E, it holds that

R : Rq ×Rq → Rq
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where q is the number of elements called focal sets;

• e is the process of edges selection for which eij ∈ E(t) is the
selected edge at time instant t.

The proposed algorithm is as follows.

Gossip Algorithm
Data: t = 0, si(t = 0), ∀i = 1, · · · ,n
Results: si(tend) ∀i = 1, · · · ,n

while end_condition do
Select an edge eij ∈ E(t) according to e;
Update the states of the selected agents applying the operator R:

si(t+ 1) = si(t)⊗ sj(t)
sj(t+ 1) = sj(t)⊗ si(t)

Let t = t+ 1
end

To define the operator R is first necessary to introduce the operator
�. Consider two sets of BBAs, defined as mk = {mk(γa) : ∀γa ∈
Γ(Ω)} and mi = {mi(γa) : ∀γa ∈ Γ(Ω)}, so that is true mk = mi⊗mj.
It then defines the operator � as:

mj = mk �mi , m̃ik (7)

By starting from the element of the power set with higher cardinal-
ity and moving to the elements with lower cardinality, the value of a
BBA can be computed recursively as follows:

mj(γa) =

mk(γa) −
∑

γb∩γc=γa,γa⊂γb

mj(γb)mi(γc)∑
γa⊆γb

mi(γb)
(8)

It is now possible to introduce the operator R, denoted with ⊕ to
aggregate BBAs of the nodes as follows:

mi(t+ 1) = mj(t+ 1) = mi(t)⊕mj(t) = (9)

{
(
m̃
j
i(t,γa)⊗ m̃

j
i(t,γa)

)
⊗ m̄i,j(t,γa), ∀γa ∈ Γ(Ω)}

where the element m̃ji(t,γa) indicates innovation of agent i with
respect to the agent j that can be calculated recursively using the
operator mathcalS as:

m̃
j
i(t,γa) = mi(t,γa)� m̄i,j(t,γa) (10)
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and the element m̄i,j(t,γa) is the common knowledge, i.e. knowl-
edge exchanged between the two agents (i,j) after the last aggregation,
set to the neutral element before the first TBM aggregation, i.e.

m̄i,j(t,γa) = n = {0, 0, · · · , 0, 1} (11)

In Gasparri et al. [40], it is shown how this algorithm converges
to the same result obtained by means of a centralised aggregation.
The convergence time of the distributed algorithm is related to the
diameter d of the spanning tree.

The computational complexity of the R-operator is the same as the
Smets’ operator, in fact at each interaction two manipulation of the
BBAs are carried out and their computation complexity is comparable
to the application of the Smets operator.

In the next section the case study is presented with some results.

4.5 application scenario

The application of the TBM mainly consist of modeling the prob-
lem, building the frame of discernment and choosing the of assigning
BBAs. The assignment of a BBA is usually problem dependent and
significantly depends upon the source of information and knowledge
of the system. In this work, we assume that some experts have pro-
vide a way to assign BBAs. Other possible approach can be found
in [19, 95], where it has been considered not only the reliability of
information sources but also the effect of mass assignment on the
compound hypotheses.

As an application scenario, consider the case of n interconnected
infrastructures on which we are able to obtain BBA, about the possi-
ble causes generating a critical event. All facilities have information
regarding the events, but data are generated from different sources of
information.

Facilities are made up of a supervisor who controls the system
by acquiring data about the system and then sending changes back
to the system for optimization. SCADA systems integrate data from
a large number of remote locations. The data are concentrated and
acted upon by some sort of logic processing at control centre, as the
centralized TBM previously mentioned.

Communications between the control center and the elements of
the field is carried out through a telecommunications network that
may be proprietary, and thus with specific protocols created by pro-
ducer itself, or as is happening increasingly often, by also using pub-
lic Internet protocols.

The same channels, especially Internet, could be used to share in-
formation among infrastructures, for example the possible cause of
failures. In smart cities field, the communication can be exchanged
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Table 2: BBA assignments for each of five agents.

Set Node 1 Node 2 Node 3 Node 4 Node 5

∅ 0.0 0.0 0.0 0.0 0.0

{a} 0.3 0.0 0.0 0.0 0.2

{b} 0.3 0.4 0.1 0.4 0.4

{c} 0.0 0.4 0.5 0.4 0.1

{a,b} 0.3 0.0 0.0 0.0 0.0

{a,c} 0.0 0.0 0.0 0.0 0.0

{b,c} 0.0 0.0 0.3 0.0 0.0

{a,b,c} 0.1 0.2 0.1 0.2 0.3

also using other facilities as the power grid. This connection usually
is realized by means of control centres and SCADA systems.

The idea to share information, generating common knowledge, can
lead to avoid or prevent cascading or domino effects also for infras-
tructures still not involved in the fault. Information has to be ex-
changed and all nodes need to reach the same knowledge.

We consider n = 5 interdependent critical infrastructures and sev-
eral failures take place within these facilities. Each infrastructure is
able to define a BBA assignment, due to basic sensor information.
BBAs have to be aggregated and shared among all infrastructures,
to understand fault cause. The frame of discernment is Ω = a,b, c,
where a indicates a possible intrusion of cyber type [35], b indicates
the failure of the isolated single unit in question and c is a possible
natural disaster like an earthquake.

Table 2 includes the different values of BBA, obtained by five con-
sidered nodes. If you apply the algorithm on centralized sources of
information, the result is shown in Table 3. In Table 3, each column
is the result of Smets’ operator: the first column is the combination
between node 1 and node 2, the second column is the aggregation of
the last result and the node 2 assignment, and so on.

Now, consider the distributed approach. First of all we decide the
edges selection shown in Table 4. In Table 5, the output of the R-
operator is depicted. Each column is the aggregation of the the two
nodes, related to the time step edge.

After each exchange of knowledge between two node, applying R-
operator, the two nodes have the same value of knowledge that is the
output of the operator. So since t = 5 the nodes 4 and 5 contain the
same value as {0.6334, 0.0541, 0.3070, 0.0125, 0.0014, 0.0, 0.0004, 0.0001}.
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Table 3: Output of centralized TBM with incremental aggregations.

Set Node 12 Node 123 Node 1234 Node 12345 C-TBM

∅ 0.36 0.468 0.5304 0.6334 0.6334

{a} 0.18 0.108 0.0648 0.0451 0.0451

{b} 0.34 0.346 0.3676 0.3070 0.3070

{c} 0.04 0.046 0.0308 0.0125 0.0125

{a,b} 0.06 0.024 0.0048 0.0014 0.0014

{a,c} 0.0 0.0 0.0 0.0 0.0

{b,c} 0.0 0.006 0.0012 0.0004 0.0004

{a,b,c} 0.2 0.002 0.0004 0.0001 0.0001

Table 4: Temporal edge selection.

Time t=1 t=2 t=3 t=4 t=5 t=6 t=7

Edge e12 e23 e34 e45 e34 e23 e12

Then also all the other nodes reach the same values at time step t = 7,
according to the centralized TBM outputs, see Table 1.

Note that, the stopping condition for the algorithm can be obtained
according to [40] (Lemma 4), once the nature of the edge selection
process is known.

4.6 conclusions

The approach described in this Chapter is innovative in the field of Sit-
uational Awareness. The idea to extend the Transferable Belief Model
in a de-centralized context is very helpful and productive , especially
in the field of critical infrastructure’s failures assessment , where the
centralization of the computation is a counter-productive approach.

It is clearly a good step forward to integrate a situational awareness
engine with the distributed monitoring and control of a network of
infrastructures. They share, indeed, the same data coming from the
filed, and leveraging such information can lead to a significant im-
provement of resilience and robustness. For example, in the case of
a cyber attack, data coming from Intrusion Detection Systems (IDSs)
and from standard measurements field sensors, can be combined in
a distributed situational awareness with the flexible techniques and
methodologies shown in the paper, to help both security staff to de-
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Table 5: Distributed TBM.

Set s1 ⊕ s2 s2 ⊕ s3 s3 ⊕ s4 s4 ⊕ s5 s3 ⊕ s4 s2 ⊕ s3 s1 ⊕ s2

∅ 0.36 0.468 0.5304 0.6334 0.6334 0.6334 0.6334

{a} 0.18 0.108 0.0648 0.0451 0.0451 0.0451 0.0451

{b} 0.34 0.346 0.3676 0.3070 0.3070 0.3070 0.3070

{c} 0.04 0.046 0.0308 0.0125 0.0125 0.0125 0.0125

{a,b} 0.06 0.024 0.0048 0.0014 0.0014 0.0014 0.0014

{a,c} 0.0 0.0 0.0 0.0 0.0 0.0 0.0

{b,c} 0.0 0.006 0.0012 0.0004 0.0004 0.0004 0.0004

{a,b,c} 0.2 0.002 0.0004 0.0001 0.0001 0.0001 0.0001

tect the attack, and control room staff to safer operate the infrastruc-
ture.

The proposed solution has the same advantages of the traditional
TBM in terms of capability to deal with uncertainties, and the same
disadvantages,e.g., exponential growth of the computational complex-
ity with respect to the number of hypotheses.

In particular, the described algorithm relies on the hypothesis that
a spanning tree can be computed, that is the network topology over
which the data fusion is carried out is assumed to be a tree. Neverthe-
less, an extension of this approach to the case of more complex graph
topologies has been proposed in [36].



5
A N A G I L E M O D E L F O R S I T U AT I O N A S S E S S M E N T

A relevant issue felt in the domain of Situation Awareness is related to
the definition of models describing situations and threats of interest.
Actually, the widely adopted approaches are based on two phases:
employ training data as input of learning algorithms, and then val-
idate the built model through other sets of data, gathered from the
field. Model construction is therefore considered as an off-line pro-
cess, and model correction is contemplated in terms of little adjust-
ments in real-time applications. Agile models needs to evaluate also
inconsistencies, contractions and error models, or re-define the entire
model thanks to user informations.

In particular, the analysis is conducted with regard to the Evidence
Theory approach. This method is usually applied in static classifica-
tion problems, where time is not take into account, as in image pro-
cessing. Evidence Theory starts from a set of exhaustive and exclu-
sive situations and computes the power set. Then on the power set,
belief and plausibility measures are evaluated. This technique con-
templates automated reasoning on time-independent models and it
is therefore addressed to static pattern recognition, in the domain of
Situation Awareness. The mathematical formalism is the Transferable
Belief Model, defined by Smets, able to simply identify modelling
disagreements or deviations among several information sources.

This Chapter investigates about possible metrics to adopt in the
correction process. Firstly, we shown the classical model inability to
identify two following situations. We propose an algorithm using in-
formation regarding contradictions, to allow the model to be aware of
different situations and to change opinion respect to previous pattern
recognition. Some experimental results are shown related to a simple
case study in the Critical Infrastructure domain are reported.

63
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5.1 knowledge representation for situation awareness

Within the context of Information Fusion, a capability required to au-
tomated reasoning systems is to understand relations among objects
of interests and to assess the threats they could cause. This capability,
together with others related to the data-fusion domain [55], is well
defined as Level 2 and 3 of the Joint Directors of Laboratory (JDL)
model, i.e. Situation Assessment and Threat Assessment, also referred
to as Situation Awareness. In particular, the aim of Information Fu-
sion theory is to define a framework of algorithms and techniques
for systems able to support human operators in the decision making
process, when huge quantity of heterogeneous data are available and
must be correlated. Once the objects of interest in a certain domain
have been detected and classified (JDL Level 1 - Object Refinement),
the goal of Level 2 and 3 is to help the user to become aware of the
on-going situation and related threats. JDL Level 4 is dedicated to the
refinement of the inference process performed in Levels 1, 2 and 3,
while, the recently introduced Level 5, User Refinement, contemplates
the intervention of the user in the inference process [90].

Since the Information Fusion Theory has gained relevance, many
approaches have been studied to perform inference, starting from
rough data as Probabilistic Bayesian Networks [19], Evidence The-
ory [83], Neural Networks [34] and Markov Models [18]. Each of the
mentioned approaches allows to classify and recognize situations and
threats, previously modeled in a proper way, employing even uncer-
tain and imprecise information gathered from the field. In particu-
lar, depending on the empirical structure of the knowledge, different
models and inferring techniques suit better to represent the domain
of interest: for example, hierarchical knowledge is well represented by
cause-effect Bayesian Nets; flat and time-independent knowledge can
be managed with Evidence Theory models; time-dependent patterns
are well recognized by Markov Models; finally, complex, non-linear
systems can be modeled by Neural Networks.

All the mentioned techniques have the idea to model the reality in
a previous step, usually off-line. Then the model is applied in real
application, thanks to the data gathered from the studied reality. The
obtained model has the ability to work only for the particularly case
for which has been created. The model can be only tuned in some
parameters during the on-line mode. We think that a model should
be tested also in real-time context where data can be changed during
time for some reasons, as environment changes. The model should be
also “agile” in order to evaluate reshaping informations. By this way,
the model can be obtained also with not perfect knowledge of the
complete system, and in future the model can be able to learn from
its experience. The idea is to determine metrics to express changes in
the input data in order to evaluate other output situations.
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In order to measure the effectiveness of Information Fusion sys-
tems, several studies have been conducted to define metrics for each
of JDL levels, see [11] and [92]. In general, the following metrics
are identified for the Situation Awareness evaluation: timeliness, confi-
dence, cost, accuracy, throughput. The evaluation of each metric is not
trivial, as well as the definition of the best practice to adopt once the
metrics have been computed (e.g. if the accuracy of a system is low,
how is it possible to improve it?). In several works model refinement
is regarded as an off-line task for human operators, as in [41]. Metrics
evaluation usually requires the comparison between inferences elab-
orated by the system and reality. This kind of comparison is possible
only in off-line validation processes and not in real-time operations,
when reality is not known and must be assessed. For these reasons,
the mentioned metrics are not suitable for real-time evaluations of
the system; such kind of metrics cannot relay on reality, but must
take into account only the intrinsic characteristics of the model itself.

In this Chapter, we take into account Evidence Theory, as a sim-
ple technique to score different situations. Smets’ Transferable Belief
Model is a mathematical representation of the Evidence Theory re-
lated by the concept of belief measures. This method allow the user
to scoring different situations thanks to some information, called “ev-
idence”. The method considers the uncertainty of the model, defining
not a probability measure but an interval of confidentiality. This in-
terval has as lower and upper bounds, respectively the belief and the
plausibility measures. The great disadvantage of the Evidence Theory
is the computational complexity due to the definition of the power set.
The power set is the set of all possible subset of all the considered sit-
uations.

In this Chapter we focus on the crucial aspect of knowledge model
definition and management. In particular, we assume that a model
for a certain domain of interest is given (through learning algorithms
or defined by experts), and we investigate about metrics able to high-
light in real-time modeling errors and inconsistencies. We believe that
it is of great importance for the user to understand as soon as possi-
ble that the knowledge model employed by the system is inadequate,
so that model correction can be performed manually by the user or
automatically by the system. Model correction techniques go beyond
the goals of this work, therefore little considerations on the topic are
provided. Main focus is on the knowledge model employed Evidence
Theory, characterized by a flat structure, suitable for classification of
static situations and threats. Results of experimentations are reported,
to show characteristics and inference results and define metrics for
real-time model effectiveness evaluation.

To our knowledge, in literature problems of real-time model cor-
rection and metrics have been address in different works, but from
a different perspective. In real time learning, it is contemplated the



66 an agile model for situation assessment

definition of an initial model and its upgrading through real-time ex-
periences in real world. In this approach, if the initial model defines
few and simple actions, there are good chances that its validity is
granted and modeling errors unlikely occur. Despite this, simple ini-
tial models need huge real-time adjustments before being effective,
and in the meanwhile agent behaviour could seem inadequate. Com-
plex initial model definition requires high initial efforts, therefore the
chance of modeling errors and inconsistencies is high. The advantage
is fast availability of effective models for real world operations and
few real-time adjustment requirements. In summary, the complexity
of the initial model in real-time learning algorithms should be a trade
off between the mentioned aspects.

In [23], [96] and [58], are proposed different learning algorithms
to build Markov Models, describing respectively a strategic game,
automata behaviour and a generic dynamic system. All approaches
are focused on the learing strategy that does not count on an initial
model, therefore the problem of model validation is not taken into
account.

In [38] and [15] is discussed the problem of repairing incorrect
knowledge after off-line model construction. Despite our work, model
correction is performed off-line and is based on the analysis of in-
consistencies in the learnt model. Once inconsistencies are identified,
they are corrected or inserted in the model as exceptional cases, so
that the final model provided to the inference system is coherent and
well-defined.

Another research domain that could be correlated to the study
proposed in this Chapter is related to anomaly detection, in fact an
anomaly can be regarded as a mismatch from a given model. The
common approach adopted in this field and also in [74], is to de-
fine off-line a model for normal situations and a different model for
abnormal situations, so that in real-time operations, anomalies can
be recognized as well as normal situations. The need for abnormal
behaviour models arises to avoid that real-time false alarms are gen-
erated each time that discrepancies with the models occur. Works in
anomaly detection field mainly focus on off-line abnormal model def-
inition techniques, despite of the proposed study whose goal is to
highlight in real-time a mismatch between world representation and
the on-going situation. The mismatch could occur even between re-
ality and an abnormal behaviour model, suggesting modeling errors
even in anomaly representation.

5.2 evidence theory applied to situation awareness do-
main

The term Evidence Theory was coined by Shafer in [83], reinterpreting
the work of Dempster [22] on how to represent and aggregate epis-
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temic uncertainty. Epistemic uncertainty and random uncertainty are
usually considered as distant and antithetic concepts. Random uncer-
tainty is generally related to variations of the physical system or the
environment, e.g., the variations in weather conditions or in the life
of a compressor or turbine. Epistemic uncertainty, on the contrary,
is mainly related to the lack of knowledge concerning the quantity,
the system processes or the environment, and is characterized by an
high degree of subjectivity and vagueness. Classical example are the
qualitative knowledge of a process or the lack of understanding of
complex physical phenomena. However the probability can be seen
as a particular case of belief [83], hence both aspects can be captured
within the framework.

Evidence Theory [83] found its application in the domain of Situa-
tion Awareness [88], as a framework to classify static, time-independent
patterns of situations. The approach consists in putting in relation evi-
dences gathered from the field with causes that could have generated
those evidences. Each time evidences are acquired, the set of possi-
ble causes becomes smaller and smaller, until the identification of the
most plausible one. Evidences can be heterogeneous and even asyn-
chronous, and they can be threaten also as fuzzy variables [10].

In the rest of this section Evidence Theory knowledge model char-
acteristics and inference algorithms are presented.

5.2.1 Knowledge Representation

Knowledge model employed in Evidence Theory is typically charac-
terized by a flat structure that can be represented as a bipartite graph
G = (Ω,Φ,Λ), see Figure 28, where:

• Ω represents the set of situations to be classified and that should
be mutually exclusive and exhaustive;

• Φ is the set of evidence that can be gathered from the scenario;

• Λ contains direct edges in the form (ωi;φj), where ωi ∈ Ω and
φj ∈ Φ.

Edges express correlation between situations and evidences. When
specific evidence is acquired from the field, the corresponding situa-
tions are supported. In Evidence Theory, model structure is assumed
to be fixed, that is why time dependent patterns cannot be repre-
sented.

As exemplification, let Ω = {ω1 · · ·ωn} be a finite set of possible
values of a variable ω, where the elements ωi are assumed to be mu-
tually exclusive and exhaustive (e.g., different positions, different be-
haviors, different situations, etc.). Suppose that only vague evidence
is available in order to distinguish between the different values; for in-
stance, during a crime investigation, a witness has seen a long haired
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Figure 28: Evidence Theory knowledge model

Figure 29: Evidence Theory model example

subject in the nearby of the crime scene, while another witness has
heard a female voice. These two observations apply to subsets of the
suspects, and there is the need to compose them in order to deter-
mine the guilty. From a set theoretical point of view, this means that,
for each observation, a value is assigned to the corresponding sub-
set of suspects, and these values are composed for the single suspect
by considering the value associated to all the subsets of the suspects
that contain that specifc person. Note that, in principle, all the subsets
of the suspects have to be considered, and the resulting set, namely
Power Set, has a number of elements that is exponential in the number
of suspects. Specifically, if the generic subset of suspects is denoted as
γi, the power set originated by the set Ω, is denoted by Γ or 2Ω and
is defined as Γ = {γ1 · · ·γ|Γ |}, and contains every subset γi ⊆ Ω, see
Figure 29. In this framework, the focus is on quantifying the belief of
propositions of the form: the true value ω is contained in γi.
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5.3 notes on evidence theory and inference algorithm

In this section, mass distribution on the knowledge model, during
real-time evidence acquisition, is discussed. The analysis of mass dis-
tribution characteristics leads to the identification of metrics that can
be employed to improve Situation Awareness process.

5.3.1 Unability to discriminate situations

First matter taken into account is related to the capability of evidences
contemplated in the model to discriminate situations of interest. For
example, if the goal of a system is to classify a military platform
and the only evidence taken into account by the model is velocity
measurement, the system could be able to distinguish between an
aircraft and a wheeled means of transport, but it probably will not
be able to discriminate between a car and a motorbike. This kind of
incapacity in classification, could be due to:

• The lack of evidences available from field sensors;

• A wrong knowledge model.

The effect of such a kind of ineffective classification at run-time
is that the inference algorithm posts great part of mass, and conse-
quently belief, on a not-atomic subset, γi : |γi| > 1, of the power set
Γ .

When a model is well-defined and evidences gathered are sufficient
to classify situations of interest, as well as new evidences are acquired,
the mass distribution converge towards an atomic subset of the power
set. If this does not happen, and mass distribution converge towards
a non-atomic subset, it means that one of the two mentioned cases
are occurring.

Indeed, if a model cannot distinguish between two or more situa-
tions, it is easily recognizable as their support is represented exactly
by same evidences. In this case, it is worth to re-analyse knowledge
about the domain of interest.

5.3.2 Mass re-allocation

If the model is running in on-line mode, a way to consider change
of data is a mass re-allocation. The contradiction is represented in
the mass of empty set. The universal set mass is the index of the
completely ignorance obtained by data.

In this Chapter we consider the Smets framework at each step. The
data aggregation is realized with the new data coming from the field,
and the last outputs generated from the Evidence Theory model.

The results obtained are affected by the previous knowledge gen-
erated by past evidences. The idea is to move all the mass from the
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empty set to the universal one. In this way, at each step, new situa-
tions inside the model can be considered.

5.3.3 Closed world vs Open world assumption

A very strict assumption in Dempster-Shafer formulation is that situ-
ations of interest must be exhaustive and mutually exclusive. Build-
ing such a kind of models is very difficult, if not impossible, unless
to restrict automated reasoning to a small and well-known domain,
where the closed world assumption is feasible. The closed world as-
sumption states that all possible situations are modeled and that any
other situation cannot exist.

In order to avoid such a strict and not realistic assumption, Smets
introduced the empty set ∅ among plausible subsets of the power set
Γ . In Smets formulation, the empty set mass is directly dependent on
conflictual evidences acquired from the field: if m(∅) > 0

• It might mean that there is some underlying conflict between
the sources that are combined, in order to produce the BBA m;

• The open world assumption is supported: Ω might not be ex-
haustive, i.e., it might not contain all the possibilities. Under this
interpretation, being ∅ the complement of Γ , the mass m(∅) > 0
represents modeling errors, signifying that the truth might not
be contained in Ω.

The mass of the empty set can be computed as follows:

mij(∅) = 1−
∑
γa 6= ∅
γa ∈ Γ

mij(γa) (12)

If m(∅) > 0, because of inconsistencies in evidences acquired up to
that time, it might mean that:

• There are problems in sources gathering evidences: for example,
one of the source produces wrong output measures;

• The situation observed evolves with time: for example, in time
interval [t0, t1] evidences acquired by the system correctly sup-
port a certain situation γi, then, when the situation evolves and
becomes γj, new evidences gathered in time interval [t1, t2],
supporting γj, result to be in contrast with those related to
[t0, t1], and cause the empty set mass to increase and converge
towards 1.

In the mentioned cases, the knowledge model the system refers to is
correct, and the mass of the empty set increases because of malfunc-
tioning sensors, or because the system reasons about time-dependent
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situations, adopting a time-independent model. In this case, a solu-
tion to allow the system to classify a certain situation γi, and then
correctly classify γj, without erroneously thinking that evidences are
in conflict, is to transfer the empty set mass to the greater subset of
the power set Γ , i.e. the one expressing the highest degree of igno-
rance (all values of Ω are plausible), so that the system can change
idea about on-going observed situation.

Another reason explaining m(∅) > 0 is that the knowledge model
employed does not suit situations observed. In this case, transferring
the empty set mass to the ignorance set does not lead to a correct
classification of a new situation, but causes again the increase ofm(∅).
For what stated before, such a kind of cycles can be regarded as a
metric to identify modelling errors and trigger learning process for
real-time model correction.

5.4 towards an online augmented impact assessment

Due to the increasing diffusion of Internet-based technology, the in-
frastructures, once separated and vertically integrated, are becoming
more and more tightly interconnected and interdependent. There is
then the need to provide a framework able to fuse the domain specific
data at real time, in order to provide predictions with a wider perspec-
tive. This has been done in a recent European FP7 Project [1, 69, 70]
by using data provided by the SCADA systems of the different infras-
tructures in order to provide a short-term prediction of the expected
domino effects. However, although being potentially able to model
several classes of failures such as earthquake or fire blast, each with
its peculiar diffusion pattern and dynamics, relying on the SCADA
system alone allows typically to notice only the effects of outages
(e.g., a telecommunication node is down), without giving any insight
on the causes.

The idea is to set up a framework for the identification of the causes
that originated the failures and use such an information in order to
evaluate the near-future evolution of the scenario (i.e., the domino
effects and the degree of failure of a given infrastructure or subsys-
tem). In fact, while a huge effort has been done to model the effects of
specific failures such as fire blasts, terrorist attacks or cyber attacks,
when interdependency models are used in a real time prospective
[39, 69, 70], the only available data is the state of infrastructure com-
ponents or subsystems which is typically “working" or “not work-
ing" (eventually a percentage of malfunctioning), without providing
insights on the causes. Indeed, as one may expect, if a telecommu-
nication node in a the telecommunication network is down due to a
fire blast, the diffusion of failure will have a very different pattern
with respect to the spread of a computer virus (i.e., in the case of fire
nearby elements will be affected while in the case of computer virus
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element with the same operating system will be affected). Hence, in
order to use such frameworks at real time, the urge for a mechanism
able to determine the cause is becoming mandatory.

Hence, a mandatory step is to provide insights on the causes of
failure, in order to activate the corresponding dynamics in the inter-
dependency model, which would not be “excited” otherwise; in fact,
as said before, the SCADA system only provides the state of an ele-
ment (i.e., it is aware of the effects), while in order to perform more
refined analyses there is the need to assess the causes, which would
influence the interdependency model in a very different way.

IMPACT	
  ASSESSMENT	
  

FIELD	
  

SAW	
  	
  

Figure 30: The proposed approach for integrating impact assessment via sit-
uation awareness

To achieve such a result a Situation Awareness (SAW) module should
be interposed between the field and the Interdependency model, see
Figure 30. Such a SAW layer is fed with the fields data, as well as with
other information coming from different sources, such as customer or
maintenance/recovery teams reports (i.e., unnoticed malfunctioning
or blackout) and government or civil protection information (e.g., a
tsunami warning). Such a use of SAW leads to an augmented im-
pact assessment in which domino effects can be exploited, with their
respective confidence levels. This implies also that the impact assess-
ment should be done with a tool able to manage uncertainty.

One of the most desirable features of such a SAW modules, given
the high degree of cyber interdependency among critical infrastruc-
tures, would be the ability to identify cyber-related failures [8, 76]. For
cyber awareness, we refer to the user perception of detecting faults,
generated by intrusions and, in general, cyber attacks. In fact, aware-
ness is a process that leads to increased knowledge of the system, of
the causes that generated failures and of the quality of services to
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Figure 31: Case Study

customers. Hence, awareness helps to make decisions based on bet-
ter knowledge of what is happening thanks to the integration of all
available data. In the proposed architecture, the cyber awareness can
be realized by means of Intrusion Detection and Prevention Systems,
or by equipment, able to detect anomaly packet flows among SCADA
telecommunication networks. These equipment send their outputs to
SCADA control centre.

The impact assessment in Figure 30 is a block able to provide the
impact evaluation on real equipment and services, after a fault or a
failure. This module evaluates the cascading faults and domino ef-
fects of faults and failures on all interdependent infrastructures. This
model has as inputs the data coming from the field and also outputs
of the SAW module. These last data are uncertain, so it is impor-
tant to consider input with uncertainty. A possible approach is fuzzy
theory and especially fuzzy numbers. Among the others, CISIA (Crit-
ical Infrastructure Simulation by Interdependent Agents), [20, 72] is
an agent-based simulator, using Triangular Fuzzy Numbers, to repre-
sent involved quantities. Indeed, this approach can realize the impact
assessment module inside this framework.

5.5 application in critical infrastructure domain

In this section, a simple case study, driven from Critical Infrastruc-
ture domain, is presented as well as experimental results supporting
previous considerations.

Consider the case study depicted in Figure 31: a power grid is con-
trolled by a SCADA system through some RTUs. The connection be-
tween SCADA system and RTUs is granted by a telecommunication
infrastructure. Another infrastructure (i.e. train transport system) de-
pends on the power grid controlled by the SCADA.

We assume that 3 possible anomalies can be detected by 3 different
intelligent sensors: alarms generated by the SCADA (X1), TLC net-
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Figure 32: Case Study Model

work alarms (X2), power grid alarms (X3). The resulting anomaly
vector is v = [X1,X2,X3]. For what concerns the causes, 4 events
have been considered: power grid failure (H1), train transport sys-
tem failure (H2), cyber attack to the telecommunication system (H3),
telecommunication system failure (H4). The model for the case study
presented is shown in Figure 32, and it is the bipartite graph G =

(H,X,E) where H and X are the set of 4 possible causes and 3 faults,
respectively and E only contains direct edges in the form (hi, xj),
where hi ∈ H and xj ∈ X.

5.5.1 First Example: the Right Behaviour of the Model

Suppose that a cyber attack is going to occur. It causes the generation
alarms from the SCADA and the telecommunication network. Sup-
pose that after some time, the telecommunication alarm goes down
as anomalous traffic that is no further detected and later also the
SCADA alarm turn into normality thanks to operator service. The
alarm vector at different time steps is the following one:

T0: v = [α,β, 0]
T1: v = [α,β, 0]
T2: v = [α, 0, 0]
T3: v = [α, 0, 0]

where alpha = 0.6 and β = 0.9.
At each time step, Evidence Theory framework, implementing Smets

rule for mass combination, is fed with the displayed alarms at the cur-
rent time, and with the results of the last evaluation of the module
itself. So at time T1, we combine the mass assignments of the time
steps, due to v = [α,β, 0], and the result obtained at T0. Consequently,
at time T2, we combine the mass due to alarm happened at time T2,
v = [α, 0, 0], and the evaluations obtained at time T1.

In Table 6, mass assignment for the power set is shown, at each step
time. It is possible to notice that the set {H3} is the one containing the
higher value respect to the others. In fact, at time T2 and T3 the sys-
tem increases the trust on {H3} as new data are acquired, confirming
the evaluation performed by the system at previous time steps. Thus,
the belief of the true is in {H3} increases, while the belief that it could
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Table 6: Mass Assignment for the first example

T0 T1 T2 T3

{∅} 0 0 0 0

{H1} 0 0 0 0

{H2} 0 0 0 0

{H3} 0.54 0.8316 0.9266 0.9647

{H4} 0 0 0 0

{H1,H2} 0 0 0 0

{H1,H3} 0 0 0 0

{H1,H4} 0 0 0 0

{H2,H3} 0 0 0 0

{H2,H4} 0 0 0 0

{H3,H4} 0.36 0.1584 0.0634 0.0253

{H1,H2,H3} 0.06 0.0084 0.0094 0.0097

{H1,H2,H4} 0 0 0 0

{H1,H3,H4} 0 0 0 0

{H2,H3,H4} 0 0 0 0

{H1,H2,H3,H4} 0.04 0.0016 0.0006 0.0003

be in other subsets decreases. the reader can notice that other subsets
taken into account by the system at T1 include always {H3}.

5.5.2 Second Example: the Wrong Behaviour of the Model

In this example, consider at first a cyber attack, arising X1 and X2

alarms as in previous example, then, consider also an attack causing
a failure on the power grid, as highlighted by alarm X3. The vector of
anomalies is summarized as follows:

• T0: v = [α,β, 0]

• T1: v = [α,β, 0]

• T2: v = [α, 0, 0]

• T3: v = [α, 0, 0]

• T4: v = [0, 0,γ]

• T5: v = [0, 0,γ]

where alpha = 0.6 and β = 0.9 and γ = 0.7.
In Table 7, outputs of the example are shown,with regard to mass

assignment. It can be noticed that until time step T3, as in previous
example, the system is able to understand the cause of evidences
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Table 7: Mass Assignment for the second example

T0 T1 T2 T3 T4 T5

{∅} 0 0 0 0 0.693 0.9009

{H1} 0 0 0 0 0 0

{H2} 0 0 0 0 0 0

{H3} 0.54 0.8316 0.9266 0.9647 0.2894 0.0868

{H4} 0 0 0 0 0 0

{H1,H2} 0 0 0 0 0.007 0.0091

{H1,H3} 0 0 0 0 0 0

{H1,H4} 0 0 0 0 0 0

{H2,H3} 0 0 0 0 0 0

{H2,H4} 0 0 0 0 0 0

{H3,H4} 0.36 0.1584 0.0634 0.0253 0.0076 0.0023

{H1,H2,H3} 0.06 0.0084 0.0094 0.0097 0.0029 0.0009

{H1,H2,H4} 0 0 0 0 0 0

{H1,H3,H4} 0 0 0 0 0 0

{H2,H3,H4} 0 0 0 0 0 0

{H1,H2,H3,H4} 0.04 0.0016 0.0006 0.0003 0.0001 0.0000

gathered. As soon as the alarm X3 arises, Evidence Theory algorithm
registers high conflict between previous evidences and the new one
and assign big part of the mass to the empty set, reducing the mass
of all other subsets. After some iterations, the algorithm is not any
more able to identify the subset containing the truth, and it can only
state that high contradiction among data has resulted.

Results of this example confirm that Evidence Theory does not suit
dynamic pattern recognition problems.

To overcome this limit, we suggest to re-distribute the mass of the
empty-set to the universal one, expressing the maximum ignorance
on the true cause. Starting from the universal set, the mass can be
spread on all possible subsets of the power set and the system can
properly identify both causes, occurred one after the other. With this
regard, inputs of the algorithm and mass redistribution at each time
step are reported hereafter:

T0: v = [α,β, 0]
T1: v = [α,β, 0]
T2: v = [α, 0, 0]
T3: v = [α, 0, 0]
T4: v = [0, 0,γ]
T5: v = [0, 0,γ]
T6: mass re-distribution
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Table 8: Mass Assignment for the second example, using the re-distribution
approach starting from T5. Values for previous time steps are in
Table 7

T5 T6 T7 T8 T9

{∅} 0.9009 0 0.0624 0 0.0187

{H1} 0 0 0 0 0

{H2} 0 0 0 0 0

{H3} 0.0868 0.0868 0.0260 0.0260 0.0078

{H4} 0 0 0 0 0

{H1,H2} 0.0091 0.0091 0.6404 0.6404 0.8734

{H1,H3} 0 0 0 0 0

{H1,H4} 0 0 0 0 0

{H2,H3} 0 0 0 0 0

{H2,H4} 0 0 0 0 0

{H3,H4} 0.0023 0.0023 0.0007 0.0007 0.0002

{H1,H2,H3} 0.0009 0.0009 0.0003 0.0003 0.0001

{H1,H2,H4} 0 0 0 0 0

{H1,H3,H4} 0 0 0 0 0

{H2,H3,H4} 0 0 0 0 0

{H1,H2,H3,H4} 0.0000 0.9009 0.2703 0.3326 0.0998

T7: v = [0, 0,γ]
T8: mass re-distribution
T9: v = [0, 0,γ]

In Table 8 are shown the outputs of the algorithm from T5 to
T9, considering that at time T6 and T8 the system applies mass re-
distribution from the empty set to the universal one. The result is
that the algorithm approach can also recognise dynamical pattern, as
in Table 8. In fact at time T5 the highest value is associated to {H3}

and at time T9 this value is related to {H1,H2}. The re-distribution of
masses should be applied till the value of the mass of the empty-set
is above a pre-defined threshold value.

5.5.3 Third example: the Wrong Knowledge Model

In this example, we consider an extension of the previous case: after
the failure on the power grid, we suppose that another alarm cause
X2 arising, while X3 is still persisting. So in these time steps, we have
two faults simultaneously: a fault occurred in the power grid and one
in the equipment of the telecommunication network. A possible cause
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for both could be a fire, as it can destroy some branches of the power
grid and also equipment that are in proximity to the fire.

The vector of anomalies is the following:

T0: v = [α,β, 0]
T1: v = [α,β, 0]
T2: v = [α, 0, 0]
T3: v = [α, 0, 0]
T4: v = [0, 0,γ]
T5: v = [0, 0,γ]
T6: mass re-distribution
T7: v = [0, 0,γ]
T8: mass re-distribution
T9: v = [0, 0,γ]
T10: v = [0,β,γ]
T11: mass re-distribution
T12: v = [0,β,γ]
T13: mass re-distribution
T14: v = [0,β,γ]

Also in this case, we apply the re-distribution algorithm at time step
T11 and T13. The re-distribution algorithm can be applied if the value
of the empty set is higher than a threshold value. For this reason at
time T10, we does not execute the re-distribution algorithm: the value
of empty set {∅} at T9, as 0.0187 is under the minimum threshold.

In Table 9 we show only last results of the algorithm. In this case
the re-distribution of masses does not reduce the contradiction value
as evidences gathered will always be in conflict with regard to the
knowledge model employed, despite previous example.

In this case, transferring the empty set mass to the ignorance set
does not lead to a correct classification of a new situation, but causes
again the increasing of m(∅). For what stated before, such a kind of
cycles can be regarded as a metric to identify modelling errors and to
trigger learning process for real-time model correction.

One possible action to take in this cases is to modify the knowledge
model employed as reference. In our example, the problem arises con-
sidering together X2 and X3 alarms. In fact the intersection of relative
hypotheses of these alarms is the empty set. For this reason, a possi-
ble approach is to increase the frame of discernment, adding a new
hypothesis H5. This hypothesis H5 is linked by two edges that go into
X2 and X3 alarms. The new knowledge model is depicted in Figure
33. Let now consider the new knowledge model and the following
vector of anomalies:

T0: v = [α,β, 0]
T1: v = [α,β, 0]
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Table 9: Mass Assignment for the third example, using the re-distribution
approach starting from T9. Values for previous time steps are in
Tables 7 and 8

T9 T10 T11 T12 T13 T14

{∅} 0.0187 0.8733 0 0.6575 0 0.6663

{H1} 0 0 0 0 0 0

{H2} 0 0 0 0 0 0

{H3} 0.0078 0.0024 0.0024 0.0007 0.0007 0.0002

{H4} 0 0 0 0 0 0

{H1,H2} 0.8734 0.0943 0.0943 0.0708 0.0708 0.0549

{H1,H3} 0 0 0 0 0 0

{H1,H4} 0 0 0 0 0 0

{H2,H3} 0 0 0 0 0 0

{H2,H4} 0 0 0 0 0 0

{H3,H4} 0.0002 0.0270 0.0270 0.2447 0.2447 0.2580

{H1,H2,H3} 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000

{H1,H2,H4} 0 0 0 0 0 0

{H1,H3,H4} 0 0 0 0 0 0

{H2,H3,H4} 0 0 0 0 0 0

{H1,H2,H3,H4} 0.0998 0.0030 0.8763 0.0263 0.6838 0.0205
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Figure 33: The new knowledge model, considering a frame of discernment
of five hypotheses

T2: v = [α, 0, 0]
T3: v = [α, 0, 0]
T4: v = [0, 0,γ]
T5: v = [0, 0,γ]
T6: mass re-distribution
T7: v = [0, 0,γ]
T8: mass re-distribution
T9: v = [0, 0,γ]
T10: v = [0,β,γ]
T11: mass re-distribution
T12: v = [0,β,γ]
T13: mass re-distribution with new hypothesis in the knowledge

model
T14: v = [0,β,γ]
T15: mass re-distribution with new hypothesis in the knowledge

model
T16: v = [0,β,γ]

The mass re-allocation process is still necessary to allow the eval-
uation to evolve. As shown in Table 9 only applying the mass trans-
ferring is not enough to model possible causes occurring in the field.
As soon as it is noticed that the empty set mass increses ad decreases
with mass-redistribution, at time step T13, the new hypothesis H5 is
introduced and, at T14, the higher value of mass is allocated on H5

hypothesis. The empty-set mass is reduced, and this is still true at
time T16, after another execution of mass-reallocation and Evidence
Theory. The label associated to H5 can be the fire explosion described
in the initial part of the example, but in real-time context and with
automatic procedures, identifying the meaning associated to H5 can
be very difficult without the help of human operators.
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Table 10: Mass Assignment for the third example, applying at T13 the new
knowledge model. Values for previous time steps are in Tables 7

and 8

T9 T10 T11 T12 T13 T14 T15 T16

{∅} 0.0187 0.8733 0 0.6575 0 0.2520 0 0.0650

{H1} 0 0 0 0 0 0 0 0

{H2} 0 0 0 0 0 0 0 0

{H3} 0.0078 0.0024 0.0024 0.0007 0.0007 0.0002 0.0002 0.0001

{H4} 0 0 0 0 0 0 0 0

{H5} - - - - 0 0.4142 0.4142 0.7512

{H1,H2} 0.8734 0.0943 0.0943 0.0708 0.0708 0.0089 0.0089 0.0009

{H1,H3} 0 0 0 0 0 0 0 0

{H1,H4} 0 0 0 0 0 0 0 0

{H1,H5} - - - - 0 0 0 0

{H2,H3} 0 0 0 0 0 0 0 0

{H2,H4} 0 0 0 0 0 0 0 0

{H2,H5} - - - - 0 0 0 0

{H3,H4} 0.0002 0.0270 0.0270 0.2447 0.2447 0.0805 0.0805 0.0244

{H3,H5} - - - - 0 0 0 0

{H4,H5} - - - - 0 0 0 0

{H1,H2,H3} 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

{H1,H2,H4} 0 0 0 0 0 0 0 0

{H1,H2,H5} - - - - 0 0.0460 0.0460 0.0236

{H1,H3,H4} 0 0 0 0 0 0 0 0

{H1,H3,H5} - - - - 0 0 0 0

{H1,H4,H5} - - - - 0 0 0 0

{H2,H3,H4} 0 0 0 0 0 0 0 0

{H2,H3,H5} - - - - 0 0 0 0

{H2,H4,H5} - - - - 0 0 0 0

{H3,H4,H5} - - - - 0 0.1775 0.1775 0.1266

{H1,H2,H3,H4} 0.0998 0.0030 0.8763 0.0263 0.0263 0.0008 0.0008 0.0000

{H1,H2,H3,H5} - - - - 0 0 0 0

{H1,H2,H4,H5} - - - - 0 0 0 0

{H1,H3,H4,H5} - - - - 0 0 0 0

{H2,H3,H4,H5} - - - - 0 0 0 0

{H1,H2,H3,H4,H5} - - - - 0.6575 0.0197 0.2718 0.0082
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5.6 conclusions

This Chapter analyses a huge problem of the Evidence Theory: how
to apply it in on-line context. The main enhancement respect to state-
of-art is the mass-redistribution algorithm able to detect when the
actual situation is different respect to the previous one.

Further analyses are mandatory in order to understand when the
knowledge model of the case study is not enough in the actual situa-
tion and how to change it in an automatic way.



6
H I E R A R C H I C A L S TAT E E S T I M AT I O N F O R S M A RT
G R I D S

State estimators are a crucial element of power networks and must be
designed to be robust to bad or missing data. Recent work has yielded
insights into the ability of centralised state estimators to malicious
bad data injection, but does not extend to hierarchical or distributed
state estimators. Conversely, work on distributed state estimators re-
lies on linearisation affecting the model fidelity.

In this Chapter we therefore present a multi-level state estimator
able to describe interconnected sub-networks linked by tie-lines. In
addition to providing a strict hierarchical formulation we pay partic-
ular attention to the stability of the estimator and its ability to obtain
rapid convergence in the presence of bad data, which is crucial both
for malicious data and where state estimates have to be obtained in
badly-partitioned sub-networks.

We describe our analysis of the state estimator sensitivity also in
relation to decomposition and conditioning techniques, which result
in trade-offs between stability and the ability to detect attacks and
report validation results for the IEEE 118 Bus Test Cases.

6.1 introduction

One of the principal objectives of developments in the smart grid area
is the ability to operate all elements of the grid closer to their respec-
tive safety margins, thereby maximising the utility of resources whilst
also enhancing efficiency. At the same time not only the integration
of substantial renewable energy sources including from small genera-
tors such as individual home photovoltaic sources, but also of highly
variable loads particularly in the form of electric mobility changes
requirements for managing the smart grid. State estimation plays a
crucial role in this.

83
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We argue that enhancing the stability, robustness, and security of
the smart grid is to be enhanced considerably by the development of
hierarchical or distributed state estimators reflecting the more limited
ability of centralised networks to observe and control all aspects of
the grid in detail. Such hierarchical systems also enable fine-grained
demand management and thereby further aid in increasing efficiency
of modern grid systems.

This has been recognised for some time [94] and is the subject of
on-going research [102] as novel types of network topologies and fa-
cilities make it highly desirable to obtain state estimation results not
only in a single, centralised location. However, most such approaches
have relied on a number of somewhat optimistic assumptions that
may only be applicable in carefully-designed topologies. Clearly, how-
ever, one would wish to obtain such state estimates even for networks
that do not exhibit large overlapping areas or where data is missing
without having to sacrifice accuracy of the estimate.

This Chapter therefore reports a hierarchical state estimator, but
one where we seek to minimise the additional requirements that must
be imposed to only tie-lines. Just as importantly, however, we seek
to characterise the fidelity of the model and link this to the overall
robustness of the models.

As has been demonstrated recently by Liu et al.[57] and subsequent
work such as [16], however, state estimators are susceptible to mali-
cious bad data injection. However, research to date has concentrated
on the problem of detecting and mitigating such malicious injection,
which cannot be corrected by the same measures used for bad data
resulting from random failures. In this paper we further argue that
one of the key properties of a functional state estimator is the speed
at which convergence is achieved and that this represents a separate
but at least equally important attack objective in its own right. This,
however, requires a more precise characterisation of the (hierarchical)
state estimator than has been achieved so far.

6.2 state estimation

As both speed and robustness are critical in obtaining an estmate on
the state of a power network, relevant algorithms must exhibit rapid
convergence and be computationally efficient. The most widely used
and accepted technique for this is the weighted least squares (WLS)
approach.

This well-known and widely studied approach conducts an esti-
mate on the n phase angle state variable vector x = x1, x2, . . . , xn ′

based on the m active power measurements = z1, z2, . . . , zm ′ where
z is expressed as z = h(x) + e.

The term h(.) is the function vector — usually a not linear function
— and e is the independent measurement noise, which is assumed
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to have a Gaussian distribution with zero mean value, and with co-
variance σ. We note that in the case of the static, centralised WLS
approach, the number of measurements is significantly larger than
the number of state variables, resulting in over-determined identifica-
tion, which can be expressed as shown in equation 13 to quantify the
measurement redundancy where n is the number of system variables
(the bus number in our case) and m is the number of the available
measurements.

η =
m

2n− 1
(13)

For these base measurements, we explicitly re-state common as-
sumptions found in state estimator design and modelling that are
obviously not taking deliberate attacks into account:

• The mean value is zero

• Measurement error are independent, hence cov(e) is
diag {σ21,σ22, ....,σ2m}

We will provide a further discussion of these assumptions and ob-
servations in section 6.4, but note that this aspects has been the focus
of most existing work on malicious bad data injection [57, 52, 42].

The state estimation problem is usually solved as an unconstrained
WLS problem. The WLS estimator minimizes the weighted sum of
the squares of the residuals, expressed as

J(x) =

m∑
i=1

(zi − hi(x))
2

Wii

= [z− h(x)]T R−1 [z− h(x)] (14)

where R = diag(Ri) is the weighting matrix. At the minimum, the
first-order optimality conditions must be satisfied. This can be ex-
pressed as:

g(x) =
∂J(x)

∂x
= −HT (x)R−1 [z− h(x)] = 0 (15)

where H is the m×n measurement Jacobian matrix.
The first order necessary condition for a minimum are that

∂J(x)

∂x
= −H(x)TR−1[z− h(x)] = 0 (16)

Expanding the non-linear function g(x) into its Taylor series around
the state vector xk results expressed into an iterative notation which
depends on the iteration number value k and xk represent the solu-
tion vector at iteration k.
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The solution of the WLS problem is evaluated performing a back/-
forward substitutions at each iteration k with respect to the variable
∆xk+1 of the normal equation expressed below:

G(xk)∆xk+1 = HT (xk)R−1 [z− h(xk)] (17)

where ∆xk+1 = xk+1 − xk.
In order to accomplish a very large scale monitoring of intercon-

nected power systems, the multilevel SE idea has been introduced in
[44] where it has been presented as a natural extension of the central-
ized WLS method (see e.g. [59]).

Several approaches to more decentralised state estimation have been
proposed requiring iterative methods for sparse (linear) systems and
efficient parallel algorithms, see e.g. [9] and [81].

In one of the earliest hierarchical models proposed by van Cutsem
and Ribbens-Pavella [94], a star-like hierarchical state estimation was
proposed.

Similar restrictions are also found in more recent work including
by Gómez Expósito et al.[44]. Here, each area has its own state estima-
tor performing local the state estimation and, according to the local
full convergence approach, sends its results to a higher hierarchical
layer. In this approach, the resulting network encompasses n systems
sharing some border areas (noting that the same border areas could
be shared between different system at the same time) where subsys-
tems are adjacent. By expressing the hierarchical procedure approach
as summarised above from [44], the same can be decomposed into n
levels, where n represents the number of levels:

y0 = f1(y1) + e1 (18)

y1 = f2(y2) + e2 (19)
...

yl−1 = fr(yl) + el (20)

We observe that the general formulation 20 has the same form of
[5] when h(y) = f1 [f2 · · · (fl(yl))] ⇒ H(y) =

∏l
i=1 Fi(yi),

where H and Fi, i = 1, . . . , l representing the Jacobian matrices of h
and fi, i = 1, . . . , l, respectively. Gómez Expósito et al.[44] also pro-
vide a detailed analysis of the possible scenarios in which the n-level
model can be assumed as linear or nonlinear. We observe that in this
approach, each level implies the solution of a WLS problem which,
by generalising the whole procedure for the k-level version, we can
summarise as follows:

level i: Obtain the ỹi satisfying

FTi Gi−1 [ỹi−1 − fi(ỹi)] = 0 (21)
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by iteratively solving the associated normal equation

[FTi Gi−1Fi]∆yi(k) = F
T
i Gi−1 [ỹi−1 − fi(yi(k))] (22)

The variable yi(k) is the estimated value of the state variables at
step k at level i, and ∆yi(k) = yi(k+ 1) − yi(k).

The hierarchical model described here (see also the recent survey
by Gómez Expósito et al.[45]) as well as subsequent work by Korres
[51] and Yang et al.[102, 103] requires a fixed structure. Recent work
by Xie et al.claims to be fully distributed [101], without the need for a
fixed control structure or indeed the requirement for local observabil-
ity. This distributed approach can be summarised by the following
properties:

• A multi-area power estimation system is partitioned into N re-
gions, where each region n correspond to a non-overlapping
control area. If necessary, each area may but is not required to
exchange information with neighbouring areas. As a result, the
measurement model for the multi-area state estimation is recon-
ditioned as follow:

zn = hn(x) + en (23)

where zn is the measurement vector, which includes the bound-
ary injection and flow measurements in the control area n.

• Global observability is assumed to be guaranteed and the gain
matrix G is full rank.

The real distributed state estimation algorithm, called also M −

CSE, is applied first to a linearised (DC state estimation problem for-
mulation) by iterating the solution of the following problem:

xn(i+ 1) = xn(i) −

β(I) ∑
l∈ωn

(xn(i) − xl(i)) −α(i)H
T
nxn(i)

 (24)

where α(i),β(i)) are appropriately chosen time-varying weight se-
quence. The algorithm 24 is distributed since for the n − th control
area it involves only the data from the sensors in its neighbourhood
ωn. In the AC state estimation, which also uses the linearised Jaco-
bian matrix H of the DC state estimation, the iterative equation 24 is
modified to

xn(i+ 1) = xn(i) − a[b
∑
l∈ωn

(xn(i) − xl(i))+

−α(i)H̄Tn(xn(i))(z̄n − H̄n)(xn(i)xn(i))] (25)
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6.3 multi-area hierarchical state estimator

The hierarchical multi-level, multi-area state estimator we are present-
ing in this section is an extension and improvement over the state
estimator described in [44].

While in [51] the whole network is divided into n parts with the
possibility of multiple partial overlapping between all sub-areas, our
model utilises a non-overlapping approach. This means that the all
sub-areas are interconnected to each others by means of tie-lines only.

The degree of overlapping between couple of area can change also
depending on the coordination scheme adopted. Usually, three are
the possible hypotheses described below:

non-overlapping areas These have no bus and no branch in
common; they are connected by tie-lines ending at border buses.
Those tie-lines define the interconnection area

minimally overlapping areas These are adjacent areas overlap-
ping over just one layer of border buses; there exist no tie-lines
connecting two areas.

fully overlapping areas We can identify two possible sub-cases,
namely tie-line overlapping areas sharing tie-lines and the cor-
responding border buses. Deep overlapping area share several
layer of border buses.

The state estimator model that we present here relies on a hierar-
chical and nested structure which can be identified naturally as a tree
structure.

A tree-structured graph is set of points, called nodes, and lines,
called edges. In our model each node is a stare estimation process,
and an edge is a information flow. A collection of nodes and edges,
in order to be considered as a tree, must satisfy the following proper-
ties:

1. In each tree structure there is a node distinguished as the root.
In our model, the root node is the highest level of the state
estimation, usually defined as l level. The root node of a tree is
represented as the top diagrammatically.

2. Every node c other than the root is connected by an edge to
some other node p called the parent of c.

3. A tree is connected in the conventional graph-theoretic sense
such that if we start at any node n other than the root, move to
the parent of n, we eventually reach the tree’s root.

In a multi-level approach is important to consider also a distributed
environment, usually called multi-area, grouping in clusters the buses
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and branches. As the case of overlapping areas has been covered ex-
tensively in the literature we here consider only the non-overlapping
hypothesis.

In the case of non-overlapping areas, each bus in the system and
the associated variables is assigned to one distinct area. Usually, these
areas are separated by tie-lines, whose terminal buses belong to dif-
ferent areas. The definition of areas is arbitrary; in a real state esti-
mation scenario these might follow simply geographical or organisa-
tional boundaries. We assume that each area will estimate its own
state using the available local area measurements, any information
arising from lower levels if the area itself is not at the leaf level of the
tree structure, and information coming from higher level.

The hypothesis of fully and partially overlapping areas has been
omitted as not realistic in the distributed smart grid context. This is
due to the following reasons:

• Both total and the partial overlapping areas are created when
the distribution network is static. In the case of a smart grid
context, distribution areas may vary over time reconfiguring its
topology according to dynamic requirements. This may make
the inclusion of such areas no longer possible.

• With the previous premise, overlapping areas are no longer
known in advance which, in terms of safety and robustness,
represent a further problem. Not knowing which sub-areas are
overlapping could result in an adversary being able to force the
state of the entire system trivially by creating artificial, mali-
cious overlapping regions resulting in either state changes in-
duced by the attacker or loss of stability.

When solving the state estimation problem for individual areas,
each are estimator will use measurements from its own area. How-
ever, there will exist boundary measurements, which will represent
a function of state variables of both neighbouring areas. Therefore,
within each area two types of variables can be distinguished:

border variables appearing in the measurement model of at least an
adjacent area.

internal variables not involved in the measurement model of neigh-
bour areas.

6.3.1 K-level Hierarchical State Estimator Formulation

The k-level multi-area state estimator can be represented naturally
using a tree-structure as outlined above. The root is the main state
estimator and is assumed to be highest level, denoted l. Each level i is
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made up by ri nodes, where each node is a state estimation involving
the solution i of a WLS problem.

Each node has rij child nodes. Nodes without children are called
leaf nodes and, in this proposed state estimator, these nodes are the
nodes at the level 1. In this section, we provide only a compact form of
the general k-level hierarchical state estimation algorithm as pseudo-
code, but give a fully-elaborated instantiation for a two-level struc-
ture in section 6.3.2. Obtaining the estimate requires us to distinguish
three cases (root, leaf, and intermediate levels):

multi-area level 1 : Obtain the estimate ỹ1j for each area Sj by
iteratively solving the associated normal equations:[

FT1,j1R
−1
1,j1F1,j1

]
∆ỹ1,j1(k) =

= FT1,j1R
−1
1,j1

[
y0,j1 − f1,j1(y1,j1(k))

]
(26)[

FT1,b1,j1R
−1
1,b1,j1F1,b1,j1

]
∆ỹ1,j1(k) =

FT1,b1,j1R
−1
1,b1,j1

[
y0,b1,j1 − f1,b1,j1(y1,j1(k))

]
(27)

The inputs of this level are the measurement vectors y0,j1 and
y0,b1,j1 and the Jacobian matrices F1,j1 and F1,b1,j1 , besides the
gain matrices at level 1 R1,j1 and R1,b1,j1 . The Jacobians are up-
dated at each iteration at level 1, due to the current value of
y1,j1(k) and y1,j1,b1 , but also when new values come from level
2, due to current estimation of ŷ2,j2 .

multi-area level i: Using the value ỹi−1,ji−1 provided by Level
i − 1 as measurements in a distributed approach, we can esti-
mates the ˜y, i, ji as

[
FTi,ji−1Gi−1,ji−1Fi,ji−1)

]
∆ỹi−1,ji−1(k) =

FTi,ji−1Gi−1,ji−1
[
ỹi−1,ji−1 − fi,ji−1(yi(k))

]
(28)[

FTi,biGi−1,bi−1Fi,bi
]
∆ỹi−1(k) =

FTi Gi−1,bi−1 [ỹi−1 − fi(yi(k))] (29)

The Jacobian matrices are updated based on the estimation val-
ues obtained at level i, and also due to the estimation values at
level i+ 1.

level l: Using the value ỹl1 provided by the lower level l − 1, in
a multi-area context as “measurement” vector, state estimation
obtains the estimate ŷl by iteratively solving the resulting nor-
mal equations
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[
FTl,jl−1Gl−1,jl−1Fl,jl−1)

]
∆ỹl−1,jl−1(k) =

FTl,jl−1Gl−1,jl−1
[
ỹl−1,jl−1 − fl,jl−1(yl(k))

]
(30)[

FTl,blGl−1,bl−1Fl,bl
]
∆ỹl−1(k) =

FTl Gl−1,bl−1 [ỹl−1 − fl(yl(k))] (31)

where the “weighting" matrix is the gain matrix of level l− 1 for
internal measurements

Gl−1,jl−1 = F
T
l−1,jl−1G

−1
l−2,jl−2Fl−1,jl−1 ,

and

Gl−1,bl−1 = F
T
l−1,bl−1G

−1
l−2,bl−2Fl−1,bl−1

is the gain matrix of level l− 1 for the boundary measurements,
obtained as juxtaposition of the sub-matrices obtained at level
l− 1. We also remark that G0,j0 = R1,j1 and G0,j0,b0 = R1,j1,b1 .

6.3.2 Two-Level Multi-Area Hierarchical State Estimator Formulation

Considering the most straightforward configuration of a hierarchical
systems where we omit the intervening layers, we obtain the base
case also described e.g. in[44]. We observe that at level 1 (the leaf
nodes of our tree graph), a power system can be partitioned into r
non-overlapping areas Sj having nj buses each and connected by tie-
lines.

Each area is updated by a local WLS-based state estimator which is
connected, by means of communication links, to a higher state estima-
tor, represented at level 2 (l), as described in [44]. The three sequen-
tial problems, which express the measurement approach described in
[44], can be extended to the multi-area formulation in the following
way:

y0j = f1j(y1j) + e1j, j = 1, . . . , r (32)

y0b = f1b(y1) + e1b (33)

y1 = f2(y2) + e2 (34)

where

y0j : p0j × 1 vector of internal or local measurements in area Sj at
level 1;

y0b : pb × 1 vector of boundary measurements at level 1;
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y1j : p1j × 1 vector of internal state vector in area Sj at level 1;

y1 : p1 × 1 vector of system-wide state vector at level 1, where p1 =∑r
j=1 p1j;

y2 : p2 × 1 vector of state vector at level 2;

f1j(·) , f1b(·) , f2(·) : non-linear vector functions;

e1j , e1b , e2 : Gaussian random error vectors.

As we are employing a weighted least squares algorithm, the multi-
level and multi-area state estimation problem can be solved with the
same sparse WLS minimisation mechanism:

J(y2) =

r∑
j=1

[
y0j − f1j(f2(y2))

]T
R−1
1j

[
y0j − f1j(f2(y2))

]
+

+ [y0b − f1b(f2(y2))]
T R−1

1b [y0b − f1b(f2(y2))] (35)

where R1j = cov(e1j) = E(e1je
T
1j) = diag

(
σ211 · · · σ21m1j

)
and R1b = cov(e1b) = E(e1be

T
1b) = diag

(
σ211 · · · σ21m1b

)
.

The estimated state ŷ2 is the solution of the Equation 35, which
satisfy the optimality condition ∂J(y2)

∂y2
, and that can be rewritten as

follows:

r∑
j=1

FT2 F
T
1jR

−1
1j

[
y0j − f1j(f2(ŷ2))

]
+

FT2 F
T
1bR

−1
1b [y0b − f1b(f2(ŷ2))] = 0 (36)

where F1j = F1j(y1j) =
∂f1j(y1j)

∂y1j
, j = 1 , . . . , r is the Jaco-

bian matrix (p0j × p1j) of the function f1j , j = 1 , . . . , r and F1b =

F1b(y) =
∂f1b(y1)

∂y1
is the Jacobian matrix (p0b × p1) of the non-

linear function f1b , associated to the boundary measurements, which
may be partitioned as follows:

F1b(y1) = [F11b(y11) · · · F1rb(y1r)] (37)

This can then be rewritten as:
r∑
j=1

FT2jF
T
1jR

−1
1j

[
y0j − f1j(f2j(ŷ2))

]
+

FT2 F
T
1bR

−1
1b [y0b − f1b(f2(ŷ2))] = 0 (38)

and, after some algebraical manipulations and also a linearisation
of the terms ˆy1j and ŷ1 , we obtain:
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r∑
j=1

FT2jF
T
1jR

−1
1j

[
z1j − +f1j(ỹ1j)

]
+

+

r∑
j=1

FT2j(F
T
1jR

−1
1j F1j)

[
ỹ1j − f2j(ŷ2)

]
+

+FT2 F
T
1bR

−1
1b [z1b − f1b(ỹ1)]+

+FT2 (F
T
1bR

−1
1b F1b) [ỹ1 − f2(ŷ2)] = 0 (39)

At level 1, the boundary measurements can be decoupled following
the areas as z1jb = f1jb(ỹ1j), in order to obtain:

r∑
j=1

FT2jF
T
1jR

−1
1j

[
y0j − f1j(ỹ1j)

]
+

+

r∑
j=1

FT2j(F
T
1jR

−1
1j F1j)

[
ỹ1j − f2j(ŷ2)

]
+

+

r∑
j=1

FT2jF
T
1jbR

−1
1jb

[
y0jb − f1jb(ỹ1j)

]
+

+FT2 (F
T
1bR

−1
1b F1b) [ỹ1 − f2(ŷ2)] = 0 (40)

where R1jb is the diagonal covariance sub-matrix of R1jb, whose
elements are connected to area Sj. It is important to note that the
Jacobian matrices F1j, F1jb, and F2 should be computed at the solution
point ([ỹ11, . . . , ỹ1r], ŷ2), with ỹ1 = f2(ŷ2).

The solution to the original problem (36) can then be decomposed
into two successive levels, each involving the solution of a WLS prob-
lem, which can be summarised as follows:

1. Multi-Area Level 1. Obtain the estimate ỹ1j for each area Sj by
iteratively solving the associated normal equations[

FT1jR
−1
1j F1j

]
∆ỹ1j(k) = F

T
1jR

−1
1j

[
y0j − f1j(y1j(k))

]
(41)[

FT1jbR
−1
1jbF1jb

]
∆ỹ1j(k) = F

T
1jbR

−1
1jb

[
y0jb − f1jb(y1j(k))

]
(42)

The inputs at this level are the measurement vector y0j and
y0jb and the matrices F1j, F1jb, R1j and R1jb. The Jacobians F1j
and F1jb are updated at each iteration, according to the current
value y1j(k) and y1jb(k). These Jacobians F1j and F1jb must
also be recomputed every time the higher level (here: level 2)
produces a new value for ŷ2. The matrices F1j, F1jb depend on
the vector ŷ1 = f2(ŷ2).



94 hierarchical state estimation for smart grids

2. Multi-Area Level 2. Using the value ỹ1 provided by multi-area
level 1 as the “measurement” vector, our state estimation ob-
tains the estimate ŷ2 by iteratively solving the resulting normal
equations

[
FT2jG1jF2j)

]
∆ỹ1j(k) = F

T
2jG1j

[
ỹ1j − f2j(y2(k))

]
(43)[

FT2bG1bF2b
]
∆ỹ1(k) = F

T
2G1b [ỹ1 − f2(y2(k))] (44)

where the weighting matrix

G1j = F
T
1jR

−1
1j F1j

is the gain matrix of level 1 for internal measurements, and
G1b = FT1bR

−1
1b F1b the gain matrix of level 1 for the boundary

measurements, obtained as juxtaposition due to equation (37).
Then, computation of level 2 should be repeated with updated
values of ỹ1j, until level 2 provides values satisfying tolerance
constraints for ŷ2 in two consecutive runs.

6.3.3 A Two-Level Instance of the Multi-Area Hierarchical State Estimator

Power state estimation refers to the procedure of obtaining voltage
and angle estimated values at all the system buses at a given point in
time. As described in [5] the power system is conventionally modelled
— even for a 3-phase system — as the single phase positive sequence
circuit for modeling the entire system. Transmission lines are repre-
sented by two-port networks π whose parameters corresponding to
the positive sequence equivalent circuit of transmission lines. [5]. A
general scheme of the equivalent circuit is shown in figure 34 below.

Vs

i jbrgr

VRbs/2 bs/2

Figure 34: Transmission Line Equivalent Circuit: Medium/Long-Length
Line

The solution adopted and implicitly accepted as standard in all
WLS implementation is one using the shunt impedance representa-
tion also known as medium length. This equivalent circuit fits quite
well, without introducing relevant approximation mistakes, for trans-
mission lines with lengths on the order of 80–250km. As our research
is primarily oriented towards micro-grid scenarios, we consider the
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Vs

i jbrgr

VR

Figure 35: Transmission Line Equivalent Circuit: Short Length Line

short line approximation representation as a viable approximation for
our reference model and validation system. The short length equiv-
alent 2-port model can be used for representing transmission lines
no longer than 80km; this limitation is due to shunt impedance sim-
plification. The centralised state estimation algorithm as detailed in
[5] is usually represented by using as state variables the voltage mag-
nitude Vk at the bus k, active/reactive power branch flow between
two branches, e.g k and m, active/reactive power bus injection into
the bus k, and — in addiction to those state variables — the model
proposed uses the current magnitude measurements.

The choice of adopting the WLS state estimation with the addition
of the current measurements found its motivation in the consider-
ation of the future operational contexts in which, besides having a
greater availability of data sets, it will be ever more to integrate local
power production (e.g. photovoltaic panels, wind-farm, batteries, and
other generators) simultaneously, one would also find generators re-
moved as e.g. electric vehicles or hybrid vehicles may change location
or become inactive.

The state variable data sets described by [5], applied to this immi-
nent and not even too ambitious scenario, would not satisfy these
demands for the following reasons:

• The distribution infrastructures will be subject to a migration
from the static approach to a dynamic one on which the inter-
connections will change according to variable needs (e.g. elec-
tric mobility)

• There will be some electrical devices for which the intrinsic
electrical parameters (load resistance/reactance, charging times,
etc.) may not be fully known or trusted except for their absorp-
tion of electric current.

In those circumstances, the model presented here is a conservative
WLS-based state estimator modified with the addition of the current
measurement. These changes have an impact on the structure of the
matrix H, which represent the Jacobian, used to estimate the solution
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of the problem WLS. The resulting matrix H of the Jacobian is then
given in equation (45):

H1 =


P̂inj

P̂flow

Imeasurement

Vmeasurement

 =



∂Pinj
∂θ

∂Pinj
∂V

∂Pflow
∂θ

∂Pflow
∂V

∂Qinj
∂θ

∂Qinj
∂V

∂Qflow
∂θ

∂Qflow
∂V

∂θV ,measured
∂θ

∂θV ,measured
∂V

∂Vmeasured
∂θ

∂Vmeasured
∂V

∂θI,measured
∂θ

∂θI,measured
∂V

∂Imeasured
∂θ

∂Imeasured
∂V


(45)

By applying the scheme described in Figure 35 it is now possible
to obtain the formulation of the current that flows from across the
equivalent line impedance:

Îij =
V̂s − V̂R
gij + jbij

(46)

where Îij is the current phasor expressed accordingly in rectangu-
lar form:

Îij = Iij
[
cos δij + j sin δij

]
(47)

By applying the Kirchhoff nodal and mesh laws, the branch current
is determined as:

Îij =
V̂s − V̂R
gij + jbij

(48)

where V̂s and VR are respectively the phase of the measured volt-
age at the port 1 and the port 2:

V̂s = Vs (cos δs + j sin δs)

V̂R = VR (cos δR + j sin δR)

V̂s, V̂R and Îij are represented as

Îij =
Vs cos δs + jVs sin δs + VR cos δR + jVR sin δR

g2ij + jb
2
ij

(49)
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Expressing Iij according to the rectangular representation, it is pos-
sible to separate the real part from the imaginary:

Îij = C+ jD (50)

C =
Vs
[
gij cos δs + bik sin δs

]
− VR

[
gij cos δR + bij sin δR

]
g2ij + b

2
ij

(51)

D =
−Vs

[
bij cos δs − gij sin δs

]
+ VR

[
bij cos δR − gij sin δR

]
g2ij + b

2
ij

(52)

The parameters to be estimated are now the following:

Iij =
[
C2 +D2

] 1
2 (53)

θij = tan−1

(
D

C

)
(54)

We now have the power flow equations

Pij + jQij = V̂ijÎij
∗

(55)

where the V̂ij and Îij
∗

represent the complex values of the voltage
and the current written in rectangular coordinates:

Îij = Iij cos θ+ j cos θ (56)

V̂s = Vs cosα+ j cosα (57)

Pij +Qij = VsIij (cos δs + j sin δs) (cosθ+ j sin θ)

= VsIij [cos (α− θ) + j sin (α− θ)] (58)

The partial derivatives of the of θij and Iij needed to construct the
sub-matrices of ∂θI,measured∂θ ,∂θI,measured∂V , ∂Imeasured∂θ and ∂Imeasured

∂V can
be obtained by using the following simplified representations:

θ̇ =
CḊ−DĊ

C2 +D2
(59)

˙Iij =
CĊ+DḊ√
SC2 +D2

(60)
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6.3.4 Performance Metrics and Results

We have evaluated the performance of the proposed hierarchical model
in terms of the following performance metrics:

1. Estimation accuracy:

We chose the the bus phase angle and voltage magnitude dif-
ference between hierarchical and centralised algorithms as the
performance metrics for evaluating the convergence of our pro-
posed algorithms:

θj,k(i) = θ
(h)
j,k − θ

(c)
j,k (61)

where subscripts j and k correspond to buses j and k, respec-
tively. The terms θ(h)j,k and θ(c)j,k represent the absolute values of
bus j and k’s phase angle differences in both the state estimation
models. Correspondingly, the voltage metric is:

Ej = V̂
(h)
j − V̂

(c)
j (62)

where V̂(h)
j and V̂(c)

j represent bus j’s estimated voltage magni-
tude in hierarchical and centralised variants, respectively.

2. Execution time efficiency: Another important metric is the ex-
ecution time efficiency of the our proposed algorithms, which
can be evaluated as:

Efficiency(%) =
Tc

Th
∗ 100 (63)

where Tc and Th are the system execution time of both state
estimation algorithms.

6.3.4.1 Numerical Validation

In this section we want to present some results of simulations per-
formed using our state estimator model realised using Matlab. The
network used for these trials is the well-known IEEE 118 bus test net-
work (obtained from [56]), which has been divided into 8 sub-areas,
as can be seen in figure 36.

The specific 118 bus data used in this simulation are taken from
[93] All simulations have been preformed on a commodity laptop (In-
tel I7-2630Q, 8GB RAM). The benchmark metrics described above in
section 6.3.4 have been used for evaluating the model proposed in
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Figure 36: IEEE 118 Bus Test Network: Sub-Division Areas Schema

Measurement Factorisation Mean Cov.

Phase YES -2.2925 44.19

Voltage YES -0.0380 0.0051

Phase NO -2.7372 24.2611

Voltage NO -0.0394 0.0051

Table 11: Aggregate Estimation Accuracy Values

this chapter both for the case of matrix factorisation and with factori-
sation omitted. For the estimation accuracy we obtain the aggregate
values shown in table 11:

This gives us an execution time efficiency coefficient of 122% for
the model without the factorisation, and 226.7% in the case including
factorisation relative to the simple centralised model, respectively.

6.4 state estimator robustness

The iterative solution of the WLS problem described in 17 requires the
evaluation of the inverse of the matrix G and other square matrices,
such as one that expresses the covariance of the error measurement
(RI) parameter which is related to the measurement instrumentation
used to perform voltage, current, and power detection for each bus
bar.

Even when employing the extended forms of the normal equation
for the hierarchical models both in the multi-area formulation (see
equations 35, 22, 44) susceptible to such inversion operations. For
real systems that are not idealised such as the models based on op-
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timal power flow, in particular those where a particular partitioning of
the state estimator is externally forced, this requires the consideration of
numerical stability.

6.4.1 Conditioning and Stability of State Estimator Operation

The condition number of a square matrix A is defined [43] as the
product of the norm of A and the norm of A−1:

cond[A] = ‖A‖
∥∥A−1

∥∥ (64)

The condition number of a matrix provides an estimate of how
much the uncertainty in the right hand side of Ax = b may be mag-
nified in the solution of:

‖δx‖ ‖x‖ = cond(A) ‖δb‖ ‖b‖ (65)

In all the WLS realisations of state estimators mentioned in chapter
6.2, we have noted that none have imposed any criteria for the con-
ditioning of the gain matrix G, which is a major source of numerical
instability. However, particularly for power systems that are rapidly
changing as is likely to be the case in smart grids and also for the dis-
tributed (hierarchical) models considered here, it is strictly necessary
to control for stability.

This is a general property of any forward-backwards substitution
equation solving method found in WLS state estimation algorithms,
as these rely on matrix inversion where parameters will differ by sev-
eral orders of magnitude. We also note that this is a particular issue
arising in the error measurement error covariance matrix obtained
from the measurements data set exchanged through the data channel
used by the state estimation system which may hence be the subject of
manipulation by an adversary.

We observe that such manipulations are not captured by any of the
bad data injection detection approaches identified in section 6.2 as
stability problems will affect a large number of parameters.

Where ill-conditioned matrices cannot be avoided as is the case
here, a number of numerical approaches can be considered which
may be applied to the normal equations (eq. 65) to minimise the sta-
bility problem. A common approach is the LU factorisation in con-
junction Peters-Wilkinson method (see [47] and the orthogonal fac-
torisation QR [60, 98, 28]).

However, any such factorisation method inherently sacrifices the
precision of the matrix (in particular matrix G in equation 14) and
therefore reduces the ability to detect malicious manipulation.
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6.4.2 Error Covariance Matrix Manipulation Attack

We note that the problem described in the preceding section does not
arise in simplified models using a linearised (DC) approach, which
related work on malicious bad data injection, but also distributed
state estimation models such as that of Xie et al.[101] rely on.

Whenever such a network cannot be assumed a priori to avoid ill-
conditioned matrices or indeed attacks injecting such inter-relations
among parameters rather than individual bad measurements, it will be
possible to force the WLS to desired values, and to arbitrarily increase
the number of iterations required up to non-convergence whilst in-
creasing the error of the state estimator.

The fact that this stability is partly related to the network topol-
ogy has led us to the discovery that state estimators are vulnerable
to manipulations of the bus-bar interconnections which future smart
grid systems are likely to change more frequently than conventional
grids. Similarly, we note that any errors (malicious or otherwise) in
estimated parameters will affect the entire state estimator hierarchy
unless explicit counter-measures are in place. Existing hierarchical
and distributed state estimators do not appear to make provisions for
cases where one or more sub-areas or partitions do not converge and
will hence force the overall system into an unstable or non-convergent
state. This also holds true for approaches relying on an explicit “an-
chor” sub-area (e.g. in the trusted areas method of Pajic and Clements
[71]), and introduces a higher resilience threshold.

6.4.3 State Estimator Parameter Criteria

Clearly, not all parameters identified in the preceding section have
equal influence on the validity of the state estimate. It is therefore
important to consider which parameters are exchanged by the WLS
state estimation (these are used for local state estimation) and which
may hence be targeted by attackers, namely:

• Bus-bar voltage and phase

• Branches connecting network bus-bars

• Error measurement covariance

• Branch impedance

• Branch susceptance

• Load susceptance (where this is not neglected)

Not all parameters will be transmitted, and some may be either
assumed as known to all state estimators or as pre-determined. A
similar analysis not presently considered in related work is required
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for the number of iterations (or bounds, respectively) for the WLS
algorithm to converge. In extreme cases this will result in failure to
reach convergence.

6.5 conclusions

The State Estimation problem in Smart Grids is presented with a hier-
archical structure. Some analyses has been performed and presented
in this Chapter. The convergence analysis is an on-going problem.

Further enhancements are related to possible data injection prob-
lems. The hierarchical and centralized models can be compared re-
spect the robustness to data injection attacks.



7
C O N C L U S I O N S A N D F U T U R E W O R K S

Industrial control system (ICS) includes supervisory control and data
acquisition (SCADA) systems, distributed control systems (DCS), and
Programmable Logic Controllers (PLC) often found in the industrial
sectors and critical infrastructures. ICS are typically used in indus-
tries such as electrical, water and waste-water, oil and natural gas,
chemical, transportation, pharmaceutical, pulp and paper, food and
beverage, and discrete manufacturing. These control systems are crit-
ical to the operation of the U.S. critical infrastructures that are often
highly interconnected and mutually dependent systems.

In this thesis some possible enhancement are discussed in order
to increase the awareness of operator with information coming from
other infrastructures or from national and international agencies. The
author main works are related to the on-line trouble of modelling
techniques in distributed context. In fact, the validation and test phases
are a very important moment, approaching real infrastructures and
all the problem related to time constraints.

The study of Data Fusion techniques, and especially Evidence The-
ory framework, enriches the Critical Infrastructure models with the
possibility to merge data and information. In this case, the analysis is
just a mathematical work with some sketching example in real-time
context. The main enhancement is related to the possible application
in the Critical Infrastructure Protection. The main drawback is still re-
lated to time constraints. In fact, Evidence Theory needs a very small
set of hypotheses in order to deal with real-time analysis.

The presented work is still ongoing, and possible enhancements
include the study of heuristics for the Evidence Theory and the eval-
uation of the power set. Other results can be obtained regarding the
evolution of the knowledge models in order to represents also other
and new possibility.

Smart Grids area electricity networks that can efficiently integrate
the behaviour and actions of all users connected to it, in order to guar-
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104 conclusions and future works

antee an economic efficient and sustainable power system. A possibil-
ity is to change the state estimation in order to consider also hierar-
chical structure with different vendor and islands.

The improvements in power state estimation are many and they
are related to the amount of information exchanged among levels.
This information flow also generate trouble from the security point
of view, with new vectors for cyber attacks.
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