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Eau, tu n’as ni goût, ni couleur, ni arôme, on ne peut pas te définir, on te
goûte sans te connâıtre. Tu n’es pas nécessaire à la vie : tu es la vie. Tu
nous pénètres d’un plaisir qui ne s’explique point par les sens.

Antoine de Saint-Exupéry, Terre des hommes (1939).

Water, thou hast no taste, no color, no odor; canst not be defined, art relished
while ever mysterious. Not necessary to life, but rather life itself, thou fillest
us with a gratification that exceeds the delight of the senses.

Antoine de Saint-Exupéry, Wind, Sand and Stars (1939).
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Chapter 1

Introduction

Water is a special substance. It is the medium in which most biological
processes take place and it is the most abundant substance on Earth and
in the human body [1, 2]. But water is special also because its physical
properties are anomalous. In fact, despite the apparent simplicity of the
water molecule, water behaves in most respects in an unexpected manner.
The thermodynamics, dynamics and structure of water, all present features
that distinguish water from simple liquids [3–6]. A large body of scientific
works has been devoted to the understanding of the origin of the anomalous
properties of water. Although many advancements have been achieved and
several scenarios have been formulated in which to frame the behaviour of
water [7–10], there remain many mysteries yet to be solved.

At ambient pressure, water is found in the stable liquid phase from T =
373 K (the boiling point) to T = 273 K (the freezing point). However under
particular experimental conditions, water can persist in a metastable liquid
phase in wider range of temperatures, from T = 553 K (the superheating
limit) to T = 235 K (the supercooling limit or temperature of homogeneous
nucleation) [5, 6]. A so called no man’s land [11] extends from T = 235 K
down to T = 150 K (close to the glass transition temperature T = 136 K). In
this region water might still exist in the metastable liquid phase but current
experimental techniques do not allow to access points in this region with
a succession of metastable states, even though it would not be prohibited
by thermodynamic constraints [5]. The homogeneous nucleation is in fact a
kinetic constraint and it is function of the cooling rate and of the observation
time [5].

The supercooled region of water is particularly interesting because many
anomalies of water appear to be especially pronounced in this region [3–6].
Furthermore the so called liquid-liquid critical point (LLCP) scenario [7]
predicts the existence, in the no man’s land, of two distinct liquid phases,
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8 1. Introduction

the low density liquid (LDL) and the high density liquid (HDL). These two
phases would be separated by a first order phase transition line, ending in
a critical point, above which the difference between the two phases vanishes
and the ordinary liquid phase is found. The LLCP scenario was first for-
mulated on the basis on computer simulations [7] and its plausibility has
been confirmed by a large number of theoretical and computer simulation
works [3,12–30]. Experimentally, indirect evidence of the presence of a LLCP
has been found [11,31]. However because of its location in the no man’s land,
it remains not directly accessible in experiments and computer simulations
are the main method of investigation of this intriguing hypothesis.

Sometimes it is stated that the ultimate understanding of biology requires
first the comprehension of water [3]. This is even more true for aqueous solu-
tions. In fact aqueous solutions are ubiquitous in nature, thanks to another
peculiar characteristic of water, that of being an extraordinary solvent. The
study of the properties of aqueous solutions at low temperatures can be of
the utter significance for the investigation of diverse phenomena spanning
from the cryopreservation of living cells [32] to cloud formation [33], from
globular protein folding [34] to self-assembling [35,36].

From a more fundamental point view, the investigation of aqueous so-
lutions can help shedding light on the numerous mysteries of bulk water.
In fact the presence of solutes in water is known to affect thermodynamic
quantities such as the boiling point, the freezing point and the vapour-liquid
critical point [37–40]. Solutions of electrolytes are more easily supercooled
than bulk water, as the temperature of homogeneous nucleation shifts down-
ward upon increasing the solutes content [41]. Thus the addition of solutes
to water may be a method to extend the region where liquid water is ex-
perimentally observable and possibly to locate experimentally the LLCP. In
order to prevent crystallization, experiments have been conducted on water
confined in small pores and they confirmed the LLCP hypothesis, with the
finding of a first order phase transition line [42]. We will show with our re-
sults that a viable alternative for the measuring of the LLCP in not confined
samples can be the investigation of aqueous solutions.

In this Ph. D. thesis, we present the results of three sets of computer
simulation studies on bulk water and on aqueous solutions, the PR-TIP4P
set [43–48], the JJ-TIP4P [49,50] set and the HS-JRP set [51]. The first two
sets are simulated using the standard molecular dynamics (MD) algorithm
and they differ by the ionic potential employed. The last one is simulated
using the discrete molecular dynamics (DMD) algorithm.

In the PR-TIP4P set are included the MD simulations performed on bulk
TIP4P water and on c = 0.67, 1.36 and 2.10 mol/kg solutions of sodium
chloride, NaCl(aq), in TIP4P water. The ionic potential for this set was
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taken from Pettitt and Rossky (PR) [52].
The JJ-TIP4P set consists in the extensive MD simulations performed

on bulk TIP4P water and on c = 0.67 mol/kg NaCl(aq) with the aim of
locating the position of the LLCP in both systems. The ionic potential for
this set was taken from Jensen and Jorgensen (JJ) [53].

The HS-JRP set is composed by the DMD simulations performed on
mixtures of hard spheres (HS) and Jagla ramp potential (JRP) particles,
as models for solutions of hydrophobic solutes in water. The mole fractions
investigated are xHS = 0.10, 0.15, 0.20 and 0.50. Also this work is focused
on the LLCP.

The abstracts of the papers published on these sets of simulations can
be found in the section Publications and Presentations (page 135).

In the following we illustrate the structure of the thesis, anticipating the
main results obtained from each set of simulations.

In Chap. 2 we describe the general context in which our studies are
performed. The main features of the water molecule and of its hydrogen
bond network are presented. Then we review the ranges of stability and
metastability of liquid water, with particular regard to the supercooled re-
gion. After a description of the most striking water anomalies, we discuss
the scenarios proposed to explain their appearance. The LLCP scenario is
treated in greater detail because it is the one we work in when presenting
the results. The properties of solutions of polar and apolar solute, relevant
to the discussion of the results, are finally presented.

Chap. 3 treats the main elements of the MD technique, that has been
employed for the simulations in the PR-TIP4P and in the JJ-TIP4P sets.
After showing the general ideas of MD, we describe in more details the
integration algorithm, the application of thermostats and barostats and the
Ewald summation method for the treatment of long range interactions.

In Chap. 4 we report the results obtained from the PR-TIP4P set. First,
the specific simulation details for this set are given, then the results are
presented. A study conducted on the dependence of the thermodynamic
results on the size of the system reveals that no large differences exist for sizes
Ntot = 256, 512, 1024, where Ntot is the total number of particles contained
in the simulation box. The analysis of the isotherms and the isochores
of bulk water and of the solutions at different concentrations allowed the
determination of important thermodynamic loci such as the temperature of
maximum density (TMD) line and the liquid-gas limit of mechanical stability
(LG-LMS). The results are also compared with those obtained from TIP4P
water confined in a hydrophobic environment of soft spheres [54]. We report
here in Fig. 1.1 the comparison of the TMD and LG-LMS lines obtained for
bulk water, for c = 0.67, 1.36 and 2.10 mol/kg NaCl(aq) and for water in a
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Figure 1.1: PR-TIP4P set: TMD and LG-LMS lines for bulk water, for c =
0.67, 1.36 and 2.10 mol/kg NaCl(aq) and for water confined in a hydrophobic en-
vironment of soft spheres [54].

hydrophobic environment.

The addition of polar solutes, namely sodium chloride, to water does not
lead to a significant modification of the LG-LMS line with respect to bulk
water, while the TMD line moves to lower temperatures and pressures with
also a narrowing of the amplitude of the curve, upon increasing the concen-
tration of solutes. In the case of water in a hydrophobic environment both
the LG-LMS and the TMD line shift to higher pressures due to excluded
volume effects, with the TMD also moving to lower temperatures, with re-
spect to bulk water. The thermodynamics of the NaCl(aq) solutions also
shows indications of the approach to liquid-liquid coexistence, with inflec-
tions in the low temperature isotherms and the appearance of minima in the
behaviour of the potential energy as a function of density.

The structural properties of c = 1.36 mol/kg NaCl(aq) are then compared
to water in the hydrophobic environment of soft spheres [54]. The similarities
and the differences in the hydration structure of ions (hydrophilic) and soft
spheres (hydrophobic) are analysed as functions of temperature and density.

The results for the JJ-TIP4P set are reported in Chap. 5. After the
specific simulation details are provided, a comparison of the thermodynamics
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obtained with the use of the PR and of the JJ ion parameters is discussed,
showing that the two sets of parameters yield consistent results. The large
body of thermodynamic state points simulated for bulk TIP4P water and
for c = 0.67 mol/kg NaCl(aq) are shown in the isochores planes, together
with the estimated positions of the LLCP. The results obtained for TIP4P
bulk water are compared with available experimental results and a shift of
the simulated phase diagram is proposed to match it to the experimental
one. On the basis of the comparison of the simulated and the experimental
TMD point at ambient pressure for the NaCl(aq) we hypothesize that the
same shift applied to bulk TIP4P water can be applied in the solution.
From these considerations we predict the phase diagrams of bulk water and
c = 0.67 mol/kg NaCl(aq) as they should be measurable in experiments.
They are shown in Fig. 1.2.
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Figure 1.2: JJ-TIP4P set: Schematisation of the HDL-LDL phase diagrams ob-
tained from MD simulations for bulk water (left panel) and c = 0.67 mol/kg (right
panel) after the application of the shift needed to match experimental values. The
position of the LLCP is Tc ' 220 K and P ' 100 MPa for bulk water and Tc ' 230 K
and P ' −120 MPa for NaCl(aq).

The LLCP in NaCl(aq) moves to lower pressures and higher tempera-
tures with respect to bulk water and importantly it should fall above the
homogeneous nucleation line of the solution, making an experimental obser-
vation of the LLCP in NaCl(aq) feasible. From the comparison of the phase
diagrams we can also notice that the LDL phase restricts in the solutions,
with respect bulk water.

The structure of the LDL and HDL phases both in bulk water and in
NaCl(aq) is also investigated and it is found that the structure of the LDL
phase is more affected by the presence of ions with respect to the HDL phase.
A possible explanation, in terms of the substitution of the oxygen by the
chloride ion in the coordination shells, is proposed.
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In Chap. 6 we report the results for the HS-JRP set. The systems studied
in this set are more idealized with respect to the PR-TIP4P and the JJ-
TIP4P set. Hydrophobic solutes are modeled with hard spheres (HS) while
water is modeled with the Jagla ramp potential (JRP) particles [12,55–57].
The JRP potential is known to be able to reproduce water anomalies [17,
58, 59]. For this set, the DMD technique was used as it is more suitable
for dealing with ideal models containing hard cores. The main concepts of
DMD are illustrated in the first section of Chap. 6, followed by the specific
details for the studied systems. Then the results on the thermodynamics of
the xHS = 0.10, 0.15, 0.20 and 0.50 mixtures of HS and JRP particles are
presented. The analysis of the isochores and isotherms plane permitted the
determination of the LLCP in all systems. It is in fact present up to the
highest mole fraction of solutes, shifting progressively to higher pressures
and lower temperatures. On the basis of a rotation of the phase diagram,
performed to match the sign of the slope of the liquid-liquid coexistence line
of the bulk JRP particles to that of real water, a prediction for the shift
of the LLCP in experimental solutions of hydrophobic solutes is obtained.
We expect the LLCP to move to higher pressures and temperatures. This
is consistent with the results obtained by Gallo and Rovere on water in a
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Figure 1.3: HS-JRP set: (a) LLCP (squares), LDL (triangles up) and HDL (trian-
gles down) LMS points for xHS = 0.10, 0.15, 0.20. In the inset same quantities for
xHS = 0.50. (b) LLCP (circle) and LL coexistence line (dark solid line) for bulk wa-
ter from Ref. [12] and the critical line of the mixtures (dark dashed line), calculated
in this work. The rotated coexistence line (light solid line) and mixture critical line
(light dashed line) are also shown. Pressures and temperatures are in reduced units.



1. Introduction 13

hydrophobic environment [54], if we hypothesize that, in analogy with the
case of NaCl(aq), the TMD line and the LLCP get closer to each other
in solutions. In Fig. 1.3(a) the LLCP for bulk JRP and for the xHS =
0.10, 0.15, 0.20 and 0.50 mixtures are shown together with the HDL and LDL
limit of mechanical stability (LMS) lines. In Fig. 1.3(b) the LLCP of bulk
JRP particles, the liquid-liquid coexistence line [12] and the mixture critical
line [51] are shown, together with the same quantities after the rotation
mentioned above.

The diffusive behaviour of the mixture is also analysed. We find the
diffusivity anomaly, with the appearance of extrema in the behaviour of
the diffusion coefficient at constant temperature as a function of density, is
preserved up to the highest HS mole fraction. For xHS = 0.10, 0.15, 0.20 a
crossover in the behaviour of the diffusion coefficient at constant pressure,
is observed above the LLCP upon crossing the Widom line, in analogy with
what found in the bulk JRP system. The solute-solute structure along the
critical isochores is also discussed.

In Chap. 7 the conclusions for the three sets studied in this thesis are
summarized.

Finally in the separate section Publications and Presentation, a list of the
published papers with the respective abstracts is reported along with a list of
oral and poster presentations given by myself relative to the systems studied
in this thesis. A list of the acronyms and abbreviations used throughout the
thesis and the Acknowledgments precede the Bibliography.





Chapter 2

Features of supercooled water
and aqueous solutions

The main motivations for the studies presented in this thesis and a gen-
eral introduction to the open questions on supercooled water and aqueous
solutions are given in this chapter. An exhaustive account of all the often
surprising aspects of water would probably require many books. Here we
shall review those properties relevant to the discussion of the original results
obtained, presented in Chap. 4, 5 and 6.

Water has a paramount importance not only in nature but also in vir-
tually every activity of human society, like agriculture, industry, travel, cli-
mate, public health and so on [1, 2]. When we think of a liquid, our expe-
rience leads us instantaneously to water. Yet from a scientific perspective
water is not a common liquid. Indeed water presents many anomalies when
compared to the behaviour expected for an ordinary liquid.

In Sec. 2.1 the structure and the properties of the single water molecule
are described, together with the main characteristics of the hydrogen bond
network that water molecules are able to build up.

Stable phases of water include the vapour phase, the liquid phase and
twelve different forms of solid phases, of which ordinary hexagonal ice Ih is
the most common (at ambient pressure). Beyond stable phases, water can
be found in metastable phases. These can be solid phases, both crystalline
and amorphous and liquid phases. In Sec. 2.2 a description of the known
stable and metastable phases of water is given.

The anomalies of liquid water are discussed in Sec. 2.3. The behaviour
of water is anomalous in every respect. In fact thermodynamics, dynamics
and structure of water are all characterized by the appearance of unexpected
features. Many authors have pointed out that life on Earth strongly depends
on the anomalous properties of water (see for example Refs. [1, 2, 6]). In
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16 2. Features of supercooled water and aqueous solutions

particular the melting point, the boiling point and the vapour-liquid critical
point can be found at temperatures much higher with respect to compounds
built with elements close to oxygen in the periodic table, like NH3, CHCl3
or CH3CH3. This allows Earth to be bathed by liquid water. The large
heat capacity and high thermal conductivity of water contribute to thermal
regulation both in the environment and in living organisms. Importantly
the density of water does not increase upon cooling but it has a maximum
at 4◦ C (T = 277 K). This causes the freezing of lakes and oceans to proceed
from top down, so that the layers of ice formed at the interface with air
insulates the bottom body of water, preventing further freezing and allowing
the survival of living organisms.

The origin of the appearance of anomalies in stable and metastable water
is not yet fully understood. In the past thirty years several scenarios have
been proposed to explain the striking properties of water. These scenarios
are described in Sec. 2.4, with particular regard for the liquid-liquid critical
point (LLCP) scenario.

Another well known property of water is that of being an excellent sol-
vent, particularly for polar and ionic compounds of salts. The anomalous
properties of water are affected by the presence of solutes and are in general
preserved for low and moderate concentrations. The effect of the presence
of solutes on the anomalous behaviour of water is described in Sec. 2.5, both
for polar and apolar solutes.

2.1 The water molecule and the hydrogen

bond

The single water molecule is a small planar v-shaped molecule, with an
oxygen atom in the central vertex and two hydrogen atoms in the ex-
ternal vertices. The experimental value in the gas phase for the H-O-
H angle is θ = 104.474◦ and for the intramolecular O-H distance it is
dO-H = 0.95718 Å [60]. The most exact computed values for these quantities
with ab initio calculations are θ = 104.500◦ and dO-H = 0.957854 Å [61]. A
single water molecule is shown in Fig. 2.1.

Water molecules are polar because of the large difference in the elec-
tronegativity of the two species, ∆χ = χO − χH = 3.44 − 2.20 = 1.24. The
electrons of the two hydrogen atoms are strongly attracted by the oxygen
and move towards it, leaving the protons of the hydrogen atoms partially
unscreened. Thus the charge distribution is characterized by partial charges.
An estimate of the partial charges is δq ' +0.7e for the oxygen atom and
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Figure 2.1: A single water molecule. In the gas phase, the H-O-H angle is 104.474◦

and the intramolecular O-H distance is dO-H = 0.95718 Å [60]. The two hydrogen
atoms and the the lone pairs of oxygen form a tetrahedral structure.

δq ' +0.35e for the hydrogen atoms [62]. The valence electrons of the
oxygen atom form two lone pairs. These lone pairs and the two hydrogen
atoms form an approximately tetrahedral structure, see Fig. 2.1. The dipole
moment of the water molecule in the gas phase is µ = 1.85 D [63]. For a
completely ionic O-H bond the value of the dipole moment would be 5.61
D. Hence it has been proposed that the O-H bond can be considered as 1/3
ionic and 2/3 covalent [64].

One of the most important features of the collective behaviour of wa-
ter molecules is the presence of the hydrogen bond. In general, hydrogen
bonding occurs when a hydrogen atom is strongly attracted by two atoms,
effectively forming a bond between the two. Typically it happens when a
hydrogen atom with a partial positive charge finds itself between two atoms
of oxygen or nitrogen with a partial negative charge. Nevertheless hydrogen
bonding can be found also in compounds like HF−2 , between water and halide
ions like F−, Cl−, Br−, I− (the binding energy decreases with increasing ionic
radius) or even between water and xenon [65].

Ordinary ice Ih, the stable form of water below T = 273 K at ambient
pressure, is the best example of the ability of water to form a network of
hydrogen bonds. Each molecule has four first-neighbours and it behaves as
donor of hydrogen for two of them and as acceptor of hydrogen for the other
two. As a result, a space-filling network is formed, with the first four neigh-
bours located at the vertices of a regular tetrahedron surrounding the central
oxygen atom. The strong directionality of the bond determines the presence
of many voids in the ice structure. For this reason the network formed by
the hydrogen bonds is called an open network and most importantly when
ice melts, at ambient pressure, the loss of long range order allows a closer
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packing of water molecules, with a consequent increase in density by about
9%.

The energy associated with the hydrogen bond is circa 20 kJ/mol, roughly
8kBT at ambient temperature. This energy is much bigger than the energy
associated with dipole-dipole interactions, circa 1 kJ/mol. Therefore the hy-
drogen bond is a strong bond for liquid phases, even if it is much weaker than
a covalent bond, circa 400 kJ/mol. The fact that the latent heat of fusion is
low with respect to the latent heat of sublimation indicates that in the liquid
state, most hydrogen bonds are preserved. In fact in the liquid state, close
to the melting point, the local tetrahedral symmetry is maintained even if
the order is short-ranged. Most of the peculiar properties of liquid water,
that will be covered in the following sections, arise as consequences of the
hydrogen bonded structure of water.

2.2 Stable and metastable water

At ambient conditions, T = 298 K and P = 1 atm, water is in the liquid
state. The ranges of temperatures and pressures for which it can be found
in this state are significantly wider with respect to most substances. Water
is in fact one of the few inorganic substances in the liquid state at ambient
conditions and it is by far the most abundant substance on Earth [2]. The
phase diagram for the stable phases of water is shown in Fig. 2.2.

Figure 2.2: Phase diagram of the stable phases of water in the P − T plane.
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One peculiar feature of the phase diagram of water is the negative slope
of the coexistence line between the liquid and the solid phases. The Clausius-
Clapeyron relation

dP

dT
=

1

T

λ

∆V
(2.1)

where λ is the latent heat of fusion, thus implies that when water freezes, its
volume increases, as opposed to most substances for which the solid phase
is denser. This characteristic of water is related to the so called density
anomaly, which will be discussed together with the other anomalies of liquid
water in Sec. 2.3.

The hexagonal ice Ih is not the only solid phase of water. Sixteen crys-
talline phases of water have been identified up to today. Twelve of them, ices
II, III, V, VI, VII, VIII, X, XI, XIII, XIV, XV and ordinary hexagonal ice
Ih, are stable in well defined intervals of temperatures and pressures. The
remaining four, ices IV, IX, XII and cubic ice Ic are metastable [5, 66, 67].
The presence of different forms of ice is known as polymorphism of water. In
the following we will discuss the metastable states of water, with particular
regard to supercooled water, liquid water below the freezing point.

2.2.1 Thermodynamic and mechanical stability

Thermodynamics is by definition the study of equilibrium states that pos-
sess an indefinite lifetime. However, there exist (meta-)equilibrium states
with a finite lifetime, for which the system is trapped in a relative mini-
mum of the appropriate thermodynamic potential. These states are defined
metastable states. Small thermal fluctuations, the presence of impurities or
even roughness of the container (for liquids and gases) are in general suf-
ficient to induce the transition from metastable states to the energetically
favored corresponding equilibrium states. In order to be able to investigate
a metastable state, its lifetime must be longer than the observation time.
In turn this needs to be much longer than the structural relaxation time
(towards equilibrium) so that

τrel << τobs < τlife . (2.2)

We do not discuss here the details of the theory of metastability [6] but we
recall some concepts useful for our studies.

Starting from the second principle of thermodynamics, the conditions of
thermal and mechanical equilibrium can be derived [6]. In order to have me-
chanical stability the isothermal compressibility KT = −(∂V/∂P )T/V and
the adiabatic compressibility KS = −(∂V/∂P )S/V must be positive. In or-
der to have thermal equilibrium the isobaric specific heat CP = T (∂S/∂T )P/N
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Figure 2.3: Isotherms of a generic system near a phase transition in the van der
Waals theory. The Maxwell construction is used to draw the coexistence line AKD.
The limit of mechanical stability (LMS) line BKC is also shown.

and the isochoric specific heat CV = T (∂S/∂T )V /N must be also positive.
Let us consider the van der Waals theory of a phase transition. In Fig. 2.3
generic isotherms in the P − V plane are reported. The Maxwell construc-
tion is used to draw the coexistence line AKD. However doing so, all the
points between the left intersection of the isotherms with the coexistence
line and the minimum and the ones between the maximum and the right
intersection of the isotherms with the coexistence line are excluded. These
points are not thermally stable but are still mechanically stable. In fact for
these points KT and KS are larger than zero. The compressibility diverges
at the extrema of the isotherms and it is negative in the region between the
minimum and the maximum. If we now join the minima of the isotherms
on the left side and the maxima on the right side we can draw the limit of
mechanical stability (LMS) line BKC. Thus the region of metastability can
be defined as the region enclosed between the coexistence line and the LMS
line. The only point in common between the coexistence line and the LMS
line is the critical point K, that is also the only stable point belonging to
the LMS line.

In the metastability region, nucleation phenomena of the stable phase
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can occur and special techniques must be used in experiments in order to
avoid the transition to the stable phase.

2.2.2 Metastable states of liquid and solid water

Under special conditions, such as the extreme purity of the sample, the ab-
sence of external mechanical and thermal perturbations, the high degree of
smoothness of the walls of the container, the range of existence of liquid wa-
ter can be significantly extended. At ambient pressure the range of existence
of the liquid phase of water goes from T = 273 K to T = 373 K and under
the mentioned conditions it can be extended to the range from T = 235 K
to T = 553 K. Liquid water above the boiling point is defined superheated
water and liquid water below the freezing point is defined supercooled water.
A diagram of the range of existence at ambient pressure of these phases is
reported in Fig. 2.4.

Metastable liquid phases of water are important in biological, geophysical
and industrial processes [6]. In our studies we focus on the supercooled
region. From an experimental point of view, it is possible to delay the onset
of crystallization decreasing the concentration of impurities, because they
are possible centres of nucleation of the solid phase. This can be achieved
dividing the sample in small droplets, with dimensions 1-10 µm. On average
they will contain less than one impurity each. The limit of this technique
is reached when the intrinsic rate of crystallization becomes so fast that the
lifetime of the droplets falls below the observation time [68]. For example,
the lifetime of a 5 µm droplet is of the order of 10−5 s when the rate of
crystallization reaches 1015 cm−3 s−1. This condition defines an experimental
limit, which depends on the pressure, known as homogeneous nucleation
temperature. This temperatures is T = 235 K at ambient pressure [68]. It
must be noted that the homogeneous nucleation temperature is a kinetic
limit and not a thermodynamic one. As thus it can be considered as a
practical limit, function of the cooling rate and of the observation time [5].

If the cooling rate is fast enough, the homogeneous nucleation can be by-
passed and water can be brought to the glass transition. The phase resulting
from this kinetic transition is a solid phase that lacks long range order, an
amorphous phase or a glass. The glass transition temperature is defined as
the temperature at which the viscosity of the system becomes η = 1013 poise
(= 1012 Pa·s). The temperature at which the glass transition occurs in water
is an open question, although a generally accepted value is Tg = 136 K at am-
bient pressure [5,69]. The glass transition is not a thermodynamic transition
but a kinetic one. This implies that different cooling procedures can produce
slightly different glass transition temperatures. Above the glass transition
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Figure 2.4: Diagram of stable and metastable phases of non-crystalline water at
ambient pressure. Thermodynamic boundaries are represented by solid lines, while
kinetic boundaries are represented by dashed lines.
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temperature, up to T = 150 K, the temperature of spontaneous crystalliza-
tion to ice Ic, water can exist in an extremely viscous liquid state [5]. Water
in this small region is defined ultraviscous.

The interval between the homogeneous nucleation temperature and T =
150 K is often denoted as no man’s land [11]. In this region liquid water
cannot be observed with available experimental techniques because of the
tremendous increase of the crystallization rate and the consequent decrease
of the lifetime of the liquid state. However the existence of metastable liquid
water below the homogeneous nucleation temperature is not in principle
forbidden by thermodynamic constraints [5].

Besides having sixteen forms of the crystalline phase, water also has three
amorphous phases. This property is know as polyamorphism of water. The
high density amorphous (HDA) and the low density amorphous (LDA) are
the most known forms of glassy water. Recently also the very high density
amorphous (VHDA) has been identified [70]. In particular it has been shown
that the amorphous states formed starting from the liquid or the vapour,
through the hyperquenching of small droplets or the deposition of the vapour
on a metal plate at very low temperatures, correspond to the LDA. While
the amorphous states formed starting from the solid, through compression,
correspond to the HDA [5, 6, 71–73]. Furthermore it has been shown that a
first-order-like transition exists between LDA and HDA with a discontinuous
jump in the density when the coexistence line is crossed [74]. The existence
of two distinct liquid phases in the no man’s land, the low density liquid
(LDL) and the high density liquid (HDL), corresponding respectively to
their amorphous counterparts LDA and HDA has been hypothesized. We
will come back to this matter in Sec. 2.4 where the liquid-liquid critical point
(LLCP) hypothesis will be discussed.

2.3 The anomalies of liquid water

Although water is the most common liquid on Earth, it cannot be defined as
an ordinary liquid. In fact water behaves in most respects differently from
what one would expect for a simple liquid [75]. Up to today 67 anomalies
of water have been discovered [4–6, 76]. The molecular structure of the
water molecule is apparently very simple but the intra-molecular hydrogen
bonding structure determines an highly complex and anomalous behaviour.
In the following we will review some of the anomalous properties of water
with particular regard to the ones relevant for the discussion of the results
presented in Chap. 4, 5 and 6.

Probably the most known anomaly of water is the density anomaly. As
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Figure 2.5: TMD line for D2O in the P − T plane. Circles are from experiments
and the line is an extrapolation from Ref. [78]. TM represents the melting line and
TH the locus of homogeneous nucleation (see Sec. 2.2.2). Figure from Ref. [77].

we anticipated in Sec. 2.2, the density anomaly is connected with the fact
that the slope of the liquid-solid coexistence line is negative for water, which
is the opposite of what happens in most substances. At ambient pressure,
the density of water does not decrease monotonically with increasing tem-
perature, as one would expect, but it shows a maximum at T = 277 K.
When pressure is varied, the temperature at which the density maximum
occurs changes. Thus a line of density maxima can be drawn in the phase
diagram: this line is called the temperature of maximum density (TMD)
line. In Fig. 2.5 the experimental TMD line is shown for D2O [77], together
with the melting line and the locus of homogeneous nucleation.

Beyond the density maximum, the existence of a density minimum in
deep supercooled confined water has been observed experimentally [79, 80].
At temperatures lower than the density minimum temperature, the normal
behaviour of the density as a function of temperature is restored. The con-
finement in small silica pores allowed in this case to avoid the crystallization.
These results indicate that also in bulk water a density minimum could be
found, as it is also seen in computer simulation studies [22].

Let us now consider the thermodynamic response functions, the isother-
mal compressibility KT , the isobaric specific heat CP and the coefficient of
thermal expansion αP . They are defined by the relations:
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KT = − 1
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)
P
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and they are connected to the fluctuations of volume and entropy by the
equations:

〈(δV )2〉 = V kBTKT (2.6)

〈(δS)2〉 = NkBCP (2.7)

〈δV · δS〉 = V kBTαP . (2.8)

These relations link the macroscopic thermodynamic response function with
the microscopic behaviour described by statistical mechanics. Thus the
isothermal compressibility is a measure of the volume fluctuations, being
V in Eq. 2.6 the mean value of the fluctuating volume for a fixed number of
particles. The isobaric specific heat is proportional to the entropy fluctua-
tions of N molecules at fixed pressures. It is also connected to the isochoric
specific heat, through the relation CP − CV = TV (α2

P/KT )/N . The coef-
ficient of thermal expansion measures the cross-correlations of entropy and
volume. Furthermore the TMD line is the thermodynamic locus along which
the coefficient of thermal expansion is zero. In fact αP = (∂V/∂T )P/V =
−(∂ρ/∂T )P/ρ.

In Fig. 2.6 the experimental behaviour of the isothermal compressibil-
ity KT at several pressures is shown. At ambient pressure the isothermal
compressibility decreases at high temperatures, reaches a minimum around
T = 319 K and then it increases rapidly, especially in the supercooled re-
gion. The minimum of KT moves at lower temperatures, when pressure is
increased. In a simple liquid the isothermal compressibility decreases mono-
tonically with decreasing temperature.

In Fig. 2.7 we report the experimental isobaric specific heat CP . Its trend
with temperature is analogous to that of the isothermal compressibility. At
ambient temperature CP has a minimum at T = 308 K then it increases
steadily. The isobaric specific heat monotonically decreases with decreasing
temperature in a simple liquid.
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Figure 9. The temperature dependence of supercooled water’s isothermal compressibility at several
pressures. Lines are fits of experimental data to power-law divergences as per equation (11), with
exponent γ = 0.373. Reprinted, with permission, from [24], Debenedetti P G, Metastable Liquids,
Concepts and Principles copyright (1996) Princeton University Press, and adapted originally
from [61].

5.3. Sound velocity

The hydrodynamic sound velocity is given by

c = (ρm Ks)
−1/2 = (ρm KT cv/cp)

−1/2 (5)

where ρm is the mass density and Ks the adiabatic compressibility: Ks = (∂ ln ρ/dP)s .
Trinh and Apfel [72] used the diffraction of a laser beam by an ultrasonic standing wave
(about 3 MHz) to measure the sound velocity in supercooled water at atmospheric pressure
down to −16.75 ◦C. The data show a decrease from 1410 m s−1 at 0 ◦C to 1310 m s−1 at
−16.75 ◦C. The opposite trend would apply for a normal liquid, that is to say one whose
adiabatic compressibility decreases upon cooling. The same authors [73] calculated the
speed of sound from thermodynamic data, using equation (5), and predicted a minimum
with respect to temperature around −25 ◦C. Using an acoustic levitation technique, Trinh
and Apfel [74] measured the sound velocity down to −33 ◦C at 54 kHz. The data show
a levelling-off of the sound velocity below −25 ◦C, with a possible minimum around
−30 ◦C (c ≈ 1230 m s−1), although experimental uncertainties prevent the unambiguous
characterization of the low-temperature trends as levelling-off versus showing an extremum.

Figure 2.6: Experimental isothermal compressibility KT for several pressures.
Curves are fit of experimental data with power law relations. Data from Ref. [81]
and figure from Ref. [6].
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Figure 11. The temperature dependence of supercooled water’s isobaric heat capacity cp at
atmospheric pressure. Literature data (•) included in the original [69], as well as measurements
of Angell et al (◦). Reprinted, with permission, from [24], Debenedetti P G, Metastable Liquids,
Concepts and Principles copyright (1996) Princeton University Press, and adapted originally
from [69].

As predicted by Rahman and Stillinger via molecular dynamics [83], water’s dynamic
structure factor exhibits two modes. The high-frequency mode shows linear dispersion for
wavevectors q above about 4 nm−1, with velocity 3200 m s−1, as observed in stable D2O
by means of inelastic neutron scattering [84] and in stable [85–88] and supercooled [82, 89]
H2O by means of inelastic x-ray scattering. It was thought originally that this high-frequency
mode corresponded to a second, ‘fast sound’, perhaps associated with hydrogen dynamics.
However, the similarity of the spectra in H2O and D2O indicates that this mode is a centre-of-
mass property. The velocity changes progressively from 3200 to 1500 m s−1 upon decreasing q
below 4 nm−1 [86], indicating that water’s ‘fast sound’ [83] is simply the normal longitudinal
acoustic branch, which is subject to a positive dispersion. This interpretation is consistent
with simulations [90, 91], and has been rendered quantitative through measurements of the
density dependence of the sound velocity [88] and the temperature dependence of the relaxation
time [89]. The low-frequency mode is weakly dispersive, and when extrapolated to q = 0 it
implies a sound velocity of about 1500 m s−1. However, simulations [92] and comparisons
between water and ice [86] have shown that this mode has a large transverse component at large
wavevectors, whereas sound waves are longitudinal. Ruocco and Sette [93] have reviewed this
topic recently.

5.4. Miscellaneous static properties

Table 3 lists measurements of the dielectric constant, vapour pressure and surface tension of
supercooled water.

Figure 2.7: Experimental isobaric specific heat CP at ambient pressure. Data from
Ref. [82] and figure from Ref. [6].
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Figure 10. The temperature dependence of the thermal expansion coefficient of supercooled D2O
at several pressures. The high-temperature portions of the isobars are from [313]. Reprinted, with
permission, from [24], Debenedetti P G, Metastable Liquids, Concepts and Principles copyright
(1996) Princeton University Press, and adapted  originally from [56].

Speed of sound measurements in supercooled water under pressure (!3.5 kbar) were performed
by Petitet et al [75].

Rouch et al [76] used Brillouin scattering to study sound propagation in supercooled water
down to −9 ◦C in the GHz range. This method involves measuring the frequency of sound
waves generated by the scattering of a single-frequency laser beam,

c = ωBλ

4πn sin(θ/2)
(6)

where the measured quantity is ωB, the Brillouin frequency ( f = ωB/2π is the sound wave
frequency), λ is the laser beam wavelength, n is water’s index of refraction and θ is the
scattering angle. Results from this technique, subsequently extended to −20 ◦C by Teixeira
and Leblond [77] and by Conde et al [78], show monotonically decreasing sound velocity
upon supercooling, as do the measurements of Bacri and Rajaonarison [79] down to −26 ◦C.

To date, the discrepancy at T ! −23 ◦C between the measurements of Apfel and co-
workers [72–74], which span the kHz–MHz range and suggest the existence of a sound velocity
minimum (adiabatic compressibility maximum), and the GHz-range Brillouin scattering
measurements [76–79] that show a monotonic decrease in the sound velocity have not
been resolved. One possible interpretation of this discrepancy is an anomalous dispersion
relationship in deeply supercooled water, whereby the sound velocity would decrease with
increasing frequency. Subsequent studies aimed at probing sound dispersion in supercooled
water, however, have ruled out this possibility [80–82]. Using Brillouin scattering (1–10 GHz),
Magazú et al [80] and Cunsolo and Nardone [81] observed positive dispersion and a well-
defined minimum in the sound velocity with respect to temperature that shifts towards higher
temperatures with increasing frequency.

Figure 2.8: Experimental coefficient of thermal expansion αP at several pressures
for D2O. Data from Ref. [83] and figure from Ref. [6].

The experimental trend of the coefficient of thermal expansion αP at
several pressures is shown in Fig. 2.8. At ambient pressures αP = 0 at T =
277 K, the temperature of maximum density (TMD), then upon decreasing
temperature it becomes negative and rapidly decreases. At higher pressures
the temperature for which αP = 0 decreases, as we have seen also looking
at the TMD in Fig. 2.5. In a simple liquid αP is expected to decrease
monotonically with decreasing temperature, remaining greater than zero.

The trends of the density ρ and of the thermodynamic response functions
KT , CP and αP as functions of the temperature, at ambient pressure, are
reported together with the expected trends for a simple liquid in Fig. 2.9.
In simple liquids the volume and entropy fluctuations become smaller de-
creasing the temperature. In water the volume and entropy fluctuations
becomes instead larger at low temperatures, as signaled by the increase of
the isothermal compressibility and the isobaric specific heat respectively.
Moreover another anomalous behaviour is indicated by the change of sign of
the coefficient of thermal expansion below T = 277 K (at ambient pressure).
In fact this means that volume and entropy fluctuations at low temperatures
are anti-correlated, that is to say an increase in volume implies a decrease
in entropy. This anti-correlation is caused by the formation of the open
network of hydrogen bonds for which a decrease in orientational entropy is
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Figure 3. A schematic comparison of the isobaric temperature dependence of the density ρ, thermal
expansion coefficient α, isothermal compressibility KT and isobaric heat capacity cp for water and
a simple liquid.

(This figure is in colour only in the electronic version)

liquids, volume and entropy fluctuations become smaller as the temperature decreases. In
water, on the other hand, volume and entropy fluctuations become more pronounced as the
temperature lowers. In most liquids, entropy and volume fluctuations are positively correlated:
an increase in volume results in a corresponding increase in entropy. In water below 4 ◦C, on the
other hand, volume and entropy fluctuations are anti-correlated: a decrease in volume brings
about an increase in entropy. Figure 3 illustrates the striking contrast between water and
‘normal’ liquids. This dichotomy becomes increasingly pronounced in the supercooled range.

The anti-correlation between entropy and volume is a consequence of the formation of an
open hydrogen bonded network, in which a decrease in orientational entropy is accompanied
by a volume increase. Although this network is transient and short-ranged in the liquid,
as opposed to being permanent and long-ranged in ice, it is the microscopic basis for water’s
negative thermal expansion, and consequently it influences the thermodynamics of liquid water
profoundly.

At temperatures between 273 and 306 K, the shear viscosity of liquid water decreases
with pressure up to about 1 kbar (figure 4) [1, 18]. Likewise, the self-diffusion coefficient
increases with pressure for temperatures lower than 300 K [19]. The pressure dependence of
these transport coefficients is anomalous: in most liquids, compression causes loss of fluidity.
In cold water, on the other hand, compression disrupts the hydrogen bond network, giving
rise to increased fluidity [20, 21]. Translating this qualitative physical picture into a predictive
theory for water’s transport properties remains, as with thermodynamic quantities, a major
challenge.

4. Ranges of stability and metastability

Figure 5 shows the temperature domains of stability and metastability for liquid and
glassy water at atmospheric pressure [3, 22]. The stable liquid range is limited by the

Figure 2.9: Trends of the density ρ (top left panel), the coefficient of thermal
expansion αP (top right panel), the isothermal compressibilityKT (bottom left panel)
and the isobaric specific heat (bottom right panel) as functions of temperature for
water and for a simple liquid. Figure from Ref. [5].

accompanied by an increase in volume.
We can also note that all the response functions show an (at least) appar-

ent divergent behaviour in the supercooled region. Sometimes their trend is
generalized by a power law expression of the kind

X = A

(
T − TS
TS

)λX
(2.9)

where X is the generic response function, A is an amplitude, λX is the
exponent associated to the divergence of the quantity X and TS is the tem-
perature at which the divergence occurs. Speedy and Angell [84] proposed a
singular temperature at T = 228 K. The origin of these apparent divergences
in the behaviour of the response functions is still debated. Several theories
have been proposed to explain this phenomenon and the other anomalies of
water. We will enter more into details in Sec. 2.4.

The anomalies of water are not only thermodynamic. Also its dynamic
behaviour is anomalous. Let us now consider the self-diffusion coefficient (or
diffusivity) D. It is connected to the mean square displacement (MSD) of a
particle by the relation

D = lim
t→∞

〈|rj(t′ + t)− rj(t
′)|2〉t′

6t
(2.10)
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Figure 12. The pressure dependence of liquid water’s self-diffusion coefficient at several
temperatures. Reprinted, with permission, from [19].

these authors were also able to calculate a jump distance that increased upon supercooling (e.g.,
L = 1.29 Å at 20 ◦C and 2.39 Å at −20 ◦C). It was not possible to determine accurate values for
the self-diffusion coefficient at low temperatures because under these conditions the linewidth
was lower than the half-width at half-maximum of the instrument’s resolution function [116].

Figure 12 shows the pressure and temperature dependence of supercooled water’s self-
diffusion coefficient [19]. At atmospheric pressure the diffusivity decreases almost 15-fold
between 25 and −35 ◦C [107]. Notably, the diffusivity increases with pressure at low enough
temperatures (T ! about 10 ◦C [19, 108, 109]). The isobaric temperature dependence at 1 bar
shows deviations from Arrhenius behaviour, with an effective activation energy that increases
at lower temperatures to about 45 kJ mol−1 at −31 ◦C [7].

In a remarkable study, Kay and co-workers measured the extent of isotope exchange and
mixing in vapour-deposited thin films of amorphous water using temperature-programmed
desorption [49, 114, 117, 118]. Amorphous solid water (ASW) films were formed by molecular
beam deposition onto Au(111) and Ru(001) single-crystal substrates. Isotopically labelled
H2

16O and H2
18O nanoscale films (<5000 Å thick) were deposited sequentially on top of

each other, and temperature-programmed desorption was used to measure quantitatively the
desorption kinetics and thereby reveal the extent of mixing between the films of different
isotopic composition [49]. The substrates were heated by means of a resistance, from 85 K
to a temperature above which the films had completely desorbed [117]. Quantification of the
temperature-dependent diffusivity was done by fitting a one-dimensional transport model to the

Figure 2.10: Experimental self-diffusion coefficient D of water, at constant tem-
perature, as a function of the pressure. Figure from Ref. [5].

and to the viscosity, through the Stokes-Einstein relation

D = µkBT (2.11)

where µ is a generic mobility coefficient. For spherical particles in a liquid
µ = 1/(6πηr), where η is the viscosity and r is the radius of the particles.

In simple liquids the diffusion coefficient is expected to decrease upon
compression. On the contrary for water below circa T = 283 K the diffusivity
increases upon increasing the pressure (or analogously the density) until a
maximum is reached (P ' 150 MPa at T = 283 K). This behaviour is
known as diffusivity anomaly. In Fig. 2.10 the experimental behaviour of
the diffusion coefficient for a wide range of temperature and pressures is
reported. In computer simulations it has been shown that upon further
decreasing the density, the normal behaviour is restored, passing through a
minimum in the diffusion coefficient. The maxima and the minima of the
diffusivity at constant temperature can be joined to draw a line of diffusivity
extrema [12,85,86].

Glass forming liquids, such as water, are usually classified in two cat-
egories, according to their dynamic behaviour. The liquids for which the
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diffusion coefficient is an exponential function of 1/T

D = D0 exp

(
− EA
kBT

)
(2.12)

where EA is the activation energy, are said to have Arrhenius (or activated)
behaviour. The liquids that show a different functional relationship be-
tween the diffusion coefficient and 1/T are said to have non-Arrhenius be-
haviour. Following Angell’s classification of glass forming liquids, elaborated
originally using the viscosity, liquids for which the viscosity is an exponen-
tial function of 1/T are said strong liquids and those that have a differ-
ent functional relationship are said fragile [9, 87]. The functional form for
non-Arrhenius behaviour is often fitted using the empirical Vogel-Fulcher-
Tamman (VFT) law

D = D0 exp

(
− B

T − T0

)
(2.13)

where B and T0 are the fitting parameters. In alternative the non-Arrhenius
behaviour is treated by the more refined mode coupling theory (MCT) [88,
89]. This theory describes the particles in a dense liquid as temporary
blocked in a cage of their neighbours. The MCT predicts the existence of
a critical temperature TC at which the diffusion coefficient, or equivalently
the inverse of the relaxation time of the correlation functions, goes to zero
with a power law

D ∝ τ−1 ∝ (T − TC)γ (2.14)

with γ larger than 1.5. The validity of the MCT theory has been confirmed
for several systems [87] and in particular for confined water [90, 91].

Water shows a crossover from a non-Arrhenius behaviour at high temper-
ature to an Arrhenius behaviour at low temperature, also known as fragile
to strong crossover (FSC) [9]. This crossover has been widely investigated
in experiments on confined water [92–96] and in computer simulations both
on bulk and confined water [13,97,98].

In Fig. 2.11 is shown the logarithm of the relaxation time (proportional
to the inverse of the diffusion coefficient) as a function of 1/T measured
for water confined in MCM-41 silica pores [92]. The crossover from non-
Arrhenius behaviour at high temperature, fitted here using the VFT law, to
Arrhenius behaviour at low temperature is clearly visible. The experimental
investigation of the FSC is hampered in bulk water by the homogeneous
nucleation. Computer simulations indicate that it can be found also in bulk
water [99]. Recent experimental results suggest also that in low temperature
water the Stokes-Einstein relation is violated and consequently the diffusion
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by the ideal mode-coupling theory [7], where the real
structural arrest transition is avoided by an activated hop-
ping mechanism below the transition.

In Fig. 2, we report the temperature variation of h!Ti for
water molecules as a function of pressure. It is seen that
Figs. 2(a)–2(d) show clearly a transition from a VFT law:
h!Ti ! !1 exp"DT0=#T $ T0%&, where D is a constant pro-
viding the measure of fragility and T0, the ideal glass
transition temperature, to an Arrhenius law: h!Ti !
!1 exp"EA=RT&, where EA is the activation energy for the
relaxation process and R the gas constant. This transition of
VFT to Arrhenius behavior, previously observed at ambi-
ent pressure [18], is the signature of a FS dynamic tran-
sition predicted by Ito et al. [17]. In this Letter, we show
the extension of this transition into finite pressures. The
transition temperature, TL, as the crossing point of the VFT
law and Arrhenius law, is calculated by 1=TL ! 1=T0 $
#DkB%=EA. However, in Figs. 2(e) and 2(f), the cusplike
transition becomes rounded off and there is no clear-cut
way of defining the FS transition temperature. Note that in
Fig. 2(f), there is still a hint of fragile behavior at high
enough temperature.

Summarizing all the results, we show in a P-T plane, in
Fig. 3, the observed pressure dependence of TL and its
estimated continuation, denoted by a dashed line, in the

pressure region where no clear-cut FS transition is ob-
served. One should note that the TL line has a negative
slope, parallel to TMD line, indicating a lower density
liquid on the lower temperature side. This TL line also
approximately tracks the TH line, and terminates in the
upper end when intersecting the TH line at 1600 bar and
200 K, at which point the character of the dynamic tran-
sition changes. We shall discuss the significance of this
point later on. A special feature of the TL line at the lower
end should be noted as well. The line essentially becomes
vertical after around 200 bar and the transition temperature
approaches a constant value of '225 K.

Since TL determined experimentally is a dynamic tran-
sition temperature, it is natural to question whether the
system is in a liquid state on both sides of the TL, and if so,
what would the nature of the high-temperature and low-
temperature liquids be? Sastry and Angell have recently
shown by a MD simulation that at a temperature T (
1060 K (at zero pressure), below the freezing point
1685 K, the supercooled liquid silicon undergoes a first-
order liquid-liquid phase transition, from a fragile, dense
liquid to a strong, low-density liquid with nearly tetrahe-
dral local coordination [19]. Prompted by this finding, we
may like to relate, in some way, our observed TL line to the
liquid-liquid transition line, predicted by MD simulations
of water [6] and speculating on the possible location of the
low-temperature critical point.

According to our separate inelastic neutron scattering
experiments, which measure the librational density of
states of water contained in 18 Å pore size MCM-41-S,
water remains in disordered liquid state both above and
below the FS transition at ambient pressure. Further-
more, our analysis of the FS transition for the case of
ambient pressure indicates that the activation energy bar-

FIG. 3 (color online). The pressure dependence of the FS
dynamic transition temperature, TL, plotted in the P-T plane
(solid circles). Also shown are the homogeneous nucleation
temperature line, denoted as TH [25], crystallization tempera-
tures of amorphous solid water [26], denoted as TX, and the
temperature of maximum density line, denoted as TMD [27].τ

τ
τ
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(c) (d)

(e) (f)

FIG. 2 (color online). Temperature dependence of h!Ti plotted
in log#h!Ti% vs T0=T or 1=T. Data from ambient pressure, 400,
800, 1200, 1600, and 2000 bars are shown in panels (a), (b), (c),
(d), (e), and (f), respectively.
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Figure 2.11: Average translational relaxation time τT as a function of 1/T for water
confined in silica MCM-41 pores at several pressures. Data and figure from Ref. [92].

coefficient and the viscosity become decoupled, with Dτ and Dη/T not
temperature independent anymore. [100,101].

Thermodynamic and dynamic anomalies of water have often been quali-
tatively described as consequences of the structure of water and its hydrogen
bond network. It has been in shown in theory [85] and in computer simu-
lations [85, 102] that the regions of thermodynamic and dynamic anomalies
are both encompassed by a wider region of structural anomalies. This region
was defined considering a local orientational order parameter q, measuring
the degree of tetrahedrality of the arrangement of water molecules in the first
shell and a translational order parameter t, which measures the tendency of
two water molecules to sit at a preferential separation. These order parame-
ters possess a region of anomalous behavior, where they both decrease upon
compression [102]. The line of structural anomalies is then built consider-
ing the loci of maximum orientational order, at low densities, and minimum
translational order, at high densities. Inside this region of structural anoma-
lies water becomes more disordered upon compression. Therefore it has been
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Figure 2.12: Loci of structural, dynamic and thermodynamic anomalies for SPC/E
water. The region of structural anomaly is bound by the loci of q maxima (triangles
up) and t minima (triangles down). Within this region the degree of order of water
decreases upon compression. The diffusivity anomaly region is bound by diffusion
coefficient minima (circles) and maxima (diamonds). Inside this region the diffusion
coefficient increases upon increasing density. The region of density anomaly is bound
by the TMD points (squares). Within this region the density of water increases upon
isobaric heating. Data and figure from Ref. [85].

demonstrated that structural, dynamic and thermodynamic anomalies of wa-
ter occur in a cascade as the degree of order is increased. In Fig. 2.12 the
cascade of water anomalies is depicted.

2.4 Scenarios for supercooled water

Several scenarios have been elaborated in the last thirty years to explain
the numerous anomalies of water. We shall first describe the scenario in
which we will work when we present our results, the liquid-liquid critical
point (LLCP) scenario.

2.4.1 The LLCP scenario

The LLCP scenario has its origin in the 1992 Poole et al. paper [7]. On
the basis of computer simulations on ST2 water, Stanley’s group at Boston
University hypothesized the existence of two distinct phases of water in
the deep supercooled region (the no man’s land), the low density liquid
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(LDL) and the high density liquid (HDL), corresponding respectively to the
experimentally observed amorphous phases LDA and HDA (see Sec. 2.2.2).
The two phases of supercooled water, in analogy with what happens with
their corresponding amorphous phases, would be separated by a first order
phase transition line. This line would end in a LLCP, above which the
distinction between the two phases disappears. From the LLCP a line of
maxima of the thermodynamic response functions is emanated, the so called
Widom line. This line can be thought as an extension of the coexistence line
in the one phase region [13,14] and it can be observed also for the ordinary
liquid-vapour critical point [103].

In Fig. 2.13 the main features of the LLCP scenario are shown in T − P
plane. In the LLCP scenario the apparent divergences of the thermody-
namic response functions we have seen in Sec. 2.3, are due to the progres-
sive increase of the correlation length upon approaching the critical point.
Eventually the correlation length and the trends of thermodynamic response
functions are supposed to diverge at the critical point. Even the anomalous
behaviour of water at ambient temperature could be framed in this scenario
as a consequence of the long range fluctuations induced by the presence of
a critical point.

The Poole et al. [7] paper inspired a vast amount of experimental [11,31,
42,79,92,96,104,105], theoretical and computer simulation [3,12–30] works.

The experimental investigation of the LLCP in bulk water is hampered
by the fact that the homogeneous nucleation intervenes before being able to
reach the temperature of the putative critical point. However experiments
sustained the hypothesis that the amorphous phases of water can be con-
nected to the normal liquid through a reversible thermodynamic path [106].
Mishima and Stanley [11, 31] studying the decompression-induced melting
lines of different high-pressure phases of ice in small emulsified droplets,
found that the ice IV melting line shows a discontinuity at the location pro-
posed for the liquid-liquid transition. From the study of the Gibbs potential
surface and the corresponding equation of state, they predicted the occur-
rence of a LLCP at T ' 220 K and P ' 100 MPa. Recently an electron
spin resonance experiment [105] found for bulk water results consistent with
the coexistence of LDL and HDL phases in the deep supercooled region.
One method used to avoid crystallization of water is to confine it in small
pores. Chen’s group at MIT is one of the most active in this field of re-
search. They performed several neutron scattering experiments on water
confined in silica MCM-41 pores [42, 79, 92, 96] and found results consistent
with the LLCP scenario. Very recently Zhang et al. [42] observed for the
first time in confined D2O the appearance of hysteresis in density, confirm-
ing the presence of a first order phase transition line. They also located the
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Figure 2.13: Main features of the LLCP scenario. The LDA and HDA are separated
by a first order phase transition line. This line extends above the glass transition
line in the so called no man’s land and separates the two distinct liquid phases LDL
and HDL. At the end of the coexistence line is situated the LLCP, above which the
distinction between the two liquids disappears. TH is the line of the homogeneous
nucleation and TM is the melting line. Figure from Ref. [3] by courtesy of O. Mishima.
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critical point for confined D2O at T = 210± 10 K and P = 150± 50 MPa.
The structural properties of the hypothesized LDL and HDL phases were
also investigated studying the water radial distribution functions (RDFs) by
neutron diffraction scattering experiments. Soper and Ricci [104] found that
the second shell of the oxygen-oxygen RDF collapses in HDL with respect
to LDL, with a substantive breaking of the hydrogen bonds between the
first and the second shell of water. Moreover in HDL, the hydrogen bonds
within the first shell become more linear. In Fig. 2.14 the oxygen-oxygen,
oxygen-hydrogen and hydrogen-hydrogen RDFs from Ref. [104] are shown.
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factors. The results were rH ! 0.0402 molecules!Å3

(equivalent to a macroscopic density of 1.20 g!cm3) and
rL ! 0.0295 molecules!Å3 (equivalent to 0.88 g!cm3).
It will be recognized that although approximate these
values are quite close to the reported densities of
high-density and low-density amorphous ice [26]. With
these choices of rL and rH we obtain a"26 MPa# ! 0.40,
a"209 MPa# ! 0.63, and a"400 MPa# ! 0.80. The ex-
trapolated OO structure factors for high- and low-density
water are shown in Fig. 1, and it should be noted that they
show considerable resemblance to the x-ray diffraction
data from high-density and low-density amorphous ices
[27], even though they have been obtained by a quite
separate procedure.
The high- and low-density radial distribution functions

estimated by the EPSR procedure are shown in Fig. 2. The
principal feature to emerge is that, while the first peak in
gOO"r# is barely altered in position between the two den-
sities, the second peak moves from $4.5 Å in LDW to
$3.4 Å in HDW, with corresponding shifts occurring in
the third and subsequent coordination spheres. At the same
time the first intermolecular peak in the OH distribution
near 1.81 Å in LDW actually moves inwards to 1.77 Å
for HDW, which implies, if anything, a more linear hy-
drogen bond in HDW compared to LDW. Therefore the
collapse of the second shell cannot be accounted for as

FIG. 2. Site-site radial distribution functions for low density
(lines) and high density (circles) water as obtained by EPSR
simulation of the corresponding structure factors, curves (a) and
(e), respectively, of Fig. 1.

FIG. 3. Spatial density function (SDF) for water as determined
from the EPSR simulation of low (a) and high (b) density water.
Each map is plotted in a 10 Å 3 10 Å window. A central water
molecule lies in the z-y plane of the coordinate system. The
lobes of density outside are a three-dimensional rendering of
contours of the SDF at a level 1.9 times the average density of the
liquid in each case. Pronounced lobes (I) are observed opposite
each OH vector on the central molecule and in a broad band of
density at right angles to these underneath the central molecule,
corresponding to the first shell of (approximately) tetrahedrally
bonded water molecules. A second shell is seen (labeled II)
which is in antiphase with the first shell. Note how this shell
collapses in going from LDW to HDW, and in the x-z plane
merges with the first shell near the x axis. This collapse is the
primary signature of the structural transformation that occurs as
water density is increased.

2883

Figure 2.14: Oxygen-oxygen, oxygen-hydrogen and hydrogen-hydrogen RDF at
T = 268 K, for LDL and HDL as calculated starting from neutron diffraction exper-
imental data. Data and figure from Ref. [104].

Computer simulations play a very important role in the study of the
LLCP scenario and of supercooled water in general. In fact the crystalliza-
tion can be avoided in simulations and thus the study of the no man’s land
is possible. As we mentioned several times already the LLCP scenario was
born from results on the ST2 model of water [7]. Since then, data consistent
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with the existence of LDL and HDL phases and the occurrence of the LLCP
have been found using the ST2 [18,20,24,25], SPC/E [29], TIP4P [18,24,28],
TIP5P [13, 21, 26], TIP5P-E [22], TIP4P-Ew [23] and BSV [27] models for
water. The location of the LLCP for TIP4P water proposed by Tanaka [28]
was contested by Sciortino et al. [24] who determined bounds for the LLCP of
TIP4P water, T < 200 K and P > 70 MPa. Brovchenko et al. [107] proposed
the occurrence of multiple liquid-liquid transitions and critical points by
data from simulations performed with the ST2, SPC/E, TIP4P and TIP5P
models. These results have however been cast into doubt by Liu et al. [25]
who underlined how the inadequate treatment of long range electrostatics or
the not fully justified suppression of fluctuations in the restricted ensemble
calculations performed in Brovchenko et al.’s paper, may have led to the
presence of artifacts in the simulation results.

Simplified models have been also important in studying the plausibility
of the LLCP scenario. Truskett et al. [30] showed the possible emergence of
the LLCP scenario in an analytical model for water. Mean field calculations
and Monte Carlo simulations have been performed using a two-dimensional
cell (lattice) model [14–16, 99]. In particular it was shown that varying the
parameters of this model, one is able to recover all the scenarios proposed
for supercooled water. The validity of the LLCP hypothesis for real water
was predicted on the basis of the mapping of available experimental data for
water onto the parameters of the cell model [16]. Three-dimensional spher-
ically symmetric models, such as the Jagla ramp potential (JRP) [55, 56]
have been also used to study water anomalies and their possible link to the
LLCP [12,13,17,35,57–59,102,108,109]. This model is characterized by the
presence of two length scales, a hard core corresponding to water first co-
ordination shell and a soft core corresponding to water second coordination
shell. With the appropriate choice of parameters, the Jagla ramp potential
(supplemented by an attractive tail) displays thermodynamic, dynamic and
and structural anomalies of water [12]. Also the LDL-HDL coexistence and
the LLCP are found in this model [12, 17, 57]. These results demonstrated
that tetrahedrality or even orientation dependent interactions are not nec-
essary conditions for the appearance of water anomalies and liquid-liquid
transition. Therefore the anomalous phenomenology of water seems to be
generated only by the presence of two distinct length scales in the interaction
potential [12, 13, 17, 58, 59, 108–113]. Spherically symmetric potential with
softened core have been used also as coarse-grained models for a number of
substances beyond water, such as metallic and colloidal systems [114–118].

Experimental and computer simulation evidence of the existence of a
liquid-liquid phase transition at high temperatures and pressures has been
found also for silicon [119], germanium [120], silica SiO2 [121] and BeF2 [122].
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Indirect experimental evidence has been also found for sulphur [123] and
selenium [124].

The dynamic anomalies and in particular the FSC can be also framed in
the LLCP scenario. Experiments [92–96,125] and computer simulations [12,
13,15,57,98] have pointed out how the FSC appears to occur when crossing
the Widom line, above the LLCP. The dynamic crossover can be related
to the maxima of the specific heat occurring at the Widom line through
the Adam-Gibbs theory. More details will be given when discussing the
results on the dynamics of the HS-JRP set (see Sec. 6.4). In water, it
has been observed that the behaviour of the diffusion coefficient changes
from non-Arrhenius (fragile) to Arrhenius (strong) where the structural and
thermodynamic properties change from HDL to LDL, suggesting a strong
relationship between the thermodynamic and the dynamic transitions.

2.4.2 Other scenarios for supercooled water

In this section we briefly review the other scenarios that have been proposed
to explain the appearance of the anomalies in supercooled water.

The first unifying scenario was proposed by Speedy [10] in 1982 and it
is known as stability limit conjecture. In this scenario the increase in the
thermodynamic response functions was attributed to the approach to the
LMS line, where the supercooled liquid becomes unstable with respect to
the vapour phase. This scenario predicted also the existence of a continuous
LMS line bounding the superheated and the supercooled states, reverting
to positive pressures for low temperatures. This behaviour of the LMS line
would be anomalous, as in simple liquids the LMS line has a positive slope in
all the phase diagram [5]. Subtle arguments of thermodynamic consistency
basically ruled out this scenario [5]. Furthermore no evidence of a retracing
LMS line was found either in experiments or in computer simulations.

The singularity-free scenario was first presented by Sastry et al. [8] in
1996. In this scenario the increase in the thermodynamic response functions
is seen as a consequence of the presence of the density anomaly. KT , CP
and αP (absolute value) increase due to the anti-correlation of volume and
entropy at low temperatures but they do not eventually diverge. Their val-
ues remain instead finite, and no underlying singularity is predicted [126].
Maxima in KT , CP and αP are thus predicted both in the LLCP scenario
(above the critical point in this case) and in the singularity-free one. In
the LLCP case the maxima of the three response functions are expected to
grow upon increasing pressure; in the singularity-free case only KT and αP
maxima grow while CP maxima do not change in height. Until recently this
was the only difference between the two scenarios above the homogeneous
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nucleation temperature. Using the two-dimensional cell model mentioned
above, it was shown that the effect of pressure on the dynamics is strik-
ingly different in the two scenarios [15], thus proposing a new criterion to
distinguish between them.

In 2008 Angell proposed a new scenario, the critical point-free scenario
[9]. In this case the liquid-liquid transition is hypothesized to be an order-
disorder transition, possibly having a weak first order character. This tran-
sition should extend to the region of negative pressures, down to the LMS
line. Upon meeting the LMS line the coexistence line terminates and no
critical point occurs.

Very recently Zhang et al. [42] although supporting the LLCP scenario,
argued that the LLCP might have a different nature and phenomenology
from the liquid-vapour critical point. In particular they proposed that the
LLCP might be a tricritical point, joining a line of first order phase tran-
sition with a line of second order phase transition. The existence of the
second order phase transition was suggested by the appearance of kinks in
the behavior of the coefficient of thermal expansion for water confined in
silica pores.

2.5 Anomalies in aqueous solutions

Besides being a very special liquid, water is also known to be quite an ex-
traordinary solvent [69]. It is generally well known that the presence of
solutes in water affect thermodynamic quantities, such as the melting point,
the boiling point and viscosity. But the effect of the presence of solutes is
not limited to those quantities and the modifications induced by the solutes
on the behaviour of water could help in shedding light on the numerous open
questions regarding bulk liquid water [127]. In particular the effect of the
presence of solutes on the critical behaviour has been widely studied with re-
gard to the liquid-vapour critical point [37–40], while the study of the effect
of solutes on the LLCP phenomenon is a relatively new subject [128, 129].
Because of the fundamental functions aqueous solutions play in living sys-
tems, the study of the liquid-liquid critical behaviour in aqueous solutions
can also be important in biology. In this section we will review some features
of the aqueous solutions with polar (hydrophilic) or apolar (hydrophobic)
solutes. A complete description of the phenomena related to the presence of
solutes in water is beyond the aim of this section and we will limit ourselves
to the presentation of the properties relevant for the discussion of the results
in the following chapters.
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2.5.1 Polar solutes

The prototype of polar solutes is represented by ionic compounds dissolved
in water. In particular it is well known that alkali-halides have very high
solubility in water. The majority of works in literature concentrated on
the properties of ionic aqueous solutions at ambient temperature or on the
study of the glass transition (see Ref. [69] and references therein). The
thermodynamics of ionic aqueous solutions in the mild supercooled regime,
where water anomalies increase, still lacks a thorough investigation. The
properties of solutions of ionic compounds in water at low temperatures are
relevant in different fields, including cryopreseration of living cells [32], cloud
formation [33] and food preservation [130].

The anomalous properties of water have been experimentally analysed in
the supercooled NaCl(aq) and NaNO3(aq) [131, 132] with differential scan-
ning calorimetry. It was found the anomalous behaviour of thermodynamic
response functions and the appearance of a TMD are preserved in the solu-
tions up to concentrations from low to moderate. The anomalous behaviour
progressively weakens upon increasing the concentration of salts [131, 132].
In particular for NaCl(aq) we show in Fig. 2.15 the experimental isobaric
specific heat, at ambient pressure, of water and NaCl(aq) at several concen-
trations. For low concentrations the behaviour of the specific heat remains
similar to that of bulk water. Upon increasing concentration differences start
to appear but the anomaly, with the presence of a minimum in the trend
of CP as a function of the temperature and a successive increase for lower
temperatures is found up to circa c = 2.00 mol/kg, even if it progressively
weakens as the concentration increases. For higher still concentrations, the
anomalous behaviour disappears and the trend expected for simple liquids is
recovered. Also the presence of a TMD point at ambient pressure was inves-
tigated at it was found that the TMD is still present up to c = 1.487 mol/kg
and it disappears at a concentration in the range from c = 1.487 mol/kg to
c = 2.330 mol/kg [131].

The study of anomalies in ionic solutions is important because ionic aque-
ous solutions are more easily supercooled than bulk water as the temperature
of homogeneous nucleation shifts to lower temperature upon increasing con-
centration [41]. In ionic solutions, the position of the liquid-vapour critical
point moves to higher temperatures and pressures, following the slope of
the liquid-vapour coexistence line (see Ref. [40] and references therein). Up
to today very little is known on the effect of the ions on the hypothesized
LLCP. Some authors [133, 134] reported that ions seem to be more favor-
ably solvated in the HDL phase. Mishima [134, 135] reported experimental
evidences of a possible liquid-liquid transition in LiCl(aq).
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partial molar enthalpy and the number of moles of species i in
the system, respectively. For a system in which an intercon-
version of a component from one species to another occurs, eq
39 predicts a singularity if the derivative (∂ni/∂T)p becomes
infinite, as in the interconversion of ice to liquid water. If (∂ni/
∂T)p does not become infinite, as in the equilibrium mixture of
ortho- and para-hydrogen, then the constant pressure heat
capacity will have a maximum along an isobar. These two
examples were two-state interconversions; however, eq 39 holds
also in the more general case of any number of species in the
system.
We consider next these several interpretations of the increase

in heat capacity that occurs with decreasing temperature in the
supercooled region and what, if anything, the present measure-
ments tell us about the competing interpretations of the
anomalous properties of water in the supercooled region.
Singularity-Free Interpretation. In Sastry et al.’s54 ther-

modynamic proof of the relation of the slope of the TMD to
the line of extrema of the compressibility (i.e. the singularity-
free interpretation) there is an implicit requirement that a TMD
does exist. This requirement arose in the condition of a 0-valued
expansivity (Rp ) 0), in their eq 1. In the absence of Rp ) 0,
there is not a thermodynamic necessity of an extrema of the
compressibility. The effector in their compressible lattice model
was the formation of a random hydrogen-bonded network and
the concomitant expansion of the lattice upon formation of the
hydrogen bonds. It is through the formation of the hydrogen-
bonded network that a locus of maxima in heat capacity and
the anomalous volumetric properties appear. We consider here
the relation of the TMD and the heat capacity behavior at
supercooled temperatures for NaCl(aq).
Figure 6 shows all of the heat capacity measurements for

NaCl(aq) and for H2O. As the concentration of NaCl increased
in the solution, the anomalous portion of the heat capacity was
reduced. At high electrolyte concentration, 3-6 mol‚kg-1, there
was no apparent anomalous characteristic, even to temperatures
as low as 206 K for 6 mol‚kg-1 NaCl(aq). Figure 7 shows the
density of NaCl(aq) for supercooled temperatures at 0.1 MPa,
against temperature and molality. The lines are values calculated
from Archer’s 1992 equation of state for NaCl(aq).33 Also shown
in the figure are recent density measurements made by
Mironenko et al.57 The comparison of their new measurements
to the older equation of state demonstrated that values of
densities calculated from the 1992 equation of state are
reasonable for these supercooled conditions which are outside
of the range of the original data used for generation of that
equation of state. As the concentration of NaCl(aq) increases

in very dilute solutions, the TMD shifts to lower temperatures.
The TMDs for 0.5 and 1 mol‚kg-1 occur near 270.8 and 263.5
K, respectively. As the concentration of electrolyte increases
further, the TMD either moves to temperatures below 240 K or
disappears entirely. For the concentrations that show a TMD
in Figure 7, the (T, p) slope of the TMD is negative, which is
required for the maxima in the compressibility and heat capacity
to appear at temperatures below the TMD.
As the TMD moves to lower temperature with increasing salt

concentration, the temperature at which anomalous effects begin
to appear in the heat capacity of the solution also moves to
lower temperature and by a like amount. Therefore, there is a
strong empirical linkage between the TMD and the appearance
of the anomalous heat capacity effect, both as functions of NaCl
concentration. For 1 mol‚kg-1 NaCl(aq), the TMD is decreased
from that of pure water by approximately 13-14 K and the
difference in temperatures at which the heat capacity has
increased by 5% over the nonanomalous behavior is ap-
proximately 17 K. For 0.5 mol‚kg-1 NaCl(aq) the TMD is 6.3
K less than that for pure water and the anomalous characteristics
of the heat capacity occur approximately 10 K less in temper-
ature than for pure water. Of course, the differences in
temperature for the anomalous effects in the heat capacity
depend to some degree on what one chooses to call “nona-
nomalous” behavior and how one chooses to measure the
difference in temperatures of the onset of anomalous behavior.
Nonetheless, regardless of how one chooses to define an
empirical variation in anomalous heat capacity, the decrease in
both the TMD and the temperature of rapid increase of the heat
capacity appear to be directly related to each other. This
correlation should seem to be strong evidence of an inherent
linkage of the two effects for water, specifically, and also more
generally, as the linkage is clearly observed for gradual increase
of electrolyte in the solution. In this way, the present measure-
ments give strong support to Debenedetti and coauthors’
argument that the empirically observed anomalous behavior of
supercooled solutions can be a direct result of the thermody-
namic consequences of the existence of a negatively sloped
TMD. For concentrations of NaCl(aq) where there is no TMD
observed above 240 K, there appeared no grossly anomalous
behavior in the heat capacity. For concentrations where there
is a TMD present, the shift in temperature of the TMD is of the
same order of magnitude as the lowering of temperature of the
anomalous effect in the heat capacity.
Critical Point Scenario. Figure 8 shows the apparent molar

heat capacity of NaCl(aq), calculated from the equations given

Figure 6. Specific constant pressure heat capacity of water and NaCl-
(aq) from Tables 3 and 4.

Figure 7. Density of NaCl(aq) for different compositions and against
temperature at 0.1 MPa. The solid lines are calculated from the 1992
equation of state from Archer. The symbols are the recent measurements
from Mironenko et al.57
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Figure 2.15: Isobaric specific heat for water and for NaCl(aq) at different concen-
trations obtained by experiments performed with differential scanning calorimetry.
Data and figure from Ref. [131].

A large body of experimental [136–145] and computer simulations [146–
159] papers exists regarding the structural properties of ionic solutions, espe-
cially at ambient temperature. The modifications of water-water structure
induced by the ions have been studied in a number of papers [136–141,146–
150]. Depending on the effect that ions have on water structure, they have
been in the past classified as structure-makers or structure breakers. This
classification is mainly qualitative [146] and the legitimacy of its usage has
been recently challenged [137,138,142]. Structure-making ions are supposed
to induce a rearrangement of nearby water molecules that results in a ordered
hydration structure. This would be attained with actual breaking of bonds
between water molecules in order to reorganize them around the ion. Con-
versely structure-breaking ions are believed only to weaken or distort hydro-
gen bonds of surrounding water molecules, with no actual breaking of bonds.
Works dealing with ion-ion structure [140,142,143,147,151,152,154,155] are
usually mainly concerned with the presence or absence of cluster of ions.
The formation of large clusters of ions has been observed both in experi-
ments [143] and in computer simulations [152, 154, 155]. The ion-water (or
hydration) structure has been intensely investigated [136, 138, 140–142, 144,
145,147,149,152,155–159]. So far most of the work has been done at ambient
temperature, with few papers focusing on the supercooled region [148,159].
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2.5.2 Apolar solutes

Phenomena related to the solvation of apolar solutes in water are interesting
for a variety of problems, such as biological membranes formation, globular
protein folding and the stability of mesoscopic assembly [34–36,160]. In the
past a large number of papers have addressed the problem of hydrophobic
hydration (see for example Refs. [22,35,150,161–171]). Small apolar solutes,
such as alkanes and noble gases are poorly soluble in water but one intriguing
anomaly of water in solutions is the very large increase in the solubility of
hydrophobic gases upon decreasing temperature [172].

Figure 2.16: Experimental solubilities of noble gases in water at ambient pressure
as a function of the temperature. Data from Ref. [173] and figure from Ref. [76].

In Fig. 2.16 the experimental solubilities of noble gases at ambient pres-
sure as a function of the temperature is shown. The solubility of small
hydrophobic solutes decreases upon decreasing the temperature until a min-
imum is reached in the temperature range from T =' 310 K to T ' 350 K.
When the temperature is further decreased, the solubility increases mono-
tonically [35,162]. The solvation free energy of these kinds of solutes is large
and positive due to the large entropy contribution but these quantities have
a marked temperature dependence that cause the increase of solubility at low
temperatures [172]. The solubility of model hydrophobic particles, namely
hard spheres (HS) in the JRP particles we mentioned in Sec. 2.4 (see Sec. 6.2
for details) has been recently assessed [35]. It was found that the mixture of
HS and JRP particles shows a temperature of minimum solubility, similarly
to experimental results for water. Moreover it was observed that HS are
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more favorably solvated in low density phases of water, as previously found
in computer simulations on TIP5P water [22].

The effect of apolar solutes on the anomalies of water was studied with
an analytic model for water [128]. It was found that the anomalies in the
thermodynamic response functions and the TMD are still present when small
apolar solutes are added to water, at least for low mole fractions of solutes.
The thermodynamics and the structure in the supercooled region was studied
for water embedded in a matrix of soft hydrophobic spheres [54]. Some of
the result of this work will be discussed in comparison to the PR-TIP4P set
in Chap. 4.

The effect of the presence of hydrophobic solutes on the vapour-liquid
critical points was studied for solutions of hydrocarbons in water [40]. For
these systems it was found that the critical line starting from the bulk water
critical point shifts to lower temperatures and higher pressures and then it
reverts, through a knee to higher temperatures. The effect of weak interact-
ing apolar solute on the LLCP was studied with an analytical model [129]
and it was found that the temperature of occurrence of the LLCP can be
elevated, using a certain class of apolar solutes.



Chapter 3

Molecular Dynamics

Computer simulations have a dominant role in the study of the physics of
liquid matter. After the first pioneering works [174–176], computer simula-
tions techniques have evolved following the progressive increased availability
of computing power and nowadays they are the preferred theoretical meth-
ods for the investigation of the properties of liquids. This happens partly
because the equations describing the statics and the dynamics of liquids can-
not often be solved analytically and the approximations used to deal with
them do not always work well. In the case of the static properties for exam-
ple, the Ornstein-Zernike equation can only be solved approximately. The
two most used approximations are the Percus-Yevick and the hyper-netted
chain approximations but when compared to the experimental results they
do not always give encouraging results [177].

This chapter covers the general concepts of the molecular dynamics (MD)
technique. The first section, Sec. 3.1, deals with the main steps of this
simulation method. In the following sections details about the integration
algorithm, Sec. 3.2, thermostats and barostats in MD, Sec. 3.3, and the
Ewald summation method, Sec. 3.4, are discussed.

The MD technique was used in this thesis for the investigation of the PR-
TIP4P and the JJ-TIP4P sets. The specific simulations details for these two
sets will be reported in the respective chapter with the results: chap. 4 for
the PR-TIP4P set and chap. 5 for th JJ-TIP4P set. For the study of the HS-
JRP set the discrete molecular dynamics (DMD) technique was employed.
The key ideas of the DMD and the specific details for the HS-JRP set will
be given in Chap. 6 together with the results for the this set.

43
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3.1 The MD technique

Classical MD is a deterministic simulation method that allows the calcu-
lation of thermodynamic, static and dynamic properties of a many-body
system [178]. The motion of the particles (atoms or molecules) that con-
stitute the system is determined solving Newton’s equations. With a fixed
number of particles the Hamiltonian of the simulated system is in general
given by

H =
N∑
i=1

p2
i

2m
+ U(r1, r2, . . . , rN) =

N∑
i=1

p2
i

2m
+

N∑
i=1

N∑
j>1

u(|ri − rj|) (3.1)

where N is the total number of particles and U is the many-body interaction
potential. In the right-hand side of the equation we are assuming that U
can be approximated with the sum of the radial potentials u between pairs
of particles.

The particles are subject to Newton’s laws of motion

mir̈i =
dpi
dt

= Fi = −∇riU (3.2)

vi = ṙi =
pi
mi

. (3.3)

Given the positions and the velocities of the particles at time t, the equations
of motion are integrated with discrete time steps δt and the positions and
the velocities of the particles at time t + δt are computed. The trajectories
of the particles are thus determined in a deterministic way. Details about
the integration algorithm are given in Sec. 3.2. From the microscopic motion
it is possible to evaluate macroscopic quantities using statistical mechanics.
In the MD technique the validity of the ergodic hypothesis is implied. If
we consider a generic thermodynamic quantity A, then under the ergodic
hypothesis

〈A〉 =

∫
A(rN ,pN)ρ

[
H(rN ,pN)

]
drNdpN = Ā = lim

t→∞

1

t

∫ t

0

A(rN ,pN)dt′

(3.4)
the average calculated over the ensemble is identical to the average calcu-
lated over time steps. In MD this hypothesis holds when the simulation time
exceeds by far the characteristic time of molecular motion. Simulation runs
are usually divided into two parts. During the equilibration runs the system
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is evolved until equilibrium is reached and the thermodynamic properties
and in particular the energy of the system remain constant over time. This
can be done by rescaling the velocities, as explained in Sec. 3.3. In the pro-
duction runs, the trajectories are accumulated and then average quantities
are computed.

If we are working in the microcanonical ensemble, the total energy of
the system E = K + U is conserved. Methods to deal with MD in different
ensembles are discussed in Sec. 3.3. In the NV E ensemble the temperature
can be calculated from the equipartition theorem by the relation

T =
2

3

〈K〉
kB

=
1

3

∑N
i=1miv

2
i

kBN
(3.5)

while the pressure can be calculated using the virial theorem [178], with P
given by

P =
NkBT + 〈V〉

V
(3.6)

where V = 1
3

∑N
i=1 ri · Fi is the virial.

Let us suppose that our simulation box is cubic and the edge of the box
is L (thus V = L3). To avoid introducing artifacts due to the presence of
the surfaces of the cube, it is necessary to implement periodic boundary
conditions. The central simulation box is replicated in all directions form-
ing an infinite lattice. As a consequence a particle leaving the central box
corresponds to its image entering the box from the opposite side. With the
minimal image convention, a reference particle in the central box interacts
only with the particles and the image particles contained in a cube centered
on the reference particle and with the same dimensions of the simulation
box.

Usually the interaction potential is not calculated for all distances but a
truncation is introduced. Only the interaction distances for which rij = |ri−
rj| < rcut ≤ L/2 are retained for the computation of the interactions. With
the cut-off, one needs to introduce long range corrections to the interaction
potential. For short range potentials, as the Lennard-Jones (LJ) potential,
the standard corrections [178,179] for the potential energy and for the virial
are given respectively by

ucorr
ij = 2π

NiNj

V

∫ ∞
rcut

gij(r)uij(r)r
2 dr (3.7)

Vcorr
ij = −2π

NiNj

V

∫ ∞
rcut

gij(r)
∂

∂r
uij(r)r

3 dr (3.8)
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where gij(r) is the pair radial distribution function (RDF) between particle
i and particle j. It is usual to take gij(r) = 1 for r > rcut. For long
range potentials, as the electrostatic potential, special care is required. The
Ewald summation method for the treatment of the electrostatic interactions
is discussed in Sec. 3.4.

3.2 MD integration algorithms

In order to calculate the trajectories of the particles subject to Newtons’s
laws, Eq. (3.2)-(3.3), we need an integration algorithm. The integration
time step must be much less than the time taken by the molecule to cover a
distance equal to its own length. Typically δt = 10−15 s = 1 fs for phenomena
that take place at the picoseconds or nanoseconds scale. Let us suppose that,
as in the case of water, the particles are rigid molecules. In this case the
motion can be separated into translational and rotational motion.

The integration of the translational motion is quite straightforward. The
most common algorithm is called leap-frog algorithm and it is derived from
Verlet’s algorithm [178]. The latter considers the Taylor expansion for the
position, the velocity and the acceleration of a molecule

ri(t+ δt) = ri(t) + vi(t)δt+
1

2
aiδt

2 + ... (3.9)

vi(t+ δt) = vi(t) + ai(t)δt+
1

2
biδt

2 + ... (3.10)

ai(t+ δt) = ai(t) + bi(t)δt+ ... . (3.11)

If we now take ri(t−δt) = ri(t)−vi(t)δt+
1
2
aiδt

2+... and sum it to Eq. (3.9) we
can eliminate the velocity term from the equation for the position, obtaining

ri(t+ δt) = −ri(t− δt) + 2ri(t) + aiδt
2 +O(δt4) (3.12)

making the algorithm faster. In the Verlet procedure the velocity can be
recovered calculating

vi(t) =
ri(t+ δt)− ri(t− δt)

2δt
. (3.13)

Verlet’s algorithm is fast and robust but it does not allow an accurate com-
putation of the velocities. This can be amended with the leap-frog algorithm.
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Given the quantities ri(t), ai(t) e vi(t − 1
2
δt) a two step iteration is made,

in which first the velocities are updated through

vi(t+
1

2
δt) = vi(t−

1

2
δt) + ai(t)δt (3.14)

then the positions of the particles are calculated with

ri(t+ δt) = ri(t) + vi(t+
1

2
δt)δt . (3.15)

The forces are calculated after the second step and the new accelerations can
be put into Eq. (3.14) to begin a new iteration. A diagram of the leap-frog
iteration algorithm is depicted in Fig. 3.1.

Figure 3.1: Schematic representation of the leap-frog algorithm. Dashed lines
represent the first step, Eq. (3.14), with the calculation of the velocities while solid
lines represent the second step, Eq. (3.15), with the calculation of the positions.

The leap-frog algorithm yields more accurate positions. They are in
fact calculated using a velocity at a time closer to t + δt. The forces are
computed taking the derivative of the potential generated by the distribution
of particles ensuing from Eq. (3.15). Velocities at time t can be simply
obtained from the relation

vi(t) =
vi(t+ 1

2
δt)− vi(t− 1

2
δt)

δt
. (3.16)

The integration of the rotational motion of molecules requires a more
complex treatment. The vector τ i, the torque with respect to the centre of
mass of the molecule positioned at ri, is defined by

τ i =
∑
a

(ria − ri) ∧ Fia =
∑
a

dia ∧ Fia (3.17)

where dia denotes the position of the atom a within the molecule i with
respect to its centre of mass. The orientation of a rigid body in the space
can be defined by a rotation matrix that consents the transformation from
the frame of reference of the laboratory to the one of the centre of mass.
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This matrix is usually defined in terms of three independent angular param-
eters, the Euler angles (ϕ, θ, ψ). A quadri-dimensional vector, with unitary
norm, can be defined as a function of the Euler angles. This vector is called
quaternion and it permits to have convergent equations of motion. Defined
q as

q = (q0, q1, q2, q3) with q20 + q21 + q22 + q23 = 1 (3.18)

the rotation matrix can be written in terms of q. It reads

R =

 q20 + q21 − q22 − q23 2(q1q2 + q0q3) 2(q1q3 − q0q2)
2(q1q2 − q0q3) q20 − q21 + q22 − q23 2(q2q3 + q0q1)
2(q1q3 + q0q2) 2(q2q3 − q0q1) q20 − q21 − q22 + q23

 ,

(3.19)
and if d̂ia is the position of the atom a in the center of mass frame, its position
in the laboratory frame is obtained by dia = RT d̂ia. The quaternion for each
molecule satisfies the equations of motion:

q̇0
q̇1
q̇2
q̇3

 =
1

2


q0 −q1 −q2 −q3
q1 q0 −q3 q2
q2 q3 q0 −q1
q3 −q2 q1 q0




0
ωx
ωy
ωz

 (3.20)

where (0, ωx, ωy, ωz) are the components of the angular velocity vector ω in
the centre of mass frame. This system does not possess singularities and it
can be solved with a procedure similar to the one applied for the integration
of the translational motion. To solve the rotational motion we can use the
equation:

dJ

dt
=

d

dt
(Iω) = τ (3.21)

where J is the total angular momentum of the molecule, I the moment of
inertia matrix and τ the torque of the molecule (for convenience here we
drop the subscript i indicating each molecule). This equation is evidently
coupled to Eq. (3.20). Having stored J(t− 1

2
δt), q(t) and τ (t) the equations

for the rotational motion can be solved iteratively, first updating the angular
momentum through:

J(t) = J(t− 1

2
δt) + τ (t)

1

2
δt . (3.22)

Then the q̇ can be calculated from Eq. (3.20) and a guess for q(t + 1
2
δt) is

given by
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q(t+
1

2
δt) = q(t) + q̇(t)

1

2
δt . (3.23)

The last two are auxiliary equations to estimate q(t + 1
2
δt) and calculate q̇

at the half-step time. Now the new J and q can be calculated through the
relations:

J(t+
1

2
δt) = J(t− 1

2
δt) + τ (t)δt (3.24)

q(t+ δt) = q(t) + q̇(t+
1

2
δt)δt . (3.25)

3.3 Thermostats and barostats in MD

In Sec. 3.1 we have seen that the basic MD algorithm is thought in the micro-
canonical NV E ensemble. However it is possible to implement algorithms
that simulate the presence of a thermostat and/or a barostat. Therefore
MD can be performed in different ensembles such as the canonical NV T
ensemble or the isothermal-isobaric NPT ensemble.

For the thermostat, the most common techniques are known as Nosé-
Hoover [180], Berendsen [181] and Gaussian constraint [182]. Only the first
one reproduces exactly the trajectories in the canonical ensemble. The oth-
ers give properties that differ from the averages in the canonical ensemble,
typically of O(1/N) [178]. In most cases this accuracy is enough and indeed
the Berendsen algorithm is by far the most used in MD simulations. In the
Berendsen algorithm the velocities are rescaled through ṙi → sṙi and the
change in temperature per time step in terms of the rescaling parameter s
is given by:

s =

[
1 +

δt

τT

(
T0
T
− 1

)]1/2
(3.26)

where τT is the time constant of the coupling to the external bath and T0 is
the desired temperature.

In general the coupling of the system to a thermostat and/or a barostat
can be effectively obtained also adding terms to the Lagrangian of the sys-
tem, thus modifying the equations of motions. The general Lagrangian of a
system is

L =
1

2
m

N∑
i=1

|ṙi|2 − U . (3.27)
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In the case of a thermostat, we insert a thermal bath and rescale the veloci-
ties writing ṙi → sṙi. The new Lagrangian in terms of the rescaled quantities
is

L =
1

2
m

N∑
i=1

s2 |ṙi|2 − U +
Q

2
ṡ2 − (3N + 1)kBT0 ln s (3.28)

where Q is the “mass” associated with the thermal bath. The modified
equations of motions that are obtained are of the kind

r̈i = − 1

mis2
∂U

∂ri
− 2ṡ

s
ṙi (3.29)

Qs̈ =
1

s

[∑
i

misṙ
2
i − (3N + 1)kBT0

]
(3.30)

With this method the energy of the system is not conserved but the en-
ergy of the total system constituted by the system plus the thermal bath is
conserved.

Beyond the canonical ensemble, another common working ensemble is
the isothermal-isobaric NPT ensemble. In analogy with what we have seen
for the temperature, algorithms can be implemented to fix the pressure,
adjusting dynamically the volume and in case the shape of the simulation
box. The most common algorithms for the introduction of a barostat are
known as Hoover [183] and Berendsen [181].

3.4 Ewald summation

For long range interactions, such as the electrostatic interactions, the cut-
off plus corrections method described in Sec. 3.1 is not sufficient to achieve
accuracy. In this case, special care is needed in dealing with potential trun-
cation and long range contributions. As a matter of fact the inadequate
treatment of electrostatic interactions can lead to severe artifacts in the re-
sults of the simulations [25]. There exist several methods for the treatment
of the electrostatic interactions. In the following the general ideas of the
most used method, the Ewald summation method, are described.

Taking into account the periodic boundary conditions, the electrostatic
energy term of the interaction potential can be written as

UE =
1

2

N∑
i=1

qiφE(ri) (3.31)
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and φE is given by

φE =
N∑
j=1

∑
R

qj
|rij + R|

(3.32)

where R = nL, n = (nx, ny, nz), with nx, ny, nz ∈ Z. The sum is performed
with the convention that i 6= j if R = 0.

By adding and subtracting screening charges, we can break the sum into
two parts, UE = USR + ULR. The first part contains the original point
charges screened by diffuse clouds of opposite charges; this part becomes
short ranged and can be evaluated in the real space. The second part com-
pensate for the added screening charges and it is generated by the sum of
the screening charge densities (with opposite charge); it is evaluated in the
Fourier space. The screening charges are typically taken with a Gaussian
distribution:

ρs(r) = −qi
(α
π

)3/2
e−αr

2

. (3.33)

First let us calculate the long range part of the sum. Having taken the
screening charges as in Eq. (3.33), the compensating charge distribution can
be written as

ρc(r) =
N∑
j=1

∑
R

qj

(α
π

)3/2
exp[−α|r− (rj + R)|2] (3.34)

and its Fourier transform is given by

ρ̃c(k) =

∫
V

dr e−ik·rρc(r) =
N∑
j=1

qje
−ik·rje−k

2/4α . (3.35)

The field generated by this charge distribution can be calculated using the
Poisson’s equation in the Fourier space, k2φ̃(k) = 4πρ̃(k). Anti-transforming
the field thus obtained and plugging it into the long range part of the sum,
we obtain

ULR =
1

2

N∑
i=1

qiφc(ri) =
1

2V

∑
k 6=0

4π

k2
|ρ̃(k)|2e−k2/4α (3.36)

where ρ̃(k) =
∑N

i=1 qie
−ik·ri . This part of the potential contains spurious self-

interactions terms as the point charges at ri interact with the compensating
charges also at ri. The self interactions terms represent the potential at
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center of the Gaussian charge distributions and they are to be subtracted
from the final expression to recover the correct Coulombic energy.

Now we calculate the short range part of the sum. Using the Poisson’s
equation in the real space −∇2φ(r) = 4πρ(r) it is possible to demonstrate
that the screening potential can be written as

φs(r) =
qierf (α1/2r)

r
(3.37)

where erf is the error function. It is defined by

erf (x) =
2

π1/2

∫ x

0

e−t
2

dt . (3.38)

The self-interaction terms correspond to φself = φs(0) = 2
(
α
π

)1/2
qi and the

total self-interaction energy becomes

Uself =
(α
π

)1/2 N∑
i=1

q2i (3.39)

which must be subtracted from the total electrostatic energy. Using the
result (3.37), the short range part of the sum can be rewritten as

USR =
1

2

∑
R

N∑
i 6=j

qiqj

[
1

|rij + R|
−

erf
[
α1/2 |rij + R|

]
|rij + R|

]
= (3.40)

=
1

2

∑
R

N∑
i 6=j

qiqj
erfc

[
α1/2 |rij + R|

]
|rij + R|

with the erfc function defined by

erfc(x) =
2

π1/2

∫ +∞

x

e−t
2

dt . (3.41)

Putting all the terms together we finally obtain:

UE = USR + ULR − Uself =
1

2

∑
R

N∑
i 6=j

qiqj
erfc

[
α1/2 |rij + R|

]
|rij + R|

(3.42)

+
1

2V

∑
k 6=0

4π

k2
|ρ̃(k)|2e−k2/4α −

(α
π

)1/2 N∑
i=1

q2i
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The original sum has been thus separated into two parts. The short range
sum is performed in the real space while the long range sum is performed
in the Fourier space. The tuning of the parameter α results particularly
important in determining the convergence of the integrals. In order to get
fast convergence α should be large in the real space and small in the Fourier
space. A balance of these needs is usually considered and typically alpha is
set to values of the order of 5/L [178], taking a number of wave vectors of
the order of ten for the computation of the sums over k.





Chapter 4

Results for the PR-TIP4P set

In this chapter the results obtained for the PR-TIP4P are presented. The
set consists in the molecular dynamics (MD) simulations of bulk water and
NaCl(aq) with concentrations c = 0.67, 1.36 and 2.10 mol/kg [43–48]. This
set of simulations was focused on studying the modifications on the proper-
ties of water induced by the ions in the supercooled region and the role of
concentration. The first section, Sec. 4.1, provides the details of the simula-
tions performed for this set. A study on the effect of the size of the system
is presented in Sec. 4.2. In Sec. 4.3 the results concerning the thermody-
namics of the systems are shown, while the structural results are discussed
in Sec. 4.4.

4.1 Simulation details for the PR-TIP4P set

The PR-TIP4P set consists in the simulation study of four systems: bulk
TIP4P water and the solutions of sodium chloride in TIP4P water, NaCl(aq),
with concentrations c = 0.67, 1.36 and 2.10 mol/kg, performed using the
Pettitt-Rossky (PR) ion parameters [52]. The simulations of bulk water and
c = 0.67 mol/kg NaCl(aq) [43, 45, 47] were partly performed for the Master
Degree (Laurea Magistrale) thesis and are reported here for comparison. The
simulations of the c = 1.36 and c = 2.10 mol/kg [44, 46–48] were performed
during the first year of the Ph. D. program (Dottorato di Ricerca).

For water, there exist many models that can be used in computer sim-
ulations [184]. The most commonly used are ST2 (Stillinger and Rahaman
model) [164], SPC (simple point charge) [185], SPC/E (simple point charge
extended) [186], TIP5P (transferable intermolecular potential with five points)
[187] and TIP4P (transferable intermolecular potential with four points) [188].
The performance of these models in the reproduction of the experimental

55
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properties of liquid water is not uniform throughout the whole phase dia-
gram. Overall the TIP4P model appears to be the best performing model,
being able to reproduce the main feature of the phase diagram of water, es-
pecially for its numerous solid phases [189]. From this consideration we can
expect the TIP4P to work well also for the reproduction of the properties of
supercooled liquid water.

In the TIP4P model the Lennard-Jones (LJ) and the electrostatic parts of
the potential for the oxygen atom are spatially separated. The two hydrogen
atoms and the LJ site of the oxygen atom lie on a plane while the electrostatic
site of the oxygen atom, called X, is situated on the bisector of the H-O-H
angle (of amplitude θ = 104.52◦), tilted of an angle φ = 52.56◦ with respect
to the O-H axis. The O-H distance is l1 = 0.9572 Å, while the the O-X
distance is l2 = 0.15 Å. The partial charges of the sites are q1 = +0.52e for
the hydrogen atoms and q2 = −1.04e for the oxygen (X site) atom. The
LJ interaction parameters for the TIP4P model are εOO = 0.648 kJ/mol
and σOO = 3.154 Å. No LJ interaction is set on the hydrogen atoms. The
geometry of the water TIP4P molecule is represented in Fig. 4.1.

Figure 4.1: Geometry of the TIP4P water model. The values of the parameters
are l1 = 0.9572 Å, l2 = 0.15 Å, θ = 104.52◦, φ = 52.56◦, q1 = +0.52e, q2 = −1.04e,
σ = 3.154 Å.

For the simulations in the PR-TIP4P set, the interaction potential be-
tween particles is given by the sum of the LJ potential and the electrostatic
potential

Uij(r) =
qiqj
r

+ 4εij

[(σij
r

)12
−
(σij
r

)6]
. (4.1)

The LJ interaction parameters and the charges of water are those of the
TIP4P model.
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For the ions the electrostatic charges are +e for the Na+ ion and −e for
the Cl− ion. The LJ ion parameters were taken from Pettitt and Rossky [52].
The PR parameters were originally derived for the Huggins-Mayer [190] form
of the potential

Uij(r) =
qiqj
r

+Bije
−r/ρij − Cij

r6
(4.2)

where Bij, ρij and Cij are the potential parameters.
They were calculated using an integral equation approach to yield the

interatomic potential of mean force at infinite dilution for a model repro-
ducing alkali halides in water [52]. For the fitting of the parameters the
experimental data on molten salts by Fumi and Tosi were used [191].

Koneshan and Rasaiah [147] reparametrised this potential in order to use
a LJ form. For this set of parameters, in order to balance Cl-H interactions,
LJ interactions between ions and hydrogen atoms were included and taken
to be equal to the LJ interactions between ions and oxygen [152]. The PR
ion-water and ion-ion parameters for the LJ form of the potential, used in
this work, are reported in Table 4.1

Table 4.1: PR ion-water and ion-ion LJ interaction parameters [52,147].

Atom pair εij (kJ/mol) σij (Å)
Na-O 0.560 14 2.720
Na-H 0.560 14 1.310
Cl-O 1.505 75 3.550
Cl-H 1.505 75 2.140
Na-Na 0.119 13 2.443
Cl-Cl 0.979 06 3.487
Na-Cl 0.352 60 2.796

The cut-off radius for all the simulations was set to 9 Å. Usual values
of the cut-off radius are between 8 Å and 10 Å [192]. The long range elec-
trostatic interactions were treated using the Ewald summation method (see
Sec. 3.4 for theory). The integration time step was set to 1 fs. The tem-
perature was controlled using the Berendsen thermostat [181]. The volume
was fixed at the chosen values and pressure was calculated from the virial
theorem. The simulations were performed using the DL POLY 2.18 pack-
age [179].

The simulations were carried out in cubic simulation box, with edge
length L. Most simulations were performed using 256 particles. In order to
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Table 4.2: Composition of the systems with different sizes. Concentrations are in
mol/kg.

Number of molecules Bulk c = 0.67 c = 1.36 c = 2.10
Ntot=256
H2O 256 250 244 238
Na+ Cl− - 3 6 9
Ntot=512
H2O 512 500 488 476
Na+ Cl− - 6 12 18
Ntot=1024
H2O 1024 1000 976 952
Na+ Cl− - 12 24 36

study the dependence of the simulated quantities on the size of the system
some state points were simulated with double and 4-fold number of particles.
The detailed composition of each studied system for the different sizes is
reported in Table 4.2. The results on the dependence on the size of the
system are reported in Sec. 4.2.

Densities were spanned from ρ = 0.800 g/cm3 to ρ = 1.125 g/cm3 while
the temperature analyzed were T = 500, 400, 350, 300, 280, 260, 250, 240,
230, 220 and 210 K. Only for bulk water, in order to investigate the liquid-gas
limit of mechanical stability (LG-LMS) line further, other four temperature
were simulated for the ρ = 0.900 g/cm3, namely T = 195, 190, 185 and
180 K. Moreover two additional points for ρ = 0.980 g/cm3 at T = 200 K
and T = 190 K for c = 2.10 mol/kg NaCl(aq) were simulated to investigate
the behaviour of the temperature of maximum density (TMD) line. The
densities studied for each system and the corresponding box lengths are
reported in Table 4.3, for the systems with Ntot = 256.

In order to create starting configurations the particles were distributed
on a face centered cubic lattice. The crystal thus formed was then melted
at T = 500 K and the temperature was progressively reduced during the
equilibration runs. The final configuration for a given temperature was used
as starting configuration for the lower one. Some of the thermodynamic
points for bulk water were taken from a previous work of our group [54]. The
length of the equilibration and production runs are reported in Table 4.4
for temperatures from T = 500 K to T = 260 K and in Table 4.5 for
temperatures from T = 250 K to T = 210 K. The equilibration/production
times for the additional points for bulk water (only for ρ = 0.900 g/cm3) are
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Table 4.3: List of the simulated densities for each system with the corresponding
box lengths. The total number of particles is Ntot = 256. Concentrations are in
mol/kg.

Bulk c = 0.67 c = 1.36 c = 2.10
ρ (g/cm3) L (Å) L (Å) L (Å) L (Å)

1.125 - - 19.137 19.227
1.100 - 19.190 19.281 19.372
1.050 19.396 19.489 19.582 19.674
1.025 - 19.641 19.740 19.833
1.000 19.714 - - -
0.980 19.847 19.943 20.038 20.132
0.950 20.054 20.151 20.247 20.342
0.900 20.418 20.517 20.615 20.712
0.870 20.650 20.750 20.849 20.947
0.850 20.811 20.912 21.011 21.110
0.830 20.977 - - -
0.800 21.236 21.339 21.440 21.541

10000/8000 ps for T = 195 K, 20000/10000 ps for T = 190 K, 10000/10000
ps for T = 185 K and 20000/10000 ps for T = 180 K. For c = 2.10 mol/kg
NaCl(aq) (only for ρ = 0.980 g/cm3) equilibration/production times for the
additional points are 7000/5000 ps for T = 200 K and 10000/10000 ps for
T = 190 K.

For the simulations in the PR-TIP4P set, each isochore required about
10.5 ns of simulation time. As 38 isochores were simulated for the PR-
TIP4P set, the total computational time amounts to about 400 ns. On a
Linux machine with an Intel dual-core processor (clock frequency 2.2 GHz)
simulation times of 2.2 ns/day can be achieved. Thus the total of all the
simulations performed for this set required the equivalent of half a year of
continuous single CPU usage. For this set of simulations, the serial version
of the DL POLY 2.18 was employed. The simulations for bulk water and
for c = 0.67 mol/kg NaCl(aq) [43, 45, 47] were carried out on the research
group computers, while the simulations of c = 1.36 and c = 2.10 mol/kg
NaCl(aq) [44, 46–48] were conducted partly also on the INFN-Grid Roma
Tre cluster [193] and on the HPC machine [194] of the CNR-IOM Democritos
National Simulation Center at SISSA, Trieste (Italy).
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Table 4.4: Simulation times of the equilibration (tE) and production (tP ) runs for
all systems in the PR-TIP4P set for temperatures from T = 500 K to T = 260 K.
The points denoted with * were taken from Ref. [54]. Densities are in g/cm3 and
concentrations in mol/kg.

T = 500 K T = 400 K T = 350 K T = 300 K T = 280 K T = 260 K
System tE/tP (ps) tE/tP (ps) tE/tP (ps) tE/tP (ps) tE/tP (ps) tE/tP (ps)

ρ = 1.125
c = 1.36 15/15 30/30 50/50 100/80 200/150 300/300
c = 2.10 15/15 30/30 50/50 100/100 400/150 300/250
ρ = 1.100
c = 0.67 20/15 30/30 50/50 100/100 200/200 300/300
c = 1.36 15/15 30/30 50/50 100/100 400/300
c = 2.10 15/15 30/30 50/50 100/100 200/150 600/300
ρ = 1.050
Bulk */10 */25 30/30 */* */* */*
c = 0.67 20/15 30/30 50/50 100/100 200/200 300/300
c = 1.36 15/15 30/30 50/50 100/80 200/150 200/300
c = 2.10 15/15 30/30 60/50 200/100 300/150 300/200
ρ = 1.025
c = 0.67 20/15 320/20 30/30 50/50 70/75 150/150
c = 1.36 15/15 30/30 40/40 60/60 80/80 250/150
c = 2.10 15/15 60/30 80/50 200/150 200/150 300/250
ρ = 1.000
Bulk */10 */25 */* */* */* */*
ρ = 0.980
Bulk */10 */25 30/30 */* */* */*
c = 0.67 20/15 30/30 50/50 100/100 130/130 600/200
c = 1.36 15/15 30/30 50/50 100/100 150/100 250/200
c = 2.10 15/15 30/30 50/50 100/100 200/150 300/200
ρ = 0.950
Bulk */10 */25 30/30 */* */* */*
c = 0.67 20/15 30/30 50/50 100/100 150/150 200/200
c = 1.36 15/15 30/30 50/50 100/80 400/200 400/300
c = 2.10 15/15 30/30 50/30 100/100 200/150 500/300
ρ = 0.900
Bulk 10/10 20/20 30/30 75/40 90/45 150/100
c = 0.67 20/15 30/30 50/50 200/100 200/200 300/300
c = 1.36 15/15 30/30 50/30 100/80 200/150 300/250
c = 2.10 15/15 30/30 50/50 200/100 200/150 300/200
ρ = 0.870
Bulk 10/10 30/30 50/50 100/100 200/200 300/300
c = 0.67 20/20 30/30 50/50 100/100 200/180 300/300
c = 1.36 15/15 30/30 50/50 100/80 200/150 300/250
c = 2.10 15/15 30/30 100/50 200/100 400/200 600/300
ρ = 0.850
Bulk 10/10 30/30 50/50 100/100 200/200 300/300
c = 0.67 20/15 30/30 50/50 100/100 200/200 300/300
c = 1.36 25/15 30/30 50/50 100/80 200/150 300/250
c = 2.10 15/15 60/30 50/50 200/150 200/150 300/300
ρ = 0.830
Bulk 10/10 30/30 50/50 100/100 200/200 300/300
ρ = 0.800
Bulk 10/10 30/30 50/50 100/100 200/200 300/300
c = 0.67 20/15 30/30 50/50 150/150 400/300 400/400
c = 1.36 15/15 30/30 50/50 100/80 200/150 300/250
c = 2.10 15/15 30/30 50/50 200/100 400/200 600/300
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Table 4.5: Simulation times of the equilibration (tE) and production (tP ) runs for
all systems in the PR-TIP4P set for temperatures from T = 250 K to T = 210 K.
The points denoted with * were taken from Ref. [54]. Densities are in g/cm3 and
concentrations in mol/kg.

T = 250 K T = 240 K T = 230 K T = 220 K T = 210 K
System tE/tP (ps) tE/tP (ps) tE/tP (ps) tE/tP (ps) tE/tP (ps)

ρ = 1.125
c = 1.36 500/300 800/600 1000/800 1200/1000 1500/1200
c = 2.10 500/400 800/600 1500/1000 1200/1000 1500/1500
ρ = 1.100
c = 0.67 500/500 800/800 1000/800 1200/1000 1500/1200
c = 1.36 500/350 800/600 1000/800 1200/1000 1500/1200
c = 2.10 500/400 800/600 1500/1000 1200/1000 1500/1200
ρ = 1.050
Bulk */200 */* 1000/800 1200/1000 1400/1000
c = 0.67 500/500 800/800 1000/800 1200/1000 2300/2000
c = 1.36 500/350 800/600 1000/800 1200/1000 1500/1200
c = 2.10 500/300 800/600 1000/800 1500/1000 1500/1200
ρ = 1.025
c = 0.67 200/200 1200/800 1000/1000 1250/1000 1500/1200
c = 1.36 300/200 800/600 800/800 1200/1000 1500/1200
c = 2.10 550/400 1200/600 1000/800 1200/1000 1500/1200
ρ = 1.000
Bulk */200 */* 1000/800 */800 1200/1000
ρ = 0.980
Bulk */250 */* 1000/800 1200/1000 2200/2000
c = 0.67 500/500 800/600 1000/1000 1200/1000 1500/1200
c = 1.36 400/300 500/500 1000/800 1200/1000 1500/1000
c = 2.10 800/400 700/500 1500/800 1200/1000 1500/1200
ρ = 0.950
Bulk */200 */* 1000/800 1200/1000 1200/1000
c = 0.67 400/400 800/600 1000/800 1200/1000 1500/1200
c = 1.36 500/400 1000/600 1000/800 1200/1000 150/1200
c = 2.10 800/500 1200/600 100/800 1500/1000 1800/1200
ρ = 0.900
Bulk 2400/1200 1000/750 1000/750 2000/12000 1500/1500
c = 0.67 800/750 1000/800 1200/1000 1200/1000 1500/1200
c = 1.36 300/250 800/600 1400/800 1800/1000 1500/1200
c = 2.10 500/400 1200/600 2000/1000 1200/1000 3000/1500
ρ = 0.870
Bulk 500/500 800/600 1000/800 1200/1000 1500/1200
c = 0.67 500/500 750/750 1000/800 1200/1000 1500/1200
c = 1.36 1000/800 800/600 1000/800 1200/1000 1500/1200
c = 2.10 500/400 800/600 2000/1000 2400/1500 3000/1500
ρ = 0.850
Bulk 500/500 800/600 1000/800 1200/1000 1500/1200
c = 0.67 500/500 1000/700 3000/1500 1200/1000 1500/1200
c = 1.36 500/300 800/600 1000/800 1600/1000 1500/1200
c = 2.10 500/400 1200/600 2000/1000 2400/1200 2000/1500
ρ = 0.830
Bulk 500/500 800/600 1000/800 1200/1000 1500/1200
ρ = 0.800
Bulk 500/500 800/600 1000/800 1200/1000 1500/1200
c = 0.67 500/500 800/800 1500/1000 1800/1200 1500/1200
c = 1.36 500/300 800/600 1500/800 1200/1000 1500/1200
c = 2.10 500/500 800/600 1000/800 1500/1000 1500/1200
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4.2 The size of the systems

MD simulations are carried out using a finite number of particles and a finite
volume of the simulation box. Thus the conditions of the thermodynamic
limit, N → ∞, V → ∞, being their ratio ρ = N/V , constant cannot
be achieved and the calculated quantities might depend on the size of the
system. Hence studying the dependence of the computed properties on the
size of the system is useful in order to understand how big a system must
be in order to be reliable.

In order to inquire a possible dependence of the calculated quantities on
the size of the system, we conducted a study on bulk water and on c =
0.67, 1.36 and 2.10 mol/kg NaCl(aq) with PR parameters at three different
system sizes, Ntot = 256, Ntot = 512 and Ntot = 1024 [47]. The composition
of the systems is reported in Table 4.2 of the previous section.
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Figure 4.2: Comparison of the ρ = 0.980 g/cm3 isochore for bulk water and for
c = 0.67, 1.36, 2.10 mol/kg NaCl(aq), simulated with PR parameters and with total
number of particles Ntot = 256 (circles), Ntot = 512 (diamonds) and Ntot = 1024
(triangles). In the inset a blow up of the low temperature region is displayed.

Fig. 4.2 shows the ρ = 0.980 g/cm3 isochore simulated for the four sys-
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tems, bulk water and c = 0.67, 1.36, 2.10 mol/kg NaCl(aq) and at the three
sizes. We can note that there are no significant deviations in the curves
upon increasing the size of the system. This is true even for the biggest size
system, Ntot = 1024, and even at low temperatures. Therefore it can be
concluded that for the systems we are examining, the increase in the size of
the systems does not lead to significantly different results, at least for the
thermodynamic data. Taking into account also the long simulation times
required, especially at low temperatures, the smallest box, Ntot = 256, was
used for most of the simulations as it appears to be big enough to reliably
reproduce the thermodynamic properties of the systems.

4.3 Thermodynamic results

The simulated state points have been analysed in the isotherms (P − ρ)
plane and in the isochores (P − T ) plane. From the study of these thermo-
dynamic planes two important quantities can be calculated. By definition
the isothermal compressibility is given by

KT = − 1

V

(
∂V

∂P

)
T

=
1

ρ

(
∂ρ

∂P

)
T

. (4.3)

As the limit of mechanical stability (LMS) line is defined by the locus of the
points for which KT diverges, the extrema in the isotherms are points of the
LMS line. The TMD line is defined by the locus of the points where the
coefficient of thermal expansion αP is zero. As by definition αP is given by

αP =
1

V

(
∂V

∂T

)
P

= −1

ρ

(
∂ρ

∂T

)
P

= KTγV

(
∂P

∂T

)
ρ

(4.4)

where γV is the thermal pressure coefficient, the line that joins the minima
of the isochores yields the TMD line.

In Fig. 4.3 the T = 300 K, T = 280 K, T = 260 K, T = 240 K, T = 220 K
and T = 210 K isotherms are displayed for the four systems. Minima in the
isotherms can be seen for all systems. Following Eq. 4.3, these minima can
be identified with points belonging to the LG-LMS line. For high densities
the isotherms shift to lower pressures, as the concentration is increased.
For low densities, close to the LG-LMS, instead the isotherms slightly rise
in pressure and the LG-LMS minimum becomes more shallow. It can be
also noted that for all systems, the T = 220 K and T = 210 K isotherms
cross higher temperatures isotherms and inflect, showing also a loop for the
two highest concentrations, at T = 210 K. It has been previously shown in
literature [7,18] that the presence of inflections of the isotherms in this region
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of the phase diagram can be seen as signals of the approach to liquid-liquid
coexistence. The density region in which the inflections appear reduces in
width upon increasing concentration. This may indicate that the width
of the coexistence envelope reduces, as the concentration increases, with a
possible gradual weakening of the anomalous behaviour. Experimentally, a
gradual weakening of the apparent divergence of the isobaric specific heat
upon increasing the salt content, has been observed [131].

In Fig. 4.4 we can see the isochores (P − T ) plane for the four systems
studied in the PR-TIP4P set. The isochores are shown for temperatures
from T = 350 K to T = 210 K. A state point at T = 190 K is also reported
for c = 2.10 mol/kg and ρ = 0.98 g/cm3. We can observe minima in the
curves, for densities ρ ≥ 0.95 g/cm3 in bulk water, ρ ≥ 0.90 g/cm3 for
c = 0.67 mol/kg NaCl(aq), ρ ≥ 0.95 g/cm3 for c = 1.36 mol/kg NaCl(aq)
and ρ ≥ 0.98 g/cm3 for c = 2.10 mol/kg NaCl(aq). The minima of the
isochores are points belonging to the TMD line, as indicated by Eq. 4.4.
The points of the LG-LMS line, calculated looking at the minima of the
isotherms (see Fig. 4.3) have been also reported in Fig. 4.4 together with
the isochores and the TMD points. In all systems the LG-LMS line is located
entirely in the region of negative pressures, and non re-entrant behaviour is
observed down to the lowest temperature investigated. The isochores lying
below the respective LG-LMS line were not reported in Fig. 4.4.

Reproducing the behaviour that we have seen looking at the isotherms
in Fig. 4.3, also the high density isochores shift to lower pressures upon
increasing concentration. For low densities instead the isochores of the dif-
ferent systems are found at similar pressures. If we look at corresponding
isochores, we can see that the range of pressures spanned decreases by about
50 % when one goes from bulk water to c = 2.10 mol/kg. In order to better
display this behavior of the isochores, in Fig. 4.5 the ρ = 1.050 g/cm3 and
the 0.900 g/cm3 isochores are reported for all systems. We can see that the
increase of salt content has the effect of progressively packing the isochores
near the LG-LMS line. It has been previously shown in works performed
at constant pressure [136,141, 150,195], that the effect of ions on the struc-
ture of water is analogous to the application of an external pressure. This
picture is consistent with our findings, in fact isochores for bulk water coin-
cide with isochores of the solutions at higher and higher density, as the ion
concentration increases.

The behaviour of the potential energy as a function of the density, at
low temperature was also studied. Fig. 4.6 shows the potential energy at
T = 220 K calculated for the four systems as a function of the density.
We can observe that one minimum can be seen for bulk water and for
c = 0.67 mol/kg NaCl(aq). Two minima are present for the two highest
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Figure 4.3: Isotherms (P − ρ) plane for all the systems in the PR-TIP4P set.
The isotherms are reported for temperatures T = 300, 280, 260, 240, 220, 210 K. The
lines joining the simulated state points have been obtained by polynomial fitting.
The lowest density is ρ = 0.800 g/cm3 for all systems while the highest density is
ρ = 1.050 g/cm3 for bulk water (top left panel), ρ = 1.100 g/cm3 for c = 0.67 mol/kg
NaCl(aq) (top right panel), ρ = 1.125 g/cm3 for c = 1.36 and 2.10 mol/kg NaCl(aq)
(bottom left and bottom right panel respectively).



66 4. Results for the PR-TIP4P set

-300

-150

0

150

300

P
 (

M
P

a)

200 250 300 350
T (K)

-300

-150

0

150

300

P
 (

M
P

a)

200 250 300 350
T (K)

Bulk c = 0.67 mol/kg

c = 1.36 mol/kg c = 2.10 mol/kg
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Figure 4.5: Isochores in the temperature range from T = 210 K to T = 300 K,
for bulk water (diamonds), c = 0.67 mol/kg (circles), c = 1.36 mol/kg (squares) and
c = 2.10 mol/kg (triangles) NaCl(aq) at densities ρ = 1.050 g/cm3 (filled symbols)
and 0.900 g/cm3 (open symbols).

concentrations, c = 1.36 mol/kg NaCl(aq) and c = 2.10 mol/kg NaCl(aq).
It has been shown by Kumar et al. [21] that two minima in the behaviour of
the potential energy at T = 220 K can be found for water confined between
hydrophobic plates.

Now we consider the free energy F = K+U−TS, where K is the kinetic
energy, U is the potential energy and S is the entropy. At low temperatures
the kinetic and the entropic contributions become small and the potential
energy can be taken as an estimator of the behaviour of F [21,24]. Therefore
in our case the appearance of two minima in the behaviour of the potential
energy for the solution at the two highest concentration suggests the possible
presence of two stable liquid phases. In bulk water and in c = 0.67 g/cm3

NaCl(aq) only one minimum is present in the spanned range of simulated
density, with the other one possibly located at higher density. It can be
also noted that upon increasing concentration the the low density minimum
moves towards higher densities and the minima become closer to each other.
This could indicate that, as the concentration is increased, the difference be-
tween the two liquids becomes less relevant and the width of the coexistence
envelope becomes smaller.

In Fig. 4.7 the results obtained for the TMD line and the LG-LMS line of
bulk water and c = 0.67, 1.36 and 2.10 mol/kg NaCl(aq) are shown together.
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Figure 4.6: Potential energy per molecule as a function of the density of the system,
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right panel) NaCl(aq).

They are also compared with data for TIP4P water confined in a hydrophobic
environment of soft spheres [54]. Further details on this system are given in
Sec. 4.4. The lines are schematised from the data presented in Fig. 4.4 and
are reported in the range of temperatures from T = 210 K to T = 300 K.

It can be noted that the LG-LMS line is practically unaltered by the
addition of ions. The position and the shape of the LG-LMS line remain
quite similar to the case of bulk water, with only a small increase in pressure,
at low temperatures for the two highest concentrations. For the hydropho-
bic confinement, the LG-LMS line is shifted to higher pressures, by circa
200 MPa. This system can be thought as behaving like a solution of small
apolar solutes [54] and the shift of the LG-LMS line can be due to large
excluded volume effects caused by strong solute-solvent repulsion. Thus in
the case of polar solutes, excluded volume effects seem to be less relevant
and the LG-LMS line lies at similar pressures with respect to the one of bulk
water.

On the TMD line the effect of the ions is more marked. Upon increasing
concentration in fact, the TMD line moves to lower temperatures and the
upper branch moves also to lower pressures. The amplitude of the TMD
curves reduces as the concentration is increased. This seems to indicate
that in the solutions, the width of the region in which anomalies are present
progressively reduces. In the case of hydrophobic confinement the TMD
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moves to lower temperatures but to higher pressures. From this, we can
hypothesize that the addition of solutes always shift the TMD line to lower
temperatures, while the direction of the pressure shift is determined by the
polar or apolar nature of the solute.
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Figure 4.7: TMD and LG-LMS lines for bulk water, for c = 0.67, 1.36 and
2.10 mol/kg NaCl(aq) and for water confined in a hydrophobic environment of soft
spheres [54].

Summarizing the results obtained in the study of the thermodynamics
of the PR-TIP4P set, we can state that indications of the the presence of
liquid-liquid coexistence were found in bulk water and in NaCl(aq) up to the
highest concentration investigated. In fact looking at the isotherms (Fig. 4.3)
we saw that low temperature isotherms show inflections, crossing higher
temperature isotherms, in all systems. A progressive reduction in density of
the region where these inflections occurs, as the concentration increases is
also evident. The apparent reduction of the width of the anomalous region
was also found in the potential energy behavior (Fig. 4.6). The minima
found in the behaviour of the potential energy as a function of the density,
in fact become closer to each other upon increasing the salt content. These
minima have been related to the possible coexistence of a high density liquid
(HDL) phase and a low density liquid (LDL) phase. Observing the behavior
of the isochores (Fig. 4.4) we saw that they pack near the LG-LMS line with
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a downward shift in pressure upon increasing concentration. This shift in
pressure was also connected to the equivalence of the presence of ions to the
application of an external pressure. From the analysis of the isotherms and
isochores planes, the LG-LMS and TMD lines were calculated and shown
together with the same quantities for water in a hydrophobic confinement
(Fig. 4.7). While the LG-LMS line was found to be only very mildly affected
by the presence of polar solutes, the TMD line showed a shift to lower
temperatures and pressures, with also a narrowing of the amplitude of the
curve upon increasing concentration. In the case of the apolar solutes instead
the LG-LMS line moves to higher pressures because of excluded volume
effects, while the TMD line shifts to higher pressures and lower temperatures.

4.4 Structural results

In this section the structural properties of c = 1.36 mol/kg NaCl(aq), as
obtained from simulations in the PR-TIP4P set [48], are discussed and com-
pared with structural properties of water in a hydrophobic environment [54].
The intermediate concentration of NaCl was chosen for this study as repre-
sentative of the behavior of NaCl(aq) solutions, as in the c = 0.67 mol/kg
and c = 2.10 mol/kg the results do not differ significantly. The simulation
details for c = 1.36 mol/kg NaCl(aq) were given previously (see Sec. 4.1).
Let us describe here briefly the system to which we compare, water in a
hydrophobic environment, that in the following will be named Hphob. In
this system TIP4P water was simulated in a matrix of six soft spheres. The
spheres (S) are maintained frozen. The interaction potential between water
and spheres is given by

VOS = 4εOS

(σOS
r

)12
(4.5)

where εOS and σOS were calculated considering the Lorentz-Berthelot mixing
rules εij =

√
εiiεjj and σij = (σii+σjj)/2. In this case εOO and σOO are those

of TIP4P model (see Sec. 4.1), while εSS = 0.1εOO σSS = 2σOO. The average
distance between two soft spheres is 10.5 Å. The interaction potential was
truncated at 9 Å also in this case and long range electrostatic interactions
were dealt with the Ewald summation method. For this system, the density
of water is calculated assuming that the excluded volume introduced by the
confining spheres is approximately Vexcl = πNSσ

3
OS/6 so that

ρw =
Nw

L3 − Vexcl
Ww

NA

(4.6)
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where Nw is the number of water molecules, Ww is the molecular weight
of water, L is the box length and NA is the Avogadro number. The range
of densities from ρ = 0.75 g/cm3 to ρ = 1.02 g/cm3 was spanned for the
Hphob system and temperatures were studied from T = 210 K to T = 350 K.
Further details on the Hphob system are given in Ref. [54].

First let us compare the oxygen-oxygen radial distribution functions
(RDFs) in bulk water, NaCl(aq) and Hphob. In order to compare simi-
lar densities we consider the ρ = 1.10 g/cm3 for the ionic solution that
corresponds to ρw ' 1.04 g/cm3, to be compared with ρw = 1.00 g/cm3 for
the Hphob. In Fig. 4.8 the O-O RDFs at T = 300 K for the three systems
are reported together.
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Figure 4.8: Oxygen-oxygen RDFs at T = 300 K for bulk water, Hphob and c =
1.36 mol/kg NaCl(aq).

It can be observed that in the Hphob the O-O first peak increases. The
presence of hydrophobic spheres creates an excluded volume effect that re-
duces the available volume for the water molecules. Nonetheless water is
able to maintain its hydrogen bond network. In the case of NaCl(aq) the
effect of the O-O structure is rather negligible, at least for this temperature
and density.

We can now compare the water-solute RDFs, gOX, where X=Na, X=Cl
or X=S. Here with solute we indicate a generic object in water in fact soft
spheres are not true solutes because they are immobile. In Fig. 4.9 the gOX

at T = 300 K are shown alongside with the same quantities rescaled by the
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Figure 4.9: (Left panel) Comparison between the gONa (solid line), gOCl (dot-
dashed), gOS (dashed) at T = 300 K and at an equivalent water density (see text).
(Right panel) Same quantities of left panel rescaled to their respective LJ parameter
σOX .

respective Lennard-Jones (LJ) parameter σOX. This was done to take into
account the fact that the position of the peaks are mostly determined by
the interaction length scale. In the case of sodium a well defined shell of
oxygen atoms forms around the ion. This is indicated by the sharp first peak
and the deep first minimum. The first shell for the chloride is located be-
tween the first and second shell of sodium, indicating charge ordering around
the oxygen atoms. Water is also able to form hydration cages around soft
spheres. In this case the first peak looks broader than in the case of sodium
ion and the first minimum is shallow indicating a large exchange between
first and second shell. This features are also similar to the case of Cl. How-
ever in the region of the second shell the O-Na and the O-S structures look
similar. This seems to indicate that the first shell of oxygen atoms around
sodium has the effect of screening water-ion electrostatic interactions so that
the O-Na second shell is mainly determined by water-water interaction and
excluded volume effects. The O-Cl structure is also partially affected by the
screening effect, since the shape of the first peak of the gOCl is similar to the
hydrophobic case.

In Fig. 4.10 the hydrogen-solute RDFs are shown. We can observe that
the interaction between hydrogen and chloride is weaker with respect to
oxygen-sodium attraction. The charge ordering of shells is still present but
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Figure 4.10: Comparison between the gHNa (solid line), gHCl (dot-dashed), gHS
(dashed) at the same thermodynamic conditions as in Fig. 4.9.
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no screening effect takes place since the H-Na shell is sharper than the H-S
one. The first H-S peak is located in the same position of the O-S peak and
this indicates that the soft spheres are preferentially interstitial in the hy-
drogen bond network and equidistant between hydrogen and oxygen atoms.

The effect of temperature on the hydration structure is studied in Fig. 4.11
looking at the gONa and gOS at T = 300 K and T = 220 K. We can see that
the decrease of temperature has a different effect for the two kinds of so-
lutes. In the case of the sodium ion the hydration shell results weakened
while in the case of the hydrophobic objects the cages of water molecules
seems to become more ordered. These effects might be connected to an
increased tendency of water molecules to bond between themselves at low
temperatures.

In Fig. 4.12 and 4.13 we investigate the effect of density on the hydration
structure at ambient temperature, T = 300 K.
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Figure 4.12: gOS at T = 300 K, for decreasing densities.

In the Hphob system (Fig. 4.12) the first peak decreases monotonically
with decreasing density. This happens consequently to the relaxation of
water cages around the spheres when density is decreased and finally ap-
proaches the LG-LMS of the system.

For the ionic solution (Fig. 4.13) instead the effect of decreasing density
is quite small and qualitatively similar to the decrease of temperature. A
minimum in the intensity of the first peak can be seen at ρ = 0.87 g/cm3,
close to the LG-LMS line.
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Figure 4.13: gONa at T = 300 K, for decreasing densities. As indicated the gONa
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Now let us investigate if there is a relation between the region of density
anomaly and the structural properties of the systems. The TMD lines for the
systems taken into account in this context was shown in Fig. 4.7. The TMD
line is the locus of the point for which the coefficient of thermal expansion
αP is zero, therefore it separates the region of normal behaviour, where
at constant pressure, the density increases upon decreasing temperature,
(∂V/∂T )P > 0, from the region of density anomaly, where density increases
upon heating, (∂V/∂T )P < 0. The coefficient of thermal expansion is also
related to the fluctuations of volume and entropy by the relation

V kBTαP = 〈δV · δS〉 . (4.7)

In bulk water αP can become negative because at low enough temperatures,
the network of tetrahedrally coordinated molecules stabilize, reducing the
entropy and at the same time leaving more free volume. In the mixtures
we are considering here, we can assume that the behaviour of αP is mainly
due to the solvent component and that δV is the fluctuation of the available
volume for water.

In the case of Hphob system, we have seen that water at contact with soft
spheres retains its main structural features (see Fig. 4.8). Nonetheless the
TMD is shifted by circa 40 K to lower temperatures and by circa 200 MPa to
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higher pressures (see Fig. 4.7), being the shape of the line similar to that of
bulk water. Thus the hydrophobic interaction does not alter the form of the
TMD line but induces a shift to higher pressures and lower temperatures of
the region where ordering of water molecules in associated with an increase
of free volume.
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Figure 4.14: gOS for density ρw = 1.00 g/cm3 at T = 300 K (normal region) and
T = 220 K (anomalous region). The gOS for ρw = 0.75 g/cm3 at T = 220 K (normal
region) is also reported.

In Fig. 4.14 the gOS for points corresponding to the region of normal
and anomalous behaviour are shown. We can observe that in the anomalous
region the first shell is more rigid and is well separated from the second
shell, with a deeper first minimum. This makes the arrangement of water
molecules around spheres more rigid, preserving the open network of water,
at least for high enough pressures.

In the case of NaCl(aq), the TMD narrows, thus the presence of ions
induces a restriction of the region where ordering is associated with an in-
crease of free volume. Moreover the TMD is also shifted to slightly lower
temperatures with respect to bulk water (see Fig. 4.7). Thus it seems that in
ionic solutions, the long range electrostatic interactions between ions make
more difficult the realization of the ordered open network of water molecules.

In Fig. 4.15 the gONa for points inside and outside the region of density
anomaly are shown. The change in structure is opposite with respect to
what we have seen in Fig 4.11, where both the gONa were in the normal
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Figure 4.15: gONa for density ρ = 0.98 g/cm3, at T = 300 K (normal region) and
T = 220 K (anomalous region).

region. Here we see that in the anomalous region the hydration structure
becomes more ordered. In this way water is more effective in localizing the
ion and screening its charge, so that more free space becomes available for
water, at least at low enough temperatures.

In this section we have presented the results of the study of the structural
features of c = 1.36 mol/kg NaCl(aq) (PR parameters set) compared to those
of bulk water and of water confined by soft spheres [54]. We have seen that
the polar or apolar nature of the objects modify the structural properties,
in particular the hydration structure and its dependence on temperature
and density. The presence of solutes and their polar or apolar nature also
influences the position and width of the region of density anomaly, where
entropy and volume fluctuations are anti-correlated due to the formation
of an open hydrogen bonded tetrahedrally coordinated network of water
molecules.





Chapter 5

Results for the JJ-TIP4P set

This chapter deals with the results obtained for the simulations in the JJ-
TIP4P set. This set consists in the extensive molecular dynamics (MD) sim-
ulations performed on TIP4P bulk water and on c = 0.67 mol/kg NaCl(aq)
[49, 50] with the use of the Jensen-Jorgensen (JJ) parameters. The details
of the simulations performed in this set are given in Sec. 5.1. A compari-
son of the thermodynamic results on NaCl(aq) obtained with the use of the
Pettit-Rossky (PR) and JJ parameters is reported in Sec. 5.2. In Sec. 5.3
the thermodynamic results for this set are shown, with particular regard for
the finding of the LLCP both in bulk water and in NaCl(aq). Structural
results are presented and discussed in Sec. 5.4.

5.1 Simulation details for the JJ-TIP4P set

The JJ-TIP4P set of simulations includes the study of TIP4P bulk water
and of c = 0.67 mol/kg NaCl(aq) [49,50], performed for an extensive range of
thermodynamic points and using the JJ parameters for the ionic potential.
The large body of simulated state points was required to fulfill the task of
this set of simulations, namely the localization of the liquid-liquid critical
point (LLCP) in both bulk TIP4P water and c = 0.67 mol/kg NaCl(aq).
This project spanned all the three years of the Ph. D. program. During
the first one the new set of parameters was checked against the results for
PR-TIP4P set and the proposals for the use of large parallel computing
machines were conceived. The simulation data were mostly collected during
the second year and data analysis was performed between the second and
the third year.

The interaction potential between particles is the sum of electrostatic and
LJ potential as in Eq. (4.1). The TIP4P model used for solvent molecules

79
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was described in Sec. 4.1. The ionic potential for this set of parameters
was taken from Jensen and Jorgensen [53]. This potential was particularly
tailored for use with the TIP4P model for solvent molecules. The ion-water
parameters were obtained using geometric mixing rules

σij =
√
σiiσjj (5.1)

εij =
√
εiiεjj . (5.2)

The JJ parameters were obtained by Monte Carlo simulation with TIP4P
water, reproducing the experimental free energies of hydration and the posi-
tion of the first peak of the ion-oxygen radial distribution functions (RDFs).
No LJ interactions between ions and hydrogen atoms are included in this po-
tential. The JJ ion-water and ion-ion parameters are reported in Table 5.1.
The results obtained using PR and JJ parameters are compared in Sec. 5.2.

Table 5.1: JJ ion-water and ion-ion LJ interaction parameters [53].

Atom pair εij (kJ/mol) σij (Å)
Na-O 0.036 86 3.583
Cl-O 1.389 57 3.561
Na-Na 0.002 09 4.070
Cl-Cl 2.970 64 4.020
Na-Cl 0.078 79 4.045

The cut-off radius was set to 9 Å and the Ewald summation method was
applied to deal with long range electrostatic interactions. The integration
time step employed was 1 fs. Temperature was controlled with the Berendsen
thermostat [181]. The simulations were performed using the parallel version
of the simulation package DL POLY 2.19 [179].

The total number of particles contained in the simulation box is 256. In
the case of the solution Ntot = Nwat + NNa+ + NCl− with Nwat = 250 and
NNa+ = NCl− = 3. The range of spanned densities goes from ρ = 0.83 g/cm3

to ρ = 1.10 g/cm3, each 0.01 g/cm3. The densities studied together with the
box lengths both for bulk water and for c = 0.67 mol/kg NaCl(aq) are shown
in Table 5.2. Simulation data were collected each 5 K for temperatures from
T = 350 K to T = 190 K. Initial configurations for each densities were also
simulated for T = 500 K and T = 400 K. The total number of simulated
state points, not considering the T = 500 K and T = 400 K runs, is 1848.
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Table 5.2: List of the simulated densities for bulk water and for c = 0.67 mol/kg
NaCl(aq) in the JJ-TIP4P set with the corresponding box lengths.

Bulk NaCl(aq)
ρ (g/cm3) L (Å) L (Å)

1.10 19.097 19.190
1.09 19.155 19.248
1.08 19.214 19.307
1.07 19.274 19.367
1.06 19.334 19.428
1.05 19.396 19.489
1.04 19.458 19.552
1.03 19.520 19.615
1.02 19.584 19.679
1.01 19.648 19.743
1.00 19.714 19.809
0.99 19.780 19.875
0.98 19.847 19.943
0.97 19.915 20.011
0.96 19.984 20.080
0.95 20.054 20.151
0.94 20.124 20.222
0.93 20.196 20.294
0.92 20.270 20.367
0.91 20.343 20.442
0.90 20.418 20.517
0.89 20.494 20.594
0.88 20.572 20.671
0.87 20.650 20.750
0.86 20.730 20.830
0.85 20.811 20.912
0.84 20.893 20.994
0.83 20.977 21.078
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As in the case of the PR-TIP4P set the initial configurations were ob-
tained putting the particles on a face centered cubic lattice and melting the
crystal at T = 500 K. For this set the T = 500 K and T = 400 K state points
were considered equilibration runs and were not retained for data analysis.
The final configuration at a given temperature was used as initial config-
uration for the next (lower) temperature. The length of the equilibration
and production times was progressively increased as the temperature was
lowered. They vary from values of 0.15 ns at high temperatures to 30 ns
for the lowest temperature, considering the sum of equilibration and pro-
duction times. The equilibration/production times are equal for bulk water
and c = 0.67 mol/kg NaCl(aq) and for all densities. They are reported in
Table 5.3.

The JJ-TIP4P set was demanding in terms of computational effort. In
Fig. 5.1 the total simulation time (equilibration run plus production run)
is displayed as a function of temperature. It can be noted that 50 ns of
simulation time are needed for the two lowest temperatures, T = 195 K and
T = 190 K. This is more than half of the total simulation time for one whole
isochore that is about 90 ns. In fact the simulation of low temperatures in
MD is extremely demanding in terms of computational time because of the
tremendous increase of the relaxation time as supercooling progresses. As
56 isochores (28 for each system) were simulated, the total simulation time
amounts to circa 5040 ns. On a single CPU it would take about 55000 hours,
more than 6 years of single CPU time. Because of the very long simulation
times needed the DL POLY 2.19 was run in its parallel version. This allowed
to reduce the 6 single CPU years to about 1 year of real time, for the exe-
cution of the simulations. The simulations of the JJ-TIP4P set were mostly
carried out on the CINECA BCX cluster [196] (replaced in the late 2009 by
the SP6 cluster [197]), thanks to the grant Progetto Calcolo 891 that was
requested by our group for the execution of these simulations. The remain-
ing simulations were performed on the INFN-Grid Roma Tre cluster [193]
and on the HPC cluster [194] of the CNR-IOM Democritos National Sim-
ulation Center at SISSA, Trieste (Italy), always using the parallel version
of DL POLY 2.19. To assess the parallel scalability of the software, test run
were performed on the three clusters. Fig. 5.2 shows the simulation times
per day achieved as a function of the number of processors employed, for
the three clusters.

We can see that gain in simulation time performed per day, as the number
of processors increases, is obtained only up to a certain number of processors,
after which an actual loss in simulation time occurs. This is mainly due to the
specific architecture of the clusters [193,194,196] and to the MPI libraries for
communication between CPUs (in all clusters the OpenMPI [198] libraries
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Table 5.3: Simulation times for equilibration (tE) and production (tP ) runs for bulk
water and for c = 0.67 mol/kg NaCl(aq) in the JJ-TIP4P set.

T (K) tE (ps) tP (ps)
350 50 100
345 50 100
340 50 100
335 50 100
330 50 100
325 70 200
320 70 200
315 70 200
310 70 200
305 100 300
300 100 300
295 100 300
290 100 300
285 200 400
280 200 400
275 200 400
270 200 400
265 300 400
260 300 500
255 300 500
250 500 500
245 600 800
240 800 1000
235 1000 1500
230 1000 1500
225 1000 1500
220 1200 2000
215 1200 2000
210 1500 3000
205 2000 4000
200 4000 5000
195 10000 10000
190 15000 15000
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Figure 5.1: Simulation time (equilibration run plus production run) for one isochore
in the JJ-TIP4P set as a function of temperature.
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Figure 5.2: Parallel DL POLY 2.19 simulation times per day as a function of the
number of processors used, on the CINECA BCX cluster [196], the DEMOCRITOS
HPC cluster [194] and the INFN-GRID Roma Tre cluster [193].
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were used). As a consequence, in order to maximize the gain in simulation
time and at the same time comply to the queue times allowed by the clusters,
4 or 8 processors were used for all simulations.

5.2 Comparison between the PR and the JJ

ion parameters

For the simulations aimed to locate the LLCP, the JJ-TIP4P set, we decided
to change the ionic potential, with respect to the PR-TIP4P set. This choice
was made because in the PR-TIP4P set a tendency of the ions to cluster
together was noted. This effect has already been noted previously in the
literature for several ionic potentials [152, 154–156]. The JJ parameters are
more balanced in this respect and no clustering was observed. Furthermore
the JJ parameters have been originally calculated using the TIP4P model
for the solvent molecules [53].

To assess the robustness of thermodynamic data calculated with the
two different potentials a comparative study was performed for NaCl(aq) at
concentrations c = 0.67, 1.36 and 2.10 mol/kg, simulated with the Pettitt-
Rossky (PR) and the Jensen-Jorgensen (JJ) parameters. In particular the
ρ = 1.025 g/cm3 was simulated using total 256 particles. The PR and JJ
ion-water and ion-ion LJ interaction parameters are reported respectively in
Table 4.1 and 5.1. It has to be stressed that these two sets of parameters
not only differ greatly in their absolute numerical values, but they were also
derived with very different approaches. The PR parameters [52] were calcu-
lated using an integral equation theory to produce the interatomic potential
of mean force at infinite dilution. The JJ parameters [53] were computed
through Monte Carlo simulations performed in order to reproduce the ex-
perimental values of the free energies of hydration and of the positions of
the first peak of the ion-oxygen RDFs. Furthermore, in the PR parameters
the interaction between ions and the hydrogen atoms is included in order to
balance Cl-H interactions [152], while in the JJ parameters this interaction
does not take place.

In Fig. 5.3 the results for the ρ = 1.025 g/cm3 isochore for c = 0.67, 1.36
and 2.10 mol/kg, simulated with the PR and JJ parameters are shown. At
c = 0.67 mol/kg the two isochores remain very similar for all temperatures.
As the concentration of ions is increased only minor differences appear. At
c = 1.36 mol/kg, the T = 220 K and the T = 210 K points lie at slightly
lower pressures for the JJ parameters. At c = 2.10 mol/kg, the minimum
of the isochore simulated with JJ parameters results deeper than the one
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Figure 5.3: Comparison of the ρ = 1.025 g/cm3 isochore of the NaCl(aq) system
at concentrations c = 0.67, 1.36 and 2.10 mol/kg, simulated employing the PR [52]
and the JJ [53] parameters. In the inset a blow up of the low temperature region is
shown.

simulated with PR parameters, with low temperatures points also falling
to slightly lower pressures. Although some small differences are present, it
can be noted that the overall shape and position of the curves remain fairly
similar in both cases. Therefore we see that thermodynamics seems to be
not much affected by the details of the LJ ionic potential. This could be
due to the fact that thermodynamics is mainly determined by long range
electrostatic interactions, while structural properties such as ion clustering
depend on the details of the short range LJ potential in a stronger way. From
the comparison of the ρ = 1.025 g/cm3 isochores calculated with the PR and
with the JJ parameters, we can conclude that as far as thermodynamics is
concerned, both PR and JJ produce consistent results.



5.3 Thermodynamic results 87

5.3 Thermodynamic results

The main aim of the study of the JJ-TIP4P set was the determination
of the location of the LLCP both in bulk water and in c = 0.67 mol/kg
NaCl(aq). Furthermore the comparison with available experimental data
allowed the discussion of the possibility of detecting the LLCP in the aqueous
solution. This particular concentration of salt was chosen because it is high
enough to show deviations from pure water behaviour but not so high to
destroy the anomalous behaviour of water [43, 45, 47, 131]. To have an idea
of salt concentrations in the natural environment, sea water concentration
is c ∼ 0.55 mol/kg, while physiological concentration is c ∼ 0.15 mol/kg.
As we mentioned in Sec. 4.1, the TIP4P water potential has been in the
past extensively used for the study of water at low temperature and it can
reproduce successfully the phase diagrams of all the stable ice phases of
water [189]. Previously, for the position of the LLCP in TIP4P bulk water,
limits were estimated by MD simulations, namely T < 200 K and P >
70 MPa [24]. However, no clear determination of its position was available
so far.

In the analysis of the simulation data, the points of the temperature
of maximum density (TMD) line have been determined from the minima
of the isochores. The points of the liquid-gas limit of mechanical stability
(LG-LMS) and the liquid-liquid limit of mechanical stability (LL-LMS) have
been determined looking at the points where (∂P/∂ρ)T = 0. The highest
temperature point of convergence of the isochores in the P − T plane was
considered to estimate the position of the LLCP [12, 20]. This point is also
the upper bound of the LL-LMS line. Other indications signaling the po-
sition of the LLCP were the development of a flat region in the isotherms
plane and the convergence of the lines of maxima of the isothermal compress-
ibility KT and the constant volume specific heat CV . In fact, the presence
of a critical point induces large fluctuation in the thermodynamic quantities
in the region around it. Consequently above the critical temperature the
thermodynamic response functions show loci of extrema, all converging onto
the Widom line at the critical temperature [14].

Fig. 5.4 shows the isochores for bulk TIP4P water, from ρ = 0.90 g/cm3

to ρ = 1.10 g/cm3, for temperatures from T = 210 K to T = 350 K. Along
with isochores in the same figure are presented the position of the LLCP,
the TMD line, the points of the LG-LMS line and the lines of extrema of
the isothermal compressibility KT and of the constant volume specific heat
CV . The position of the LLCP for TIP4P bulk water has been located at
T = 190 K, P = 150 MPa and ρ = 1.06 g/cm3.

Potentials for water often display phase diagrams similar to that of ex-
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Figure 5.4: Isochores in the P−T plane of bulk TIP4P water, as obtained from MD
simulations. The maxima of KT (crosses) and CV (triangles) converge to the LLCP.
The points of the TMD line (squares) and of the LG-LMS (diamonds) are also shown.
Densities are plotted from ρ = 1.10 g/cm3 to ρ = 0.90 g/cm3, with ∆ρ = 0.01 g/cm3

(from top to bottom) . The lines are polynomial fits to the simulated state points.
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Figure 5.5: LLCP, TMD and LG-LMS line for bulk TIP4P water, as obtained from
MD simulations and the same quantities shifted to match experimental values. The
match is obtained with a shift of ∆T = +31 K and ∆P = −73 MPa. Sources of
experimental values are: for the LLCP Ref. [31] for the TMD line, set A Ref. [199],
set B Ref. [200], set C Ref. [29], set D Ref. [201].

perimental water but shifted in temperature and/or pressure. The phase
diagram shown in Fig. 5.4 has been compared with available experimen-
tal data in order to estimate the magnitude of the shift of the computed
quantities, with respect to the experimental water, due to the use of the
TIP4P model, in this region. Experimental data for the LLCP were taken
from Mishima and Stanley [31], while data for the TMD points were taken
from several sources [29, 199–201]. In Fig. 5.5 we present the LLCP, the
TMD and the LG-LMS as obtained from MD simulations together with the
experimental values for the TMD line and the LLCP. Comparing the bulk
TIP4P TMD with the experimental one, we can note that if we apply a
shift of ∆T = +31 K and ∆P = −73 MPa the TIP4P TMD exactly su-
perimposes to the experimental values and the LLCP falls very close to the
position hypothesized experimentally. This shift needed to superpose the
TIP4P data to the experimental is consistent with what found for ice phases
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Figure 5.6: Isochores in the P − T plane of c = 0.67 mol/kg NaCl(aq), as obtained
from MD simulations. The maxima of KT (crosses) and CV (triangles up) converge to
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to ρ = 0.90 g/cm3, with ∆ρ = 0.01 g/cm3 (from top to bottom). The lines are
polynomial fits to the simulated state points.
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Figure 5.7: LLCP and thermodynamic loci for bulk water (light lines and symbols)
and for c = 0.67 mol/kg NaCl(aq) (dark lines and symbols) as obtained from MD
simulations. The lines are intended as guides for the eye. In this figure are also
reported the experimental TMD of bulk water, fitted from data shown in Fig. 5.5,
and an extrapolated TMD point at P = 0.1 MPa of the solution [131].

of TIP4P [189].

It can be also noted that the turning point of the shifted TMD line
is located at about T = 290 K and P = −120 MPa. As experiments
on stretched bulk water have reached very high negative pressures P =
−200 MPa, the turning point would be in an experimental accessible region,
above the melting temperature line [202].

Fig. 5.6 is the analogous of Fig. 5.4 for c = 0.67 mol/kg NaCl(aq). To-
gether with the isochores, the estimated position of the LLCP, the TMD
points, the lines of extrema of thermodynamic response functions and the
LL and LG-LMS points are reported. We can observe that for the same set
of densities, the isochores of the solution globally shift to lower pressures
with respect to bulk water and they tend to pack near the LG-LMS line, as
it has been already pointed out studying the PR-TIP4P set (see Sec. 4.3).

The position of the LLCP in NaCl(aq) was estimated to be T = 200 K,
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Figure 5.8: LLCP, TMD, LG-LMS and LL-LMS lines for c = 0.67 mol/kg NaCl(aq),
as obtained from MD simulations and the same quantities shifted of the same amount
proposed for bulk TIP4P water (see Fig. 5.5), ∆T = +31 K and ∆P = −73 MPa.
The experimental TMD point at ambient temperature is extrapolated from Ref. [131].

P = −50 MPa and ρ = 0.99 g/cm3. In the solution it was also possible to
reach equilibrium for temperature low enough to determine part of the two
branches of the LL-LMS line.

The results obtained directly from MD simulations, for bulk water and
for NaCl(aq) are compared in Fig. 5.7. In the same figure, the data are
compared with the experimental TMD line of bulk water, determined fitting
the data shown in Fig. 5.5 and a TMD point of the solution, extrapolated for
our concentration at P = 0.1 MPa from available experimental data [131].
We can notice that the lines of extrema of KT and CV both in the bulk and
in NaCl(aq) merge onto the Widom line very close to the the critical point.
The position of the LG-LMS is not altered in the solution with respect to
bulk water. The TMD line of the solution instead is shifted by 10 K to lower
temperatures and by circa 20 MPa to lower pressures. The same temperature
shift is found between the experimental TMD of bulk water and the TMD
point of the solution, at ambient pressure.

This result is important because it shows that TIP4P water model is not
only able to capture the direction but also the magnitude of the shift found in
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experiments. Furthermore we can infer that the experimental shift between
bulk water and the solution will be the same found between bulk TIP4P
water and TIP4P water in solution. In the solution the LLCP moves of 10 K
to higher temperatures and of 200 MPa to lower pressures. This indicates
the ions stabilize the high density liquid (HDL) phase, shrinking the region
of existence of low density liquid (LDL) phase. This fact is consistent with
the observation that ions are more favorably solvated in the HDL phase [133,
134]. As a consequence the region of existence of the phase possessing a local
structure with less empty spaces [11] is extended.

Looking at Fig. 5.5 we observed that TIP4P phase diagram results shifted
by about ∆T ' −30 K and ∆P ' +70 MPa with respect to experimental
data. From the considerations we did above for the comparison with the
experimental TMD line, we can hypothesize that the same shift is preserved
in the solution. The LLCP, the TMD and the LG-LMS and LL-LMS points
for c = 0.67 mol/kg NaCl(aq) obtained directly from MD simulations are re-
ported in Fig. 5.8, along with the same quantities shifted of the same amount
of bulk water. We can notice that the experimental TMD point is positioned
very close to the TMD line shifted from MD simulation data. The predicted
values for the experimental value of the LLCP for c = 0.67 mol/kg NaCl(aq)
are Tc ' 230 K and Pc = −120 MPa. This large negative pressure can be
reached in experiments. In fact it has been found that in c = 1.00 mol/kg
NaCl(aq) rupture occurs at P = −140 MPa [203].

To summarize the results of the investigation of the LL phase diagrams of
bulk water and c = 0.67 mol/kg NaCl(aq) we report in Fig. 5.9 a schemati-
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Figure 5.9: Schematisation of the HDL-LDL phase diagrams obtained from MD
simulations for bulk water (left panel) and c = 0.67 mol/kg NaCl(aq) (right panel)
after the application of the shift needed to match experimental values. The position
of the LLCP is Tc ' 220 K and P ' 100 MPa for bulk water and Tc ' 230 K and
P ' −120 MPa for NaCl(aq).
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sation of the phase diagrams obtained applying the shift proposed to match
available experimental data. We propose that these should be the phase
diagrams of bulk water and c = 0.67 mol/kg NaCl(aq) as measurable in
experiments. In this figure it is also evident the magnitude of the restriction
of the LDL region in the aqueous solution. Extrapolating the available data
at ambient pressure for different concentrations of NaCl [41] it can be esti-
mated that the homogeneous nucleation line for our concentration should be
shifted by circa 5 K towards lower temperatures with respect to bulk water
(for comparison see Fig. 1 in Ref. [68]). Therefore in the NaCl(aq) the LLCP
should fall within the experimentally accessible region. Hence we propose
as a viable method to give a definitive experimental answer to the matter of
the existence of the LLCP, the study of aqueous solutions of salts.

In a recent experiment on LiCl(aq) solution, the supercooled temperature
of T = 200 K was reached and the existence of a dynamic transition from
fragile to strong behavior was found [204]. This dynamic transition is typical
of glass formers and in water it seems to be connected to the Widom line [13,
92,98] and thus to the possible existence of a LLCP.

Let us recall here the main results obtained from the study of the JJ-
TIP4P set aimed to the determination of the LLCP in bulk water and in
the NaCl(aq). TIP4P bulk water and a c = 0.67 mol/kg solution of NaCl in
TIP4P water were simulated in an extensive range of densities and temper-
atures that allowed the determination of the LLCP of both systems. The
TIP4P phase diagram was compared to available experimental data and it
was found that upon applying a rigid shift in temperature and pressure the
phase diagram calculated in MD can be superimposed to available experi-
mental data. The LLCP of bulk water in the shifted phase diagram falls at
T = 221 K and P = 77 MPa, close to the values hypothesized by Mishima
and Stanley [31], T ' 220 K and P ' 100 MPa.

The same shift, applied to the phase diagram of NaCl(aq), led to the
prediction of an experimentally measurable LLCP in the solution located at
T ' 230 K and P ' −120 MPa. Upon comparing the phase diagrams for
bulk water and NaCl(aq) it can be noted that the ions seems to stabilize
the HDL phase with a consequent reduction of the region of existence of the
LDL in the solution.

It has been proposed the the existence of the LLCP is connected to a
double well effective potential between water molecules [11]. For low enough
temperatures the system is driven to condense in the LDL phase by the
outer and deep subwell while the transition to the HDL phase is forced by
the inner subwell at high enough pressures. In this framework our results
indicate that the effect of the ions is to shift the inner subwell to higher
distances so that the HDL becomes stable at lower pressures, with respect
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to bulk water. Consequently also the TMD line moves closer to the LLCP.
As the LG-LMS line is not affected in the solution, the outer subwell seems
not to be affected by the ions. In conclusion, with this study we propose the
investigation of aqueous solution of salts as a viable and valuable route the
inquire experimentally the LLCP of water.

5.4 Structural results

In this section we present the results obtained from the study of the struc-
ture of HDL and LDL liquids both in bulk water and in c = 0.67 mol/kg
NaCl(aq), simulated in the JJ-TIP4P set [50]. We show here again for con-
venience, in Fig. 5.10, a graph that summarizes the main results we obtained
studying the thermodynamics, already reported in Sec. 5.3. In this figure we
can see the values obtained from the MD simulations relative to the position
of the LLCP, the Widom line, the TMD line and the LG-LMS line both for
bulk water and for c = 0.67 mol/kg NaCl(aq).

We have seen from the comparison of the phase diagrams for the two
systems that the main effect of the presence of the ions seems to be the
shrinkage of the region of existence of the LDL phase. This result is con-
sistent with an observed apparent increased solubility of ions in the HDL
phase [133,134].

A thermodynamic quantity directly related to the structural arrangement
of the particles is the potential (or configurational) energy. In particular as
previously pointed out [24, 29] one can look at the curvature of the config-
urational part of the Helmholtz free energy F = U − TS, where U is the
potential energy and S is the configurational entropy. The second derivative
of the Helmholtz free energy with respect to the volume is(

∂2F

∂V 2

)
T

=

(
∂2U

∂V 2

)
T

− T
(
∂2S

∂V 2

)
T

. (5.3)

Since the pressure is given by P = −(∂F/∂V )T , the curvature of the free
energy is related to the isothermal compressibility by the relation

1

KT

= V

[(
∂2U

∂V 2

)
T

− T
(
∂2S

∂V 2

)
T

]
= V

(
∂2F

∂V 2

)
T

(5.4)

Therefore the curvature of F must be positive in the region of existence
of a homogeneous phase. When the curvature of U is negative, the system
can be stable for the contribution of a dominant entropic term in Eq.(5.3).
However at low temperatures, the stabilization induced by the entropic term
can be less effective as the factor T in front of the second derivative of the
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Figure 5.10: Comparison of the main thermodynamic features of bulk water and
c = 0.67 mol/kg NaCl(aq), as obtained from simulations in the JJ-TIP4P set. The
lines are a schematisation of the results shown in Sec. 5.3. In this figure are shown the
position of the LLCP in the two systems, the Widom line for bulk water (dot-dashed
line) and for NaCl(aq) (dotted line), the TMD and the LG-LMS lines for bulk water
(solid lines) and for NaCl(aq) (dashed lines).

entropy in Eq. (5.3) becomes smaller. Thus at low temperatures, the range
of volume for which (∂2U/∂V 2)T < 0 corresponds to a region of reduced
stability for the homogeneous phase and eventually the separation in two
distinct phases can occur [24].

For bulk water, we calculated the curvature of F from the isothermal
compressibility, through Eq. (5.4). This has to be considered a rough es-
timate because the data on the isothermal compressibility are affected by
large fluctuations especially in the region close to the LLCP. We also cal-
culated directly the curvature of the potential energy (∂2U/∂V 2)T from
our simulation data. Thus by difference we obtained the entropic term
−T (∂2S/∂V 2)T in Eq. (5.3). We show in Fig. 5.11(a) the potential term
(∂2U/∂V 2)T and the entropic term −T (∂2S/∂V 2)T for bulk water at three
temperatures T = 300 K, T = 245 K and T = 190 K. At the same three
temperatures, we show in Fig. 5.11(b), the curvature of F obtained consider-
ing the inverse compressibility, in Eq. (5.4). We can see that the interplay of
the potential energy term and of the entropic term is such that the stability
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Figure 5.11: (a) Potential energy term (∂2U/∂V 2)T (solid lines) and entropic term
−T (∂2S/∂V 2)T (dashed lines) of the second derivative of the free energy with respect
to volume, see Eq. (5.3), for bulk water at temperatures T = 300 K, T = 245 K and
T = 190 K. (b) Curvature of the free energy for bulk water at temperatures T =
300 K, T = 245 K and T = 190 K, as obtained considering (KTV )−1= (∂2F/∂V 2)T .

of the system, measured through the isothermal compressibility, increases
upon decreasing temperature for densities in the range that goes from the
LG-LMS density up to 0.96 − 0.98 g/cm3. Conversely at higher densities,
the stability of the system reduces upon decreasing temperature and consis-
tently it approaches zero (thus infinite compressibility) at T = 190 K, for
the density corresponding to the LLCP, ρ = 1.06 g/cm3. We can also see
that for densities higher than the LG-LMS, the temperature behaviour of
the inverse compressibility qualitatively follows the one of the potential term
and that at high densities, the curvature of the potential energy drives the
system to the reduced stability, since it becomes more and more negative
upon decreasing temperature, making the entropic term progressively less
effective in stabilizing the system. The same analysis performed on NaCl(aq)
(not shown) produces similar results.

We now look at the behaviour of the potential energy of bulk water
and c = 0.67 mol/kg NaCl(aq) in the JJ-TIP4P at different temperatures.
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Figure 5.12: Potential energy per molecule as a function of the density, at constant
temperature. (Left panel) isotherms of the potential energy of bulk water for tem-
peratures T = 300 K, T = 245 K and T = 190 K. (Right panel) isotherms of the
potential energy of NaCl(aq) for temperatures T = 300 K, T = 235 K and T = 200 K.

The results are shown in Fig. 5.12. The behavior of the potential energy is
reported for three temperatures, namely ambient temperature, T = 300 K,
the first temperature showing a negative curvature of U , T = 245 K for bulk
water and T = 235 K for NaCl(aq) and for the temperature corresponding
to the LLCP, T = 190 K for bulk water and T = 200 K for NaCl(aq). For
both systems, at ambient temperature, U is a positively curved function of
density and it decreases monotonically (becomes more negative) as density
is increased. Upon decreasing temperature a minimum in the behaviour of
U begins to form and a negative curvature at high densities appear. As we
have seen in Fig. 5.11, the stability of the system tends to be reduced in the
region where the potential energy shows a negative curvature.

The presence of the minimum in the potential energy has been previously
connected to the presence of a tetrahedrally order liquid, possessing an en-
ergetically favorable configuration [24]. At the temperature corresponding
to the LLCP, in both systems, the minimum becomes very deep and a max-
imum is reached at high densities. This indicates a possible occurrence of a
second minimum at higher densities. At very low temperatures, when the
entropic contribution to F = U−TS becomes less important, the behaviour
of F can be approximated with the behaviour of U , thus minima in the
behaviour of potential energy can be seen as indications of the appearance
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of stable liquid phases (i.e. LDL and HDL). If we compare the the potential
energy of bulk water and of NaCl(aq) we can notice, that apart from a shift
in the absolute value, due to the presence of the ions, the behaviour is quite
similar in the two systems. However the minimum at low density is more
shallow in the solution. This is consistent with the fact the the LDL phase
is made less stable in the aqueous solution.

In the following we will study the structural differences between the
HDL and LDL phases, both for the water-water structure and for ion-water
(hydration) structure. Let us begin with water-water structure.

5.4.1 Water-water structure

First of all let us see how the oxygen-oxygen RDF changes with density in
bulk water, at the LLCP temperature, T = 190 K. The gOO(r) of bulk water
are reported in Fig. 5.13 for decreasing densities, from ρ = 1.10 g/cm3 to
ρ = 0.86 g/cm3 (at this temperature the density corresponding to the LG-
LMS). It can be noted that as a general trend we have an increase of the
first peak, with decreasing density. The second peak is similar for densities
from ρ = 0.86 g/cm3 to ρ = 0.98 g/cm3, while its position starts to shift
to lower distances from ρ = 1.02 g/cm3. According to the phase diagram
of Fig. 5.10 the LLCP is located at ρ = 1.06 g/cm3 for bulk water and at
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Figure 5.13: Oxygen-oxygen RDF of bulk water at T = 190 K for densities from
ρ = 1.10 g/cm3 to ρ = 0.86 g/cm3 (LG-LMS).
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ρ = 0.99 g/cm3 for NaCl(aq). In the following we will take into account the
RDFs for densities values well above and well below the estimated critical
densities, ρ = 1.10 g/cm3 for the HDL phase and ρ = 0.92 g/cm3 for the
LDL phase. We will also consider the RDFs at the LLCP temperature.
Although the two phase region is rigorously below the LLCP, the structural
properties of the two phases are maintained at the LLCP temperature, for
densities well above and well below the LLCP.

The features of water-water structure in the HDL (ρ = 1.10 g/cm3) and
LDL (ρ = 0.92 g/cm3) phases of bulk water are shown in Fig. 5.14. The
RDFs are plotted at the critical temperature T = 190 K. For comparison in
the same figure the RDFs corresponding to the density of the LG-LMS line,
ρ = 0.86 g/cm3 are also reported. The position of the first peak of the O-O
RDF is the same in HDL and LDL, while its height is lower in the HDL
phase. The second peak structure is very different in the two cases. In the
HDL case its position shifts to lower distances, with a decrease of the height
and a broadening of the shape with respect to LDL. The O-H RDF first peak
is lower in the HDL and positioned at slightly lower distances with respect to
LDL. This slightly shift is conserved between the first and second shell, while
the position and the shape of the second shell are quite similar in HDL and
LDL apart from the appearance of a shoulder in HDL. Moreover, while in
LDL is present a well defined third shell, it disappears in HDL. Also the H-H
RDF first peak of HDL is lower and slightly shifted to lower distances with
respect to LDL. In this case the second shell is wider in the HDL with more
exchange within the first and second shell. The overall trend of water-water
RDFs and in particular the difference is the structure of the second shell of
the O-O RDF clearly shows the disruption of hydrogen bonds between the
first and second shell of water molecules that occurs in HDL, causing the
collapse of the second shell with respect to the tetrahedrally coordinated
LDL, as previously observed experimentally [104]. The results shown here
are in fact in good agreement with the ones obtained in neutron diffraction
experiments by Soper and Ricci [104]. We have said before that TIP4P
model is a reliable potential for the study of thermodynamics of supercooled
water. These results confirm the validity of the model also for the study of
the structural properties in the supercooled region.

In Fig. 5.15 the HDL and LDL water-water RDFs for bulk water and for
NaCl(aq) are compared together. As a general trend the water-water RDFs
for NaCl(aq) remain fairly similar to those for bulk water. However some
differences appear for the LDL phase. The height of the first peak of gOO(r),
gOH(r) and gHH(r) is slightly lower in the NaCl(aq) LDL with respect to the
corresponding phase of bulk water. Moreover in the LDL gOO(r) the first
minimum moves to lower distances and the height of the second peak reduces
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Figure 5.14: Oxygen-oxygen (top panel), oxygen-hydrogen (central panel) and
hydrogen-hydrogen (bottom panel) RDFs for bulk water at T = 190 K. Solid lines:
ρ = 1.10 g/cm3 (HDL); dashed lines: ρ = 0.92 g/cm3 (LDL); dot-dashed lines:
ρ = 0.86 g/cm3 (LG-LMS).
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Figure 5.15: Oxygen-oxygen (top panel), oxygen-hydrogen (central panel) and
hydrogen-hydrogen (bottom panel) RDFs for bulk water at T = 190 K and for
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Figure 5.16: Correlation function h(r), see text for definition, for bulk HDL (solid
line), NaCl(aq) HDL (dashed line), bulk LDL (long dashed line) and NaCl(aq) LDL
(dot-dashed line).

in NaCl(aq). In the gOH(r) the first and second shell are not affected while
the third shell is damped for NaCl(aq). At this concentration, the effect of
the ions on water-water structure is not strong and the main features of bulk
water are preserved in the aqueous solution. Nonetheless the LDL phase is
more affected by the presence of ions than HDL. This could be explained
by a certain degree of disruption of hydrogen bonds induced by the ions. In
fact the overall effect of ions seems to be the reduction of the LDL character
of the structure, making it more similar to the HDL one. This is again in
agreement with what we observed studying the thermodynamics, namely
the restriction of the region of existence of the LDL phase in the aqueous
solution.

We can now complete the comparison between HDL and LDL in bulk
water and NaCl(aq), considering the correlation function

h(r) = 4πρr[0.092gOO(r) + 0.422gOH(r) + 0.486gHH(r)− 1] . (5.5)

This correlation function can be obtained in neutron diffraction exper-
iments, performing the Fourier transform of the intermolecular part of the
structure factor S(Q). Details about its derivation are given in Ref. [205].
In particular h(r) was measured in neutron diffraction experiments aimed
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Figure 5.17: Oxygen-oxygen first shell coordination numbers at constant tempera-
ture, as a function of density, for bulk water (left panel) and NaCl(aq) (right panel).
The temperatures are T = 300 K, T = 245 K and T = 190 K for bulk water and
T = 300 K, T = 235 K and T = 200 K for NaCl(aq).

to the study of the high density amorphous (HDA) and low density amor-
phous (LDA) phases of water [206, 207] that are supposed to be the solid
counterparts of HDL and LDL. In Fig. 5.16 the h(r) correlation function is
shown for HDL and LDL, both for bulk water and NaCl(aq). The shape
of this correlation function is in qualitative agreement with the ones found
for HDA and LDA amorphous phases, as previously found in simulations
of bulk water performed with the ST2 potential [24]. Also in this case it
can be observed that the main modifications take place in the LDL phase.
There are in fact a significant reduction of the peak at about 4.6 Å and
the disappearance of the peak at about 7.5 Å. This is consistent with the
behavior of the LDL we have seen looking at the water-water RDFs.

To conclude the analysis of water-water structure we now look at the
behavior of the oxygen-oxygen first shell coordination numbers, calculated
at constant temperature as a function of density. The first shell coordi-
nation numbers can be obtained integrating the gOO(r) up to the distance
corresponding to the first minimum

nOO(r) = 4πρO

∫ rmin

0

gOO(r)r2 dr . (5.6)

Therefore they represent the average number of first-neighbours around
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an oxygen atom. The O-O first shell coordination numbers are reported
in Fig. 5.17 for the same temperatures reported in Fig.5.12 for the study
of the potential energy: T = 300 K, T = 245 K and T = 190 K for bulk
water and T = 300 K, T = 235 K and T = 200 K for NaCl(aq). At ambient
temperature, both in bulk water and in NaCl(aq), the coordination numbers
decrease monotonically with the density and they do not reach the value of
4, typical of LDL [24], in the range of densities spanned by the simulations.
When temperature is decreased the coordination numbers begin to approach
the asymptotic value of 4, upon decreasing density. At the lowest temper-
ature the value of 4 is reached already at quite high densities. In this case
we can notice that HDL and LDL seem to be affected in a similar way by
the presence of ions. In NaCl(aq) the average number of first-neighbour is
slightly lower than in bulk water. However the weakening of the tetrahedral
configuration of the LDL first shell might allow for a reorganization of bonds
that leads to the more compact second shell structure of HDL, as we have
seen looking at the RDFs.

5.4.2 Ion-water structure

Until now we have focused on the differences in water-water structure for
HDL and LDL. We now want to investigate the features of the ion-water (hy-
dration) structure in the two liquids. The hydration structure in NaCl(aq)
at ambient temperature and in the moderately supercooled region has been
the subject of several experimental [136,142,145] and simulation works [147,
148,152,155,158,159]. The hydration structure close to the LLCP has never
been investigated before.

First let us consider the general features of the hydration shells. In
Fig. 5.18 are shown the Na-water and Cl-water RDFs, for ρ = 1.00 g/cm3,
at ambient temperature, T = 300 K and in the deep supercooled region, T =
200 K, corresponding to the LLCP temperature of the solutions. Let us also
state, with regard to the results shown in Sec. 4.4 that here in this case the
RDFs at T = 300 K are in the normal region, while the ones at T = 200 K are
within the region of density anomaly. For all the four couples we can observe
that two well defined hydration shells are present. The height of both the
first and second shell of the RDFs increases when the system is supercooled.
For the Na-O and Cl-O also a slight shift of the position of the second peak
to lower distances can be noted upon supercooling. These results indicate
that upon supercooling, within the region of density anomaly, the hydration
shells tend to stabilize and become more compact. For the Cl-O and Cl-H
couples the first and the second peak of the RDF are very well separated, by
roughly 1.0 Å. In the case of sodium this distance reduces to circa 0.6 Å and
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Figure 5.18: (Top panel) Na-O RDFs at T = 300 K (solid line) and at T = 200 K
(dashed line), Na-H RDFs at T = 300 K (long dashed line) and at T = 200 K
(dot-dashed line), all for density ρ = 1.00 g/cm3. (Bottom panel) Cl-O RDFs at
T = 300 K (solid line) and at T = 200 K (dashed line), Cl-H RDFs at T = 300 K
(long dashed line) and at T = 200 K (dot-dashed line), all for density ρ = 1.00 g/cm3.



5.4 Structural results 107

an overlap of the Na-O and Na-H hydration shells is also present. We can
notice that in the case of the chloride ion the structure and the shape of the
shells are similar to the case of the O-O and O-H structures, see Fig. 5.14
and Fig. 5.15. From this consideration we can argue that the chloride ion can
substitute an oxygen atom in the hydration shell, forming linear hydrogen
bonds with oxygen atoms, as indicated by the sharp Cl-H first peak. This
substitution cannot take place in the case of the Na ion. In fact its positive
charge induces a major rearrangement of the bonds that produces a more
packed structure. The results obtained for the Na and Cl hydration structure
is in good agreement with what found experimentally, with the neutron
diffraction technique [136,142].

In Fig. 5.19 we present the hydration structure of Na and Cl ions in the
HDL, ρ = 1.10 g/cm3 and in the LDL, ρ = 0.92 g/cm3, at T = 200 K. In
the case of Na ion, the RDFs are not very different in the HDL or LDL.
The first and second peak of the Na-O RFDs and the first peak of the Na-H
increase in the LDL, with respect to HDL. The position of the peaks remain
similar apart from a slight shift to higher distances of the second shell of
Na-O in the LDL. In the case of the Cl ion, the Cl-H RDFs are unaltered
either in the LDL or HDL environment, but some differences appear in the
Cl-O couple. The first peak is in fact higher in LDL and the second peak
is higher and shifted to longer distances. Generally speaking, there seem to
be few differences in the hydration structure of the ions in the HDL or LDL
solvent, at least at this concentration. The only significant difference is in
the second shell of the Cl-O RDF.

We have said before the the hydration structure of the chloride resembles
the O-O and O-H structure with the possibility of chloride ion substituting
the central oxygen atom. We want now to further inquire this possibility. To
do so, we plot in Fig. 5.20, the O-O and Cl-O RDFs for HDL and LDL with
distances rescaled by the Lennard-Jones (LJ) interaction distance parameter
σ. For the O-O pair σ = 3.154 Å, as given in the TIP4P model [188], for the
Cl-O pair, σ = 3.561 Å, as reported in Table 5.1. Both in LDL and in HDL
the chloride ion has the effect of pulling inward the second shell if compared
with the corresponding O-O RDF. We can make a quantitative comparison
considering the rescaled distance between the first and the second shell ∆R.
In the HDL case, ∆R = 0.49 for the O-O pair and ∆R = 0.42 for the Cl-O
pair. In the LDL case, ∆R = 0.55 for the O-O pair and ∆R = 0.44 for the
Cl-O pair. Thus we can see that in the LDL the chloride ion has the effect
of pulling inward the second shell of oxygen atoms.

Looking at Fig. 5.14 and Fig. 5.15, we have seen that for the O-O RDF
the main difference in the LDL or HDL case is the shift of the second shell
toward lower distances in the HDL. We have now a possible explanation of
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Figure 5.19: (Top panel) Na-O RDFs for HDL (solid line) and for LDL (dashed
line), Na-H RDFs for HDL (long dashed line) and for (dot-dashed line), all at T =
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Cl-O (dashed line: HDL; dot-dashed line: LDL) RDFs, rescaled by their respective
LJ interaction distance parameter σ

the fact that ions seem to affect LDL more than HDL. From the picture we
described, the chloride ion can take the place of the central oxygen atom
at the cost of bending hydrogen bonds and pulling inward the second shell
of oxygen atoms. This can be easily tolerated in HDL, where the structure
of the second shell is already collapsed but the LDL structure is instead
strained. In this way the substitution operated by the chloride ion causes
the LDL structure to become more HDL-like. As a consequence the region
of existence of the LDL phase is shrunk in the NaCl(aq) if compared to that
of bulk water, as we have seen studying the thermodynamics in Sec. 5.3.

We can summarize the results obtained from the study of the structural
properties of the JJ-TIP4P set stating the following points. We found that
the TIP4P model is able to reproduce the structure of the two phases of
supercooled liquid water, beyond being a very good potential for the study
of liquid an solid water thermodynamics. As already observed in the study
of the thermodynamics of NaCl(aq), we observed that also in the case of the
structural properties, the LDL phase is more affected than the HDL phase
by the presence of ions. The comparison of the hydration structures revealed
that a possible mechanism of disturbance of the LDL structure is the sub-
stitution of the oxygen by the chloride ion. The ion pulls inward the second
shell of oxygen disrupting the LDL structure. As a consequence, the LDL is
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less stable in NaCl(aq) and its a region of existence in the thermodynamic
plane is reduced, with a consequent shift of the whole phase diagram, LLCP
included, to lower pressures.



Chapter 6

Results for the HS-JRP set

At variance with the PR-TIP4P and the JJ-TIP4P sets, the HS-JRP set
was not simulated using standard molecular dynamics (MD) but the discrete
molecular dynamics (DMD) technique. The systems in the HS-JRP set are
coarse-grained models for hydrophobic solutes in water, that are composed
by hard spheres (HS) and Jagla ramp potential (JRP) particles [51]. The
hard cores contained in these potentials are more readily dealt with the
DMD method.

The results presented in this chapter are focused on the effect of hy-
drophobic solutes and the role of concentration in modifying the liquid-liquid
phase diagram of water. The first section of this chapter, Sec. 6.1, is devoted
to explain the main features of the DMD method. The specific details and
the simulation protocol for the HS-JRP set are provided in Sec. 6.2.

In Sec. 6.3 the results on the thermodynamics of the systems are pre-
sented and discussed, while in Sec. 6.4 the results on the diffusive behaviour
of the systems and on the structure along the critical isochore are analysed.

6.1 Discrete Molecular Dynamics

DMD is a qualitatively different kind of MD that is useful in dealing with
potentials that are discontinuous functions of the distance. This kind of
MD is collision driven, in fact a so called collision takes place each time the
distance between two particles in the system becomes equal to a point of
discontinuity in the interaction potential. Between collisions the particles
travel in straight lines and at constant velocity but at the collision time the
velocity of particles changes suddenly. The velocity change is determined
considering the the laws of conservation of the momentum and of the energy.
In Fig. 6.1 a diagram of the collision between two particles is reported.

111



112 6. Results for the HS-JRP set

Figure 6.1: Diagram of the collision between two particles. The initial positions of
the particles of mass mi and mj are ri and rj respectively. They travel at constant
velocities vi and vj , collide at distance Rij and their velocities are modified to v′i
and v′j . Courtesy of S. V. Buldyrev.

Let us consider two particles of mass mi and mj, at initial positions ri
and rj and traveling at constant velocities vi and vj. The collision distance
is Rij, where the interaction potential between particle i and particle j has
a discontinuity. If we define rij = ri− rj and vij = vi−vj the collision time
is determined by the equation

|rij(t+ tij)| = |rij + vijtij| = Rij (6.1)

whence

(rij + tijvij)
2 = R2

ij . (6.2)

The DMD algorithm calculates the shortest collision time in the system

δt = min
i<j

tij (6.3)

and moves all the particles in the system until the next collision time

r′i = ri + δtvi (6.4)

then it assigns the new velocities to particles i and j considering the laws of
conservation of the momentum

mivi +mjvj = miv
′
i +mjv

′
j (6.5)

and of the total energy

miv
2
i

2
+
mjv

2
j

2
+ Uij =

miv
′2
i

2
+
mjv

′2
j

2
+ U ′ij . (6.6)
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The DMD algorithm is more efficient than standard MD for low den-
sity systems [109]. The positions and velocities of the particles are in fact
updated only when they collide. Moreover the search for the next collision
time can be sped up dividing the system into small subsystems in order
to calculate collision times only between particles situated in neighboring
subsystems.

As in regular MD also in DMD it is possible to work in different en-
sembles from the microcanonical NV E. To fix the temperature, a modified
Berendsen algorithm [12, 208] can be applied to rescale the velocities of the
particles. The temperature of the thermal bath T0 can be set making use of
the following equation that adjusts the temperature after N collisions,

T ′ = T̄ (1− κT∆t) + T0κT∆T (6.7)

where T ′ is the new temperature, T̄ is the average temperature in the time ∆t
during which N collisions take place and κT is the heat exchange coefficient.

If we want also to fix the pressure of the system, this can be done using
the Berendsen algorithm [181] that rescales the positions of the particles of
the system and the box vector each ∆tP time steps. The equations read

r′i = ri + riκP (P̄ − P0) (6.8)

L = L + LκP (P̄ − P0) (6.9)

where L = (Lx, Ly, Lz) is a vector containing the lengths of the edges of the
simulation box, P0 is the barostat pressure, P̄ is the average pressure during
∆tP and κP is the pressure rescaling coefficient.

6.2 Simulation details for the HS-JRP set

The HS-JRP set is made by the simulations, performed with the DMD
method, of the mixture of hard spheres (HS) and water-like solvent parti-
cles that interact between them via the spherically symmetric Jagla ramp
potential (JRP). For this set we define the composition in term of the molar
fraction of HS xHS. We studied the solutions of HS in JRP particles, with
xHS = 0.10, 0.15 and 0.20 and the 1:1 mixture of HS and JRP particles,
xHS = 0.50 [51]. This set of simulations was mostly run during the second
year of the Ph. D. program, while the analysis of the results was performed
between the second and the third year.
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The JRP [55,56] belongs to a family of spherically symmetric potentials
composed by a hard core plus a linear repulsive ramp. The tuning parameter
of this potential is the ratio between its two characteristic lengths,the hard
core distance and the soft core distance. Changing this parameter allows
the JRP to span the range of behaviour from hard sphere to water-like [17,
58, 59]. With the appropriate choice of the parameters, the JRP potential
displays water-like behaviour and in particular thermodynamic [12, 17, 59],
dynamic [12, 57] and structural [58] anomalies of water. The JRP used for
the HS-JRP simulations is shown in Fig. 6.2.
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Figure 6.2: Spherically symmetric JRP. This potential has two length scales: the
hard core diameter r = a and the soft core diameter r = b. The parameters used for
the simulations are UR/U0 = 3.56, b/a = 1.72 and c/a = 3. The potential has been
discretised, with a discretisation step ∆U = U0/8.

The two characteristic lengths are the the hard core distance r = a and
the soft core distance r = b. The minimum of the energy is in correspon-
dence of the soft core distance. The potential has also an attractive tail
that extends to r = c. We have seen in Sec. 6.1 that the DMD algorithm
works for potentials with discontinuities. In order to introduce such dis-
continuities, the interaction potential was discretised. The repulsive ramp
was partitioned into 36 steps of width 0.02a and the attractive ramp was
partitioned into 8 steps of width 0.16a. For each step the energy jump is
∆U = U0/8 = 0.125. The parametrisation of this system, taken from previ-
ous works [12, 57], prevents the occurrence of crystallization. In particular
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Table 6.1: Range of spanned box lengths, corresponding densities and range of
temperatures in reduced units (see text) for each composition studied. Data for
constant volume simulations.

xHS Lmin Lmax ρmin ρmax Tmin Tmax
0.10 15.5 17.4 0.328 0.464 0.255 0.380
0.15 15.5 17.4 0.328 0.464 0.275 0.360
0.20 15.5 17.4 0.328 0.464 0.275 0.360
0.50 13.7 15.1 0.502 0.672 0.210 0.300

the ratio between the potential length scales was set to b/a = 1.72, c/a = 3.
The value of the energy at r = a, UR = 3.56U0 was defined through least
square linear fit to the discretised repulsive ramp. The interaction between
JRP and HS and between HS and HS is given by the pure hard core poten-
tial with the same hard core distance r = a. The diameter of the HS is a,
equal to the hard core distance of the JRP.

Most simulations were performed at constant N , V and T , with the tem-
perature controlled rescaling the velocities employing a modified Berendsen
algorithm (see Sec. 6.1). A subset of the simulations aimed to study the
behaviour of the diffusion coefficient on a cooling path at constant pressure
was performed at constant N , P and T , with P controlled allowing the edge
of the simulation box to change over time using the Berendsen algorithm
(see Sec. 6.1).

The number of particles contained in the cubic simulation box is Ntot =
NJRP + NHS = 1728. The number of HS is NHS = 173 for xHS = 0.10,
NHS = 260 for xHS = 0.15, NHS = 345 for xHS = 0.20 and NHS = 864 for
xHS = 0.50.

For this set of simulations reduced units are used. Distances are in units
of a, energy in units of U0 and time in units of a

√
m/U0, where m is the

mass. The mass is assumed to be unitary. Densities are defined as ρ ≡ N/L3,
where L is the length of the edge of simulation box. The unit of density is
a−3; pressure is given in units of U0/a

3 and temperatures in units of U0/kB.
In the reduced units, the simulation times are for all temperatures, tE =

1000 for the equilibration runs and tP = 20000 for the production runs.
Constant volume (density) simulations were performed for densities cor-

responding to box lengths L/a = 15.5, . . . , 17.4 for xHS = 0.10, 0.15 and
0.20 and for densities corresponding to box lengths L/a = 13.7, . . . , 15.1 for
xHS = 0.50. The range of temperatures goes from T = 0.255 to T = 0.380
for xHS = 0.10, from T = 0.275 to T = 0.360 for xHS = 0.15 and 0.20 and
from T = 0.210 to T = 0.300 for xHS = 0.50. For all compositions the step
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in the simulated temperatures is ∆T = 0.005. In Table 6.1 the spanned
ranges of box lengths, corresponding densities and of temperatures for each
mole fraction are summarized.

Constant pressures simulations were also performed at P = 0.321 for
xHS = 0.10, P = 0.347 for xHS = 0.15 and P = 0.382 for xHS = 0.20. The
range of temperature studied with constant pressure simulations goes from
T = 0.250 to T = 0.440 (every ∆T = 0.010) for xHS = 0.10 and T = 0.250
to T = 0.380 (every ∆T = 0.010) for xHS = 0.15 and 0.20.

For the HS-JRP set [51], 20 isochores each were simulated for the xHS =
0.10, 0.15 and 0.20 systems and 15 isochores were simulated for the xHS =
0.50 system. For each isochores, 26 temperatures were simulated for xHS =
0.10, 18 temperatures for xHS = 0.15 and 0.20 and 19 temperatures for
xHS = 0.50. All together they amount to 1525 state points simulated.
Adding additional 48 state points performed for the constant pressure sim-
ulations, the total states points simulated are 1573. Considering that each
state point takes about one day on a Linux machine with an Intel dual-core
processor (clock frequency 2.2 GHz) the total computational time amounts
to about 38000 hours of CPU usage, equivalent to more than 4 CPU years.

This set of simulations were performed using a home written code by S. V.
Buldyrev for DMD simulations. Most simulations were run on the Bethe
cluster at Yeshiva University, New York City, New York (United States).
This cluster allowed the execution of up to 20 serial jobs together, reducing
the actual time needed to collect the data. Part of the simulations were
also conducted on the INFN-Grid Roma Tre cluster [193] and on the HPC
cluster [194] of the CNR-IOM Democritos National Simulation Center at
SISSA, Trieste (Italy).

6.3 Thermodynamic results

The thermodynamics of the mixtures of HS and JRP particles, with mole
fractions xHS = 0.10, 0.15, 0.20 and 0.50 was studied analysing the results in
the isochore (P −T ) plane and in the isotherms (P −ρ) plane. In the ranges
of temperatures and densities studied here the HS are completely soluble
in JRP particles [35]. In fact in the range of state points we spanned,
no demixing phenomena occurred. The thermodynamic properties of the
bulk JRP liquid, with the same set of parameters used for this study, was
previously extensively studied [12, 57]. In particular it was found that it
shows a liquid-liquid critical point (LLCP) located at Tc = 0.375, Pc = 0.243
and ρc = 0.370.

Here the position of the LLCP was determined considering the points for
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Figure 6.3: Isochores of the mixtures at the four different mole fractions, together
with the positions of the LLCP (circles), LDL LMS (triangles up) and HDL LMS
(triangles down). In all panels, the lines are fourth degree polynomial fits to the
simulated state points. (a) xHS = 0.10, isochores are drawn for ρ = Na3/L, where
L/a = 17.4, 17.3, . . . , 15.5. The range of corresponding densities span from ρ = 0.328
to ρ = 0.464. (from bottom to top). The temperature range goes from T = 0.255
to T = 0.380. (b) xHS = 0.15, the range of densities is the same of panel a. The
temperature range goes from T = 0.275 to T = 0.360. (c) xHS = 0.15, the ranges of
densities and temperatures are the same as in panel b. (d) xHS = 0.50, isochores are
drawn for ρ = Na3/L, where L/a = 15.1, 17.0, . . . , 13.7. The range of corresponding
densities span from ρ = 0.502 to ρ = 0.672. (from bottom to top). The temperature
range goes from T = 0.210 to T = 0.300.
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which the following relation holds(
∂P

∂ρ

)
T

=

(
∂2P

∂ρ2

)
T

= 0 . (6.10)

The points of the LL-LMS have been calculated considering instead the
points for which (∂P/∂ρ)T = 0 but (∂2P/∂ρ2)T 6= 0, where the isothermal
compressibility KT = (∂ρ/∂P )T/ρ goes to infinity.

In Fig. 6.3 the isochores, in the P − T plane, of the mixtures at the
four different mole fractions are presented. Together with the isochores, the
estimated position of the LLCP and the high density liquid (HDL) and the
low density liquid (LDL) branches of the liquid-liquid limit of mechanical
stability (LL-LMS) lines are also shown. It can be noted that for mole frac-
tions up to xHS = 0.20 the convergence of the isochores to the critical point
is very clear. The isochores also cross at the points corresponding to the
LL-LMS lines. Moreover for the three lowest mole fractions the low density
isochore are almost flat. This indicates the presence of density anomaly, in
fact we recall that the point of the temperature of maximum density (TMD)
line are given by the zeros of the coefficient of thermal expansion αP , where
(∂P/∂T )ρ = 0. For the 1:1 mixture of HS and JRP particles (xHS = 0.50)
the convergence of the isochores to the LLCP is not as precise at for the the
three lowest mole fractions. The low density isochores in this case are not
longer flat. Thus no density anomaly is observed for xHS = 0.50.

The isotherms of the systems with xHS = 0.10, 0.15, 0.20 and 0.50 are
shown together in Fig. 6.4. Along with the isotherms of the systems, the
positions of the LLCP are also reported. We can observe that the LLCP is
positioned at the inflection point of the critical isotherms. Below the LLCP
the isotherms show van der Waals-like loops that indicate the LL coexistence.
It can be also noticed that when the mole fraction of solutes increases, the
width of the region of coexistence narrows. For low densities, a crossing
of the isotherms can be seen for the mole fractions xHS = 0.10, 0.15, 0.20.
For the points where isotherms cross, the relation (∂P/∂T )ρ = 0 must hold.
Thus this crossing signals the presence of density anomaly. The LLCP and
the van der Waals-like structure can be found also for the highest mole
fraction, xHS = 0.50. However in this case, the crossing of the isotherms
disappears, confirming what we have seen studying the isochores in Fig. 6.3.
Therefore, although the density anomaly is not longer present at this high
mole fraction, the LLCP does not vanish.

The coordinates of the LLCP for the four system are reported in Ta-
ble 6.2, together with the coordinates of the LLCP of the bulk JRP particles
system.
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Figure 6.4: Isotherms of the mixtures at the four different mole fractions, together
with the positions of the LLCP (circles). In all panels the lines are fourth degree
polynomial fits to the simulated state points. (a) xHS = 0.10, isotherms are drawn for
temperatures from T = 0.255 to T = 0.380 every ∆T = 0.005 (from bottom to top).
(b) xHS = 0.15, isotherms are drawn for temperatures from T = 0.275 to T = 0.360
every ∆T = 0.005 (from bottom to top). (c) xHS = 0.20, the temperature range is
the same as in panel b. (d) xHS = 0.50, isotherms are drawn for temperatures from
T = 0.210 to T = 0.300 every ∆T = 0.005 (from bottom to top).
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Table 6.2: Coordinates of the LLCP for the bulk JRP particles system [12] and for
the mixtures of HS and JRP particles, with mole fractions xHS = 0.10, 0.15, 0.20 and
0.50.

xHS Tc Pc ρc
0.00 (bulk) 0.375 0.243 0.370

0.10 0.346 0.301 0.394
0.15 0.330 0.327 0.399
0.20 0.320 0.362 0.421

0.50 (1:1 mixture) 0.230 0.645 0.597
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Figure 6.5: Position of the LLCP (squares) in the P −T plane, LDL (triangles up)
and HDL (triangles down) limit of mechanical stability (LMS) lines for the mixtures
with HS mole fractions xHS = 0.10, 0.15, 0.20. The position of the LLCP for the
bulk JRP particles system is also reported for comparison. In the inset the analogous
quantities are reported for the 1:1 mixture of HS and JRP particles (xHS = 0.50).
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The position of the LLCP along with the two branches of the LL-LMS
line for all the studied mixtures are shown in Fig. 6.5. The LLCP moves to
higher pressures and lower temperatures upon increasing the solute content.
This shift of the LLCP could be connected to the fact the HS seem to be
more favorably solvated in the low density phases [35]. In fact we can observe
that the LDL region of the phase diagram progressively widens, as the mole
fraction of HS increases.

Looking both at the isochores, Fig. 6.3, and at the isotherms, Fig. 6.4,
it can be observed that the width of the coexistence envelope reduces upon
increasing the solute content. The region where isochores cross in fact re-
duces on going from xHS = 0.10 to xHS = 0.50. In the isotherms, the width
of the loop region becomes more and more narrow, spanning a minor range
of densities, upon increasing the HS mole fraction. These results seem to
indicate that upon further increasing the solute content the LLCP will dis-
appear. The weakening of the indications of LL coexistence is consistent
with what we have seen in the study of the PR-TIP4P set (Sec. 4.3) and
with experimental observations of solutions of salts [131,132].

If we want to compare the results obtained with the JRP to real water,
we have to take into account the fact that the slope of the LL coexistence
line is reversed for JRP particles with respect to the slope in water. In fact
while the slope of the LL coexistence line is negative in water, it is positive
for JRP particles [12,13,57]. Considering the Clausius-Clapeyron equation

dP

dT
=

∆S

∆V
(6.11)

we can derive that in the JRP system, the entropy of the HDL phase is
lower than the one of the LDL phase. Thus the HDL phase is more ordered
than the LDL phase. This is the opposite of what happens in water, where
the LDL phase is more ordered [19]. This inversion is reflected also in the
dynamic behaviour. In fact, while the LDL phase is strong and the HDL
fragile in water, the opposite is true for JRP particles [12, 57]. Numerical
values in real units for the LLCP of the JRP particles system and more
realistic models for water, as for example the TIP5P model (see Ref. [17])
are quite distant. Nonetheless the phenomenology relative to the LLCP and
to thermodynamic, dynamic and structural anomalies is preserved in the
JRP system, provided the roles of HDL and LDL are exchanged [12,57].

In Fig. 6.6 the LL coexistence line for the bulk JRP particles and the
respective LLCP, calculated by Xu et al. [12], together with the critical line
up to xHS = 0.50, calculated in this work are reported. The critical line is
the line that joins the LLCP of the mixtures. As we said before, we find that
the LLCP in the mixtures moves to lower temperatures and higher pressures.
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Figure 6.6: LL coexistence line (dark solid line) and LLCP (circle) for the bulk
JRP system as calculated in Ref. [12] and the critical line for the mixtures up to
xHS = 0.50 as calculated in this work (dark dashed line). The same quantities have
been rotated to match the slope of the coexistence line to the one of real water. The
rotated coexistence line (light solid line) and the rotated critical line up to xHS = 0.50
(light dashed line) are shown.

In order to obtain a prediction for the behaviour of mixtures of water with
small hydrophobic solutes, we performed a rotation of the LL coexistence
line calculated for JRP, bringing it to have a positive slope. The slope of
the coexistence line has been reversed from θ to −θ, performing a rotation
of −2θ around the point corresponding to the LLCP. The same rotation has
been applied to the critical line, calculated for the mixtures of HS and JRP.
In the rotated system, see Fig. 6.6, we can see that the position of the LLCP
moves to higher pressures and higher temperatures in the mixtures.

From these considerations we can predict that the temperature of oc-
currence of the LLCP can be elevated in mixtures of water and small hy-
drophobic solutes. We have seen in Sec. 5.3 that in the c = 0.67 mol/kg
NaCl(aq) solution we studied, the LLCP moved to higher temperatures and
lower pressures. Here we see that also with small hydrophobic solutes the
temperature of the LLCP can be increased, being in this case the pressure
higher with respect to bulk water. This shift induced by the hydrophobic
solutes could be exploited in experiments to bring the LLCP in mixtures
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above the homogeneous nucleation line, also avoiding to deal with negative
pressures as in the case of the NaCl(aq).

6.4 Diffusivity and Structure

Now we study the diffusive behaviour of the mixtures of HS and JRP par-
ticles. First we will see the behaviour of the diffusion coefficient of the
JRP particles for all mole fractions, calculated at constant temperature
(isotherms of the diffusion coefficient) as a function of the density. Then
we will look at the diffusion coefficient of the JRP particles and of the HS
for xHS = 0.10, 0.15 and 0.20 calculated at constant pressure, on a cooling
path above the LLCP.

In Fig. 6.7 the diffusion coefficients, for the mole fractions xHS = 0.10,
0.15, 0.20 and 0.50 calculated at constant temperature as functions of the
density, are reported. The diffusivity anomaly, with the appearance of max-
ima in the isotherms of the diffusion coefficient is found up to highest HS
content. The xHS = 0.10, 0.15, 0.20 are studied in the same range of densi-
ties, from ρ = 0.328 to ρ = 0.464. Maxima of the diffusion coefficient are
evident for xHS = 0.10, 0.15, 0.20, while minima appear only for xHS = 0.20.
Minima for the xHS = 0.10, 0.15 solutions are to be found for lower densities,
out of the spanned range of densities. This can be due to the restriction of
the region of existence of the diffusivity anomaly. Therefore the dynamic
anomalies also, beyond the thermodynamic ones exist in a smaller range of
densities, upon increasing the solute content. The diffusion coefficients at
constant temperature for xHS = 0.50 are calculated in the density range
from ρ = 0.502 to ρ = 0.672, therefore they cannot be directly compared
with the lower HS mole fraction cases. Nonetheless it can be observed that
also for this high content of HS, the maxima in the the diffusion coefficient
are present. Thus, while the density anomaly disappears for xHS = 0.50,
the diffusivity anomaly is still present.

Now we look at the behaviour of the diffusion coefficients for xHS =
0.10, 0.15, 0.20, calculated at constant pressure on a cooling path above the
LLCP. In the bulk JRP particles system it was found that the trend of
the diffusion coefficient, calculated along a cooling path above the LLCP,
displays a crossover from a high-temperature behaviour (LDL-like) to a low-
temperature (HDL-like) behaviour, upon crossing the Widom line [12]. Both
trends are Arrhenius but only the one on the low-temperature side of the
Widom line can be classified as that of a strong liquid because of the magni-
tude of the activation energy. The high-temperature part instead resembles
the behavior observed in the LDL phase at high temperature, that in the
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Figure 6.7: Diffusion coefficients of the JRP particles at constant temperature
for the four mixtures at different HS mole fractions. In all panels the lines are
fourth degree polynomial fits to the simulated state points. The dashed lines join
the diffusivity extrema (maxima for xHS = 0.10, 0.15, 0.50, maxima and minima for
xHS = 0.20. (a) xHS = 0.10, isotherms of D are drawn for temperatures from
T = 0.255 to T = 0.380 every ∆T = 0.005 (from bottom to top). (b) xHS = 0.15,
isotherms of D are drawn for temperatures from T = 0.275 to T = 0.360 every
∆T = 0.005 (from bottom to top). (c) xHS = 0.20, the temperature range is the
same as in panel b. (d) xHS = 0.50, isotherms are drawn for temperatures from
T = 0.210 to T = 0.300 every ∆T = 0.005 (from bottom to top).
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JRP particles system is fragile. From this observation it was deducted that
also the JRP particles exhibits a dynamic crossover from a LDL-like (frag-
ile) behaviour at high temperature to HDL-like (strong) behaviour at low
temperature, in a way similar to the fragile to strong transition observed
in water [98], with the difference that the strong liquid in the JRP parti-
cles system is the HDL. Furthermore, the diffusive crossover was connected
to the maximum in the specific heat occurring at the Widom line, through
the Adam-Gibbs relation D = D0 exp(−C/TSconf), where Sconf is the con-
figurational entropy. This is due to the proportionality between Sconf and
Sex, the excess entropy of the liquid with respect to the crystal [209]. As
CP = T (∂S/∂T )P and CP ∝ Cex

P ≡ T (∂Sex/∂T )P , a rapid change of excess
entropy, and consequently of the configurational entropy which constitute
its largest part, can be expected close to the temperature for which the
maximum of the specific heat occurs.
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Figure 6.8: Diffusion coefficients for JRP particles and HS calculated along a con-
stant pressure path above the LLCP. The pressures are P = 0.321 for xHS = 0.10,
P = 0.347 for xHS = 0.15 and P = 0.382 for xHS = 0.20. The lines correspond to
the Arrhenius fit for JRP particles. The diffusion coefficients at constant pressure
for the bulk JRP particles system at P = 0.250 and P = 0.275 are also reported for
comparison.

In Fig. 6.8, the diffusion coefficients at constant pressure for JRP par-
ticles and HS are shown. For all compositions the pressure has been set
to the critical pressure plus ∆P = 0.020. For JRP particles, the crossover
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present in bulk JRP, is also found in the xHS = 0.10, 0.15 and 0.20 mixtures
and at low enough temperature, below the Widom line, the diffusivity be-
haviour becomes that of HDL JRP liquid. The temperature of occurrence
of the crossover in the diffusive behaviour decreases, upon increasing the
mole fraction of solutes. As the Widom line is emanated from the LLCP,
the shift of the crossover temperature to lower values is consistent with the
shift to lower temperatures of the LLCP that we have seen studying the
thermodynamics (see Fig. 6.5). The trend of the diffusive behaviour of the
HS closely follows the one of the JRP particles, therefore we can derive that
the diffusive behaviour of the HS solute is determined by the diffusivity of
the solvent.

To summarize the study of the diffusive behaviour of our systems, we
can say that the appearance of the diffusivity anomaly, with extrema in the
trend of the isotherms of the diffusion coefficient, is preserved up to highest
mole fraction, xHS = 0.50. This is opposed to density anomaly that is no
longer present at xHS = 0.50. The region of existence of the diffusivity
anomaly seems to narrow upon increasing the mole fraction of solutes, in
analogy with what observed for the thermodynamic anomalies. The study of
the behaviour of the diffusion coefficients at constant pressure, on a cooling
path above the LLCP, for xHS = 0.10, 0.15, 0.20 revealed that there exists
a crossover from a LDL-like to a HDL-like behaviour, in analogy with what
previously found for the bulk JRP particles system [12]. The crossover
temperature decreases when the mole fraction of HS increases, consistently
with the shift of the Widom line in the phase diagram.

Finally we can have a look at the solute-solute radial distribution func-
tions (RDFs) of the systems at all mole fractions. In Fig. 6.9 the gHS-HS(r)
calculated at the critical density of each systems, are reported. The temper-
atures considered are T = 0.360, the critical temperature and T = 0.290 for
the solutions with xHS = 0.10, 0.15 and 0.20 and T = 0.300, the critical tem-
perature and T = 0.210 for the mixture with xHS = 0.50. The progressive
increase in the g(r) close to the hard core distance indicates a small tendency
to the clustering of HS, upon increasing the HS content. An anomalous be-
haviour of the solute-solute RDFs can be see for the lowest temperatures,
below the LLCP. In fact they show a progressive decay towards the asymp-
totic behaviour on 1 at large r. This decay signals the segregation of the HS
into the LDL phase below the critical point, along the coexistence line.
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Figure 6.9: HS-HS RDFs for the mixtures with xHS = 0.10, 0.15, 0.20 and 0.50
calculated for densities corresponding to the critical value (see Table 6.2). The
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Chapter 7

Conclusions

In this brief chapter we summarize the results obtained for the three sets
of simulations reported in this thesis, the PR-TIP4P set (Chap. 4), the JJ-
TIP4P set (Chap. 5) and the HS-JRP set (Chap. 6). General conclusions
are given at the end of the chapter.

7.1 PR-TIP4P set

In this set, molecular dynamics (MD) simulations were performed on TIP4P
bulk water and on sodium chloride solutions in TIP4P water, NaCl(aq) [43–
48]. The Lennard-Jones (LJ) ion parameters for this set were taken from
Pettitt and Rossky [52]. The concentrations investigated are c = 0.67, 1.36
and 2.10 mol/kg. The results were also compared with water confined in a
hydrophobic environment of soft spheres [54].

Thermodynamics was studied looking at the isochores and the isotherms
planes. The analysis of those planes consented the determination of the
temperature of maximum density (TMD) line and of the liquid-gas limit of
mechanical stability (LG-LMS) line for all the systems investigated. When
the concentration is increased, the isochores progressively pack near the
LG-LMS line, showing a general downward shift in pressure. This can be
connected to the previously observed equivalence of the presence of ions with
the application of an external pressure [136,141,150,195]. The study of the
isotherms planes of the systems revealed that low temperature isotherms
show inflections, crossing higher temperature isotherms, up to the highest
concentration investigated. These inflections are indications of the approach
of the systems to liquid-liquid coexistence [7, 18]. The width of the density
region where these inflections occur, progressively reduces, upon increasing
the concentration of salt. Indications of the liquid-liquid coexistence were
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confirmed looking at the behaviour of the potential energy as a function of
the density, for which minima appear. They can be connected to liquid-liquid
coexistence [21]. The minima become closer to each other as concentration
is increased. This, together with the restriction of the region of inflections of
the isotherms, seems to indicate that the width of the coexistence envelope
reduces, upon increasing the salt content.

A comparison of the TMD and of the LG-LMS lines for bulk water, for
c = 0.67, 1.36, 2.10 mol/kg NaCl(aq) and for water in the hydrophobic en-
vironment was also performed. The presence of polar solutes, in the case
of NaCl(aq), only mildly affects the LG-LMS that remains fairly similar to
that of bulk water. In the case of the apolar solutes, the soft spheres, the
LG-LMS shift to higher pressures by about 200 MPa, due to excluded vol-
ume effects. The TMD line in the NaCl(aq) solutions progressively moves to
lower temperatures and pressures with respect to bulk water, upon increas-
ing concentration. The amplitude of the curve also progressively reduces.
In the case of the apolar solutes instead the TMD line moves to lower tem-
peratures but to higher pressures. From this we could hypothesize, that
while the addition of solutes always shifts the TMD to lower temperatures,
the direction of the shift in temperature may be determined by the polar or
apolar nature of the solute.

The structural properties of the c = 1.36 mol/kg NaCl(aq) were also com-
pared to the case of water in the hydrophobic confinement of soft spheres.
The intermediate concentrations was chosen, because its structure does not
differ significantly from the other two concentrations. The hydration struc-
ture of the ions and of the soft spheres was compared, at different tempera-
tures and densities. The hydration structure of the two kinds of solutes was
also compared inside and outside the region of density anomaly. For soft
spheres the hydration shells become more rigid in the anomalous region,
with well separated first and second shells. This allows water to maintain
its open network, at least at high enough pressures. For ions, in the anoma-
lous region, the hydration shells become more compact, so that water is
more effective in screening the ionic charge and more free space is available,
at least at low enough temperatures.

7.2 JJ-TIP4P set

This set consists in the extensive MD simulations performed on TIP4P water
and on c = 0.67 mol/kg NaCl(aq) [49, 50]. The LJ ion parameters for this
set were taken from Jensen and Jorgensen [53]. The TIP4P model has been
previously widely used for the investigation of water at low temperatures
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and it was shown that it can reproduce the phase diagram of the stable ice
phase of water [189]. Limits have been found for the position of the liquid-
liquid critical point (LLCP) in TIP4P, T < 200 K and P > 70 K [24], but
so far a clear determination of its position was not available.

The large number of state points simulated permitted to locate the po-
sition of the LLCP in both systems. The position of the LLCP calculated
directly from simulations is T = 190 K and P = 150 K for bulk water and
T = 200 K and P = −50 K for NaCl(aq). Therefore in the solution the
LLCP shifts to lower pressures and higher temperatures. The TIP4P phase
diagram calculated in simulations was compared with available experimen-
tal data for water. It was found that applying a rigid shift of ∆T = +31 K
and ∆P = −73 MPa, the simulated phase diagram can be superimposed to
the experimental one. The LLCP for bulk water thus calculated is found at
T = 221 K and P = 77 K, very close the values indicated by Mishima and
Stanley [31], T ' 220 K and P ' 100 MPa.

Comparing the TMD point at ambient pressure for NaCl(aq) obtained in
simulations with the experimental one, we hypothesized that the same shift
applied to bulk water, can be applied also to NaCl(aq). Upon performing
this shift, the LLCP of the NaCl(aq) falls at T ' 230 K and P ' −120 MPa.
It can be estimated, extrapolating available experimental data at ambient
pressure [41, 68], that the homogeneous nucleation line for c = 0.67 mol/kg
NaCl(aq) should shift downward by circa 5 K, with respect to bulk water.
Thus the LLCP in NaCl(aq) should be found in the experimental acces-
sible region. This finding is important because it shows that the use of
solutions can be a viable route to bring the LLCP in a region that can be
experimentally investigated in order to definitively proof the validity of the
LLCP hypothesis. The comparison of the phase diagrams of bulk water and
NaCl(aq) also showed that the ions stabilize the high density liquid (HDL)
phase, with a consequent reduction of the extension of the low density liquid
(LDL) phase in the solution. This is in agreement with the apparent favored
solvation of ions in HDL observed experimentally [133,134].

The structure of the HDL and LDL phases of bulk water and of NaCl(aq)
was also investigated. It was found that the TIP4P model is able to repro-
duce the LDL and HDL structures when compared to available experimental
results [104]. This confirms that the TIP4P model is a very good potential
for the study of supercooled water. The comparison of the water-water and
ion-water radial distribution functions showed that the LDL phase is more
affected by the presence of ions, as already found studying the thermody-
namics. From the comparison of the hydration shells, a possible mechanism
of disturbance of the LDL phase was found in the substitution of the oxygen
atom with the chloride ion in the coordination shells. The ion would pull
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inwards the second shell of oxygen atoms, disrupting the ordered LDL struc-
ture. This in turn would render the LDL phase less stable, as also indicated
by the reduction of its region of existence with respect to bulk water.

7.3 HS-JRP set

The simulations in the HS-JRP were performed with the discrete molecu-
lar dynamics (DMD) technique on mixtures of hard spheres (HS) on Jagla
ramp potential (JRP) particles [51]. The HS mole fractions investigated
are xHS = 0.10, 0.15, 0.20 and 0.50. The mixtures are idealized systems for
mixtures of water and hydrophobic solutes. The study of the isochores and
the isotherms planes revealed the presence of a LLCP up to highest mole
fraction investigated, xHS = 0.50. The position of the LLCP progressively
moves to lower temperatures and higher pressures as the solute content is
increased. This shift indicates a progressive increase of the region of exis-
tence of the LDL phase and it may be related to the favored solvation of HS
in the LDL phase [35].

The liquid-liquid coexistence line of the bulk JRP system has a positive
slope, as opposed to water which shows a negative slope. Thus the coex-
istence line and the mixture critical line were rotated around the LLCP of
the bulk JRP system of the angle needed to bring the coexistence line to
have the same slope but with reversed sign. Upon applying this rotation,
the LLCP of the mixtures is found to shift to higher pressures and temper-
atures as the mole fraction is increased. Thus we see that the temperature
of occurrence of the LLCP could be elevated also using hydrophobic solutes,
beyond hydrophilic ones as in the JJ-TIP4P set. In this case also the pres-
sure increases, which might reveal experimentally useful in order to avoid
dealing with negative pressures.

The shift of the LLCP to higher temperatures and pressures is also consis-
tent with the results obtained by Gallo and Rovere on water in a hydrophobic
environment [54], if we hypothesize that the TMD line and the LLCP get
closer to each other in solutions, as in the case of NaCl(aq).

The analysis of the isochores and isotherms planes also showed that while
the density anomaly is preserved up to xHS = 0.20, it disappears for the
highest HS mole fraction, xHS = 0.50. Moreover the width of the coexistence
envelope becomes narrower when the solute content increases.

The dynamic behaviour of the mixtures was also studied looking at the
behaviour of the isotherms of the diffusion coefficient as functions of the
density for xHS = 0.10, 0.15, 0.20, 0.50 and at the diffusion coefficient at
constant pressure calculated along a cooling path above the LLCP for xHS =



7.4 General conclusions 133

0.10, 0.15, 0.20. The diffusivity anomaly was found to be present up to the
highest mole fraction, xHS = 0.50, as opposed to the density anomaly. In fact
extrema in the behaviour of the isotherms of the diffusion coefficient appear
for all mole fractions. Looking at the mixtures with xHS = 0.10, 0.15, 0.20,
simulated in the same set of densities, we saw that the width of the region of
diffusive anomaly reduces upon increasing the HS mole fraction. In analogy
with what found for the bulk JRP system [12, 57], we observed a crossover
in the behaviour of the diffusion coefficient at constant pressure above the
LLCP, from a LDL-like behaviour to a HDL-like behaviour. This crossover
can be related to the crossing of the Widom line, above the LLCP. The
temperature of occurrence of the crossover decreases upon increasing the
HS content.

7.4 General conclusions

The results of the simulations reported in this thesis showed that the anoma-
lies of supercooled water and the appearance of a LLCP are preserved in solu-
tions both of hydrophilic and hydrophobic solutes, at least for concentrations
from low to moderate. Therefore the systematic study of the properties of
aqueous solutions in the supercooled region could be a novel route to the
understanding of the many unsolved mysteries of water. The most debated
question on water is probably whether a LLCP actually exists or not. We
have seen, in the solutions we studied, that the LLCP occurs at temperatures
higher with respect to bulk water and in the experimentally accessible re-
gion. Thus an experimental measurement of the LLCP in aqueous solutions,
although challenging, appears now possible.
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In the following we report a list of the acronyms and abbreviations used
throughout the thesis together with their meaning (page of first occurrence
within bracket). The spelling out of acronyms was given at the first oc-
currence in each chapter and wherever it was deemed necessary for greater
clarity. The TIP4P acronym was spelt out only when comparing to other
water potentials (Chap. 4).

LLCP liquid-liquid critical point (7)

LDL low density liquid (8)

HDL high density liquid (8)

PR-TIP4P Set of simulations performed with the molecular dynamics
(MD) technique on bulk TIP4P water and on c = 0.67, 1.36 and
2.10 mol/kg NaCl(aq) using the Pettitt-Rossky (PR) ion parameters
(8).

JJ-TIP4P Set of simulations performed with the molecular dynamics
(MD) technique on bulk TIP4P water and on c = 0.67 mol/kg NaCl(aq)
using the Jensen-Jorgensen (JJ) ion parameters (8).

HS-JRP Set of simulations performed with the discrete molecular dynam-
ics (DMD) technique on mixtures of hard spheres (HS) and Jagla Ramp
potential (JRP) particles, with HS mole fraction xHS = 0.10, 0.15, 0.20
and 0.50 (8)

MD molecular dynamics (8)

DMD discrete molecular dynamics (8)

PR Pettitt-Rossky (ion parameters) (9)

JJ Jensen-Jorgensen (ion parameters) (9)
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HS hard spheres (9)

JRP Jagla ramp potential (9)

TMD temperature of maximum density (9)

LG-LMS liquid-gas limit of mechanical stability (9)

LMS limit of mechanical stability (13).

HDA high density amorphous (23).

LDA low density amorphous (23).

VHDA very high density amorphous (23).

VFT Vogel-Fulcher-Tamman (law) (30)

MCT mode coupling theory (30)

FSC fragile to strong crossover (30)

RDF(s) radial distribution function(s) (35)

LJ Lennard-Jones (45)

ST2 Stillinger and Rahaman potential (55)

SPC simple point charge (55)

SPC/E simple point charge/extended (55)

TIP5P transferable intermolecular potential with five points (55)

TIP4P transferable intermolecular potential with four points (first occur-
rence 9, spelling out 55)

S spheres (70)

LL-LMS liquid-liquid limit of mechanical stability (87)
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