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Introduction

Since the appearance of Newton’s equations of motion there seemed to be a kind
of general hope in the air that every closed system could be solved exactly. An
expression of this feeling was represented by the idea of Laplace that a hypotetical
daemon could be able to embrace in a single formula anything set anywhere in the
past or future. In the 19th century Liouville found a way to solve an Hamiltonian
system which admits a maximal set of Poisson commuting invariants (functions on
the phase space whose Poisson brackets with the Hamiltonian of the system, and
with each other, vanish). However, the idea of predicting analytically the position
of any point mass particle was overtaken when Henri Poincaré, approaching the so
called ”three body problem”, realized that the conserved quantities are not preserved
when an integrable system is perturbed in a generic way, hence proving that a
system can be in general not integrable. If, on the one hand, this fact limited the
possibility to solve physical systems through analytical methods, on the other hand
it was remarkably amazing how most systems of interest known at the time could be
considered as a perturbation of integrable systems. Let us think for example of the
solar system or of the harmonic approximation or of other dynamical systems such
as shallow water waves discovered in the same century by John Scott Russel whose
mathematical wave equation, despite of its nonlinearity, showed immediately some
particular solutions expressed in terms of analytical functions. These facts seem to be
indicative of a new role played by integrable systems: though, after Poincare , they
were in a sense downgraded to something like a Platonic Idea of geometrical picture
which just an arbitrarily small perturbation could make unperfect (non-integrable),
nevertheless, at the same time, they appear to be needed by nature, as a sort of
alphabet to describe ordered phenomena existing in itself. So, from this point of
view, integrable systems would turn out to be one of the best source of mathematical
models in physics to represent those phenomena whose behaviour is far enough from
Chaos. With the onset of quantum mechanics the situation became even hardest
for integrable systems: Even a Hamiltonian 1-dimensional system, which in the
classical realm is integrable by definition as its equation of motion is solvable at
least by a quadrature, may not be solvable in the quantum context, inasmuch as
there might not be any recipes to get analytically the physical interesting quantities,
namely the spectrum and the eigenfunctions. Over the years the exactly solvable
quantum models, as the classical ones, have represented an invaluable tool describing
in an effective way a great variety of physical systems: let us quote for example the
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exactly solvable quantum systems involved in the description of the energy levels of
hydrogenoid atoms or in the study of vibrational effective potentials in molecules or
in lattices [2], just to mention a few.
Unfortunately, most examples of such systems are restricted to spaces of constant
scalar curvature or to lower dimensional cases (two-dimensional systems on noncon-
stant curvature [32], [33]); in addition to that the increasing importance of non-
Euclidean geometries in modern physics makes worthwhile, both from a mathemat-
ical and a physical perspective, to investigate about the existence of an exactly
solvable quantum family also in this framework, and indeed this issue can be con-
sidered as the main goal of the present thesis. We start the analysis giving in the
first chapter a short review about the exactly solvable quantum systems descrbing
them using the language of the shape invariance and underlining explicitly their link
with the most general family of classical orthogonal polynomials, namely the Jacobi
polynomials.
In the second chapter we introduce the concept of Maximal Superintegrability (M.S.)
in classical mechanics, this property plays an essential role in the analysis of the
exactly solvable systems since we can always determine its trajectory on the phase
space up to the solution of algebraic equations. The classification of the M.S.
systems is a hard work, anyway considering a radial symmetry (also in non-Euclidean
frameworks) it is possible to classify all these systems in just two multiparametric
families, namely the Bertrand-Perlick systems ([50] [51]), which in the flat limit
coincide with the well known exactly solvable systems of the Kepler and Harmonic
oscillator problem. The radial symmetry and the Bertrand classification of M.S.
systems in a non-Euclidean framework defines therefore an ideal starting point to
investigate about the existence of exactly solvable quantum systems on a non-
Euclidean manifold with a number of dimensions greater than two. According
to the aforementioned facts, the remaining part of the thesis is devoted to the
”quantization” of the Bertrand-Perlick systems, to this aim we have dedicated a
preliminary chapter (the third chapter) in order to introduce the problems that
always arise when dealing with systems whose kinetic part turns out to be position
dependent, and at the same time we give also a review about the most known
quantization prescriptions present in literature.
Finally in the chapter four we tackle the quantization of the Bertrand Perlick systems
making use of the mathematical tools (like the coupling constant metamorphosis or
the gauge transformation) previously introduced in the first three chapters. As
result of this analysis we have found a quantum version of the Bertrand-Perlick
systems generalized to an arbitrary number of dimensions which preserves explicitly
the exact solvability of the eigenvalue problem, moreover this quantum version has
the remarkable property of exhibiting a spectrum characterized by the so called
accidental degeneracy giving us a strong indication about the M.S. of this quantum
family.
The remaining part of the thesis is dedicated to the analysis of some examples
which turn out to be explicitly M.S. both in their classical and quantum version; in
particular we describe in detail the quantum system defined on the non-Euclidean
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Darboux-III space that can be regarded as well as a quantum system with a non-
constant parabolic mass. We conclude the thesis giving in the appendix an example
of how the Bertrand-Perlick systems can be a very flexible family of systems and
approximate well some real physical problems like the motion on a Swarzschild
metric.
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Chapter 1

Orthogonal polynomials and
shape invariance

1.1 Introduction to shape invariant systems

To solve exactly a (nonrelativistic) quantum system means to find explicitly the
spectrum and the corresponding (generalized) eigenfunctions for the Schroedinger
operator. Even though the 1-dimensional Schrodinger equation is just a second
order linear ordinary differential equation, solving the associated spectral problem
can be a very hard task. Actually, a natural approach to solve a second order
linear differential equation would be trying to transform it into a first order linear
differential equation; for our aims it is quite useful to tackle this problem following
the ”Dirac strategy”, adopted by Dirac himself in order to get his most famous
equation, namely to look for the square root of the second order linear differential
operator 1:

Ĥ = −~2 d
2

dx2
+ V (x)→ (−i~Â d

dx
+ B̂W (x)′)2 (1.1)

= −~2Â2 d
2

dx2
− i~ÂB̂W (x)′′ − i~ÂB̂W (x)′

d

dx
− i~B̂ÂW (x)′

d

dx
+ B̂2W (x)′

2
.

As in the case of the Dirac equation, the main drawback in order to factorize a second
order differential operator is due to the presence of non commutative objects, for
example matrices. This is a very delicate operation, because it entails a deep change
in the space of solutions, from a scalar function to a spinor of functions, as it will be
seen in the sequel; anyway it is possible performing such an operation provided that
the square of this new first order matrix differential operator yields a second order
diagonal operator, where at least one of the diagonal entries is the original second
order differential operator.

1An analog approach, but for relativistic particles can be found also in [6]
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These requirements turn into the following three conditions:

ÂB̂ + B̂Â = 0; Â2 = B̂2 = I; ÂB̂ = Ĉi,j : Ĉi,i 6= 0, Ĉi,j 6=i = 0. (1.2)

It is straightforward to recognize that the Pauli matrices fullfill the relations (1.2):

Â =

(
0 1
1 0

)
; B̂ =

(
0 i
−i 0

)
; Ĉ = −i

(
1 0
0 −1

)
(1.3)

the equation (1.1) turns into:

(−i~Â d

dx
+ B̂W (x)′)2 =

(
0 −i~ d

dx − iW (x)′

−i~ d
dx + iW (x)′ 0

)2

. (1.4)

It is easy to verify that −i~Â d
dx + iB̂W (x)′ is still an Hermitian operator in the

spinor functional space defined by the proper boundary conditions:

Ψ(x) =

(
ψ1(x)
ψ2(x)

)
;< Ψa|Ψb >=

∫ x2

x1

Ψ†a(x)Ψb(x)dx; Ψ(x1) = Ψ(x2) = 0. (1.5)

Let’s define the operators:

â = −i~∂x + iW (x)′; â† = −i~∂x − iW (x)′; W (x)′ ∈ R (1.6)

the square operator turns into:(
0 â†

â 0

)2

=

(
â†â 0
0 ââ†

)
=

(
Ĥ1 0

0 Ĥ2

)
(1.7)

Ĥ1 = â†â = −~2 d
2

dx2
+ ~W ′′ +W ′

2

Ĥ2 = ââ† = −~2 d
2

dx2
− ~W ′′ +W ′

2

A further step is needed in order to connect the original differential operator Ĥ to
Ĥ1,2 :

±~W (x)′′ +W (x)′
2

= V (x) (1.8)

We recognize the above equation as the well known Riccati equation, and this fact is
not unexpected because it is known as well that the Riccati equation is linked to the
Schroedinger equation through algebraic manipulations. Summarizing, the effects
of looking for the square root of a 2nd order linear differential operator have been
twofold: on one hand one has got the transformation which reduces the order of the
Schroedinger equation and on the other hand it is interesting to note that whenever
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the Riccati equation has an explicit solution (namely the Schroedinger equation is
exactly solvable) it is possible as well to get an explicit factorization (1.7) for the
Hamiltonian operator; furthermore, when the factorization is explicitly performed
one gets for free a couple of different Hamiltonian operators which share the same
spectrum and some additional properties:(

0 â†

â 0

)(
ψ1n

ψ2n

)
=
√
En

(
ψ1n

ψ2n

)
→ (1.9)

→
(
Ĥ1 0

0 Ĥ2

)(
ψ1n

ψ2n

)
= En

(
ψ1n

ψ2n

)
, En ≥ 0. (1.10)

Furthermore the eigenfunctions of the Hamiltonians Ĥ1, Ĥ2 turn out to be linked by
the equation (1.9), explicitly :

â†ψ2n =
√
Enψ1n; âψ1n =

√
Enψ2n (1.11)

The equation (1.11) entails the so called intertwining relation [11] between the two
Hamiltonians Ĥ1, Ĥ2

Ĥ1â
† = â†Ĥ2 (1.12)

âĤ1 = Ĥ2â

Finally it is notable that if it is chosen E0 = 0 as the groundstate eigenvalue, it
becomes straightforward to get the ground state eigenfunctions{

âψ1,0 = −i~ d
dxψ1,0 + iW ′(x)ψ1,0 = 0→ ψ1,0 = C1e

W (x)
~

â†ψ2,0 = −i~ d
dxψ2,0 − iW ′(x)ψ2,0 = 0→ ψ2,0 = C2e

−W (x)
~

The two spinor components turn out to be reciprocal to each other so they can’t
satisfy at the same time the boundary conditions (1.5). Therefore, if a normalizable
solution exist, this has to be one of the following:(

ψ1,0

ψ2,0

)
=

(
C1e

W (x)
~

0

)
;

(
0

C2e
−W (x)

~

)
. (1.13)

Let us say for instance that the first solution ψ1,0 = C1e
W (x)

~ be normalizable, this
means that the ground state of the Hamiltonian Ĥ2 is ψ2,1 instead of ψ2,0 = 0, so
let us define for Ĥ2 the eigenfunctions :

ψ̃2,n = ψ2,n+1,→ Ẽn = En+1, ψ̃2,n =
1√
En+1

âψ1,n+1. (1.14)

Therefore the two Hamiltonians share the same spectrum except for the eigenvalue
E0 which belongs only to the Hamiltonian Ĥ1.
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1.1.1 SUperSYmmetric Quantum Mechanics

An elegant way to explain the content of last section with a more compact formalism
is to introduce the concept of supersymmetric quantum mechanics [3],[4], [5]. In this
new formalism the Hamiltonians Ĥ1, Ĥ2 are known also as supersymmetric partners,
the origin of this name being linked to the degeneracy of their spectra, that can be
understood in terms of the SUSY algebra. Let us consider the Hamiltonian (1.10)
Ĥsusy and the other operators Q̂, Q̂†:

Ĥsusy =

(
Ĥ1 0

0 Ĥ2

)
, Q̂ =

(
0 0
â 0

)
, Q̂† =

(
0 â†

0 0

)
. (1.15)

They are part of a closed superalgebra which contains both bosonic and fermionic
operators with commutation and anticommutation relations:

[Ĥsusy, Q̂] = [Ĥsusy, Q̂
†] = 0, (1.16)

{Q̂, Q̂†} = Ĥsusy, {Q̂, Q̂} = {Q̂†, Q̂†} = 0. (1.17)

In case there exists a solution of the type (1.13) with eigenvalue E = 0, then this is
unique, and the supersymmetry is said to be unbroken; otherwise, if doesn’t exist
any groundstate with E = 0 the ground state energy of the system turns out to be
E1 6= 0, thus the two spinor solutions are linked by the relation (1.11) and there exist
two different ground states. In this case the supersymmetry is said to be broken
because of the presence of two different ground states:

ψ2,1 =
âψ1,1√
E1
→ Ψ1,0 =

(
ψ1,1

0

)
; Ψ2,0 =

(
0

âψ1,1√
E1

)
(1.18)

ĤsusyΨ1,0 = ĤsusyΨ2,0 = E1. (1.19)

Moreover using this formalism it is easy to explain the degeneracy observed in the
spectrum of Ĥsusy , thanks to the symmetry established by the commutation of Q̂
and Q̂† with Ĥsusy.

1.1.2 Shape invariance and exactly solvable Schroedinger equation

In the previous section we have shown how to factorize an Hamiltonian operator.
The factorization is the key idea in the Dirac method to solve the Harmonic oscillator
problem. The purpose of this section is to generalize that idea to the most known ex-
actly solvable quantum Hamiltonians. Let us rewrite explicitly the supersymmetric
partner Hamiltonians Ĥ1 , Ĥ2 with the potential V1, V2:

â = −i~ d
dx

+ iW ′(x); â† = −i~ d
dx
− iW ′(x) (1.20)
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Ĥ1 = â†â = −~2 d
2

dx2
+ V1(x); V1(x) = W ′(x)2 + ~W ′′(x) (1.21)

Ĥ2 = ââ† = −~2 d
2

dx2
+ V2(x); V2(x) = W ′(x)2 − ~W ′′(x) (1.22)

Let us now introduce the concept of shape invariance: if the pair of supersymmetric
partner potentials V1,2 defined in (1.21),(1.22), have the same functional form and
differ only in the parameters that appear in them, then they are said to be shape
invariant2 (in [14] can be found an exhaustive review on the argument) . More
precisely, if the supersymmetric partner potentials V1,2 satisfy the condition:

V2(x, α) = V1(x, α1) + ε(α), (1.23)

where α is a set of parameters, α1 is another set of parameters of the same dimension
of α which is a function of α (say α1 = f(α)) and the remainder ε(α) is a function of α
but indipendent of x then V1(x, α) and V2(x, α1) are said to be shape invariant. The
shape invariant condition (1.23) is an integrability condition. Using this condition
and the hierarchy of Hamiltonians discussed in the past section, one can easily obtain
the energy eigenvalues and the eigenfunctions of any shape invariant potential when
SUSY is unbroken. Let us see now explicitly how this integrability condition works:
by definition of shape invariance the following equation hold:

Ĥ2 = âαâ
†
α = −~2 d

2

dx2
+ V2(x, α) = −~2 d

2

dx2
+ V1(x, f(α)) + ε(α) = (1.24)

= â†f(α)âf(α) + ε(α)

as we have seen in the previous section the ground state is determined by the
operators â, â†

so we define:

φ0,α = e−
Wα
~ ; α ∈ Dα :

∫
φ∗αφαdx <∞; âαφ0,α = 0 (1.25)

The relation (1.24) entails the following equation:

â†f(α)âf(α)φ0,f(α) = 0→

(âαâ
†
α − ε(α))φ0,f(α) = 0 (1.26)

multiplying â†α by left, the equation (1.26) turns into:

2The main Idea behind the shape invariant technique, date back to the pioneering papers of
Crum, Infield et Hull [12] [13]
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â†αâα(â†αφ0,f(α)) = ε(α)(â†αφ0,f(α)) (1.27)

where (â†αφ0,f(α)) defines another eigenfunction.

Because â†â has got a positive spectrum En ≥ 0,∀n ∈ N if f(α) ∈ D then ε(α) > 0,
so we can regard to ε(α) as the first excited level. Iterating this procedure we can

get all the eigenvectors and the spectra of â†αâα

φn,α ∝
n−1∏
i=0

â†
f (i)(α)

φ0,f (n)(α) ; En =
n−1∑
i=0

ε(f (i)(α)) (1.28)

where:

f (n)(α) = f(f(...f(α)))︸ ︷︷ ︸
×n

. (1.29)

Moreover because of ε(f i(α)) > 0, ∀i ∈ N, it is very simple to verify that En
is a monotonically increasing function of n. Yet the eigenvalues obtained so far
span the whole bounded spectrum of the Hamiltonian. Indeed, let us consider the
Hamiltonian:

Ĥf−2(α) = â†
f−2(α)

âf−2(α) (1.30)

thanks to the relation (1.28) it is known (at least) part of the spectrum :

E0 = 0, E1 = ε(f−2(α)), E2 = ε(f−2(α)) + ε(f−1(α)), E3 = ... (1.31)

Now let us suppose the existence of another eigenvalue Ẽ such that

E1 < Ẽ < E2 (1.32)

and:
â†
f−2(α)

âf−2(α)ψ̃ = Ẽψ̃ (1.33)

the relation (1.24) can be generalized as follows:

âf−n−1(α)â
†
f−n−1(α)

= â†
f−n(α)

âf−n(α) + ε(f−n−1(α)) (1.34)

now let us multiply âf−2(α) by left in both sides of (1.33)

âf−2(α)â
†
f−2(α)

(âf−2(α)ψ̃) = Ẽ(âf−2(α)ψ̃) (1.35)

applying the (1.34)

â†
f−1(α)

âf−1(α)(âf−2(α)ψ̃) = (Ẽ − ε(f−2(α))(âf−2(α)ψ̃) (1.36)
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the eigenvalue (Ẽ − ε(f−2(α)) is greater than zero thanks the relation (1.32) and
thus is still admissible, but if we iterate another time:

âf−1(α)â
†
f−1(α)

(âf−1(α)âf−2(α)ψ̃) = (Ẽ − ε(f−2(α))(âf−1(α)âf−2(α)ψ̃) (1.37)

namely:

â†f(α)âf(α)(âf−1(α)âf−2(α)ψ̃) = (Ẽ−ε(f−1(α))−ε(f−2(α)))(âf−1(α)âf−2(α)ψ̃), (1.38)

but this is an absurd because the new eigenvalue (Ẽ − ε(f−1(α)) − ε(f−2(α))) is
negative by ipothesis (1.32); this is a strong evidence that it is not possible to get
other eigenvalues outside of the scheme (1.28). Before concluding the section we
show an explicit remarkable example.

1.1.3 The Coulomb potential

Let us see as a concrete example how the hydrogen atom can be solved by applying
the operatorial mechanism:
let us define the ”creator” and ”annihilator” operators:

âl = −i~ d
dx

+ i(− µ
~l

+
~l
x

) ; â†l = −i~ d
dx
− i(− µ

~l
+

~l
x

), (1.39)

and the associated Hamiltonian:

Ĥhyd = â†l âl = −~2 d
2

dx2
+

~2l(l − 1)

x2
− 2µ

x
+

µ2

~2l2
; V1,l =

~2l(l − 1)

x2
− 2µ

x
+

µ2

~2l2
(1.40)

this problem fulfills the shape invariance condition:

âlâ
†
l = −~2 d

2

dx2
+

~2l(l + 1)

x2
− 2µ

x
+

µ2

~2l2
; V2 =

~2l(l + 1)

x2
− 2µ

x
+

µ2

~2l2
(1.41)

V2 = V1,l+1 +
µ2

~2l2
− µ2

~2(l + 1)2
(1.42)

following our formalism we find out:

f(l) = l + 1; f (n)(l) = l + n ε(l) =
µ2

~2l2
− µ2

~2(l + 1)2
(1.43)
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therefore it is readly understood that the n-th eigenstate and its relative eigenvalue
is:

ψn ∝
n−1∏
i=0

â†l+ie
− µx

~2(l+n)x~(l+n); En =
n−1∑
i=0

ε(l + i) =
µ2

~2l2
− µ2

~2(l + n)2
(1.44)

Before ending the section it has to be pointed out that a complete classification of the
shape invariant potential is not available yet [14], and remarkably enough, all well
known analytically solvable potentials found in most text books on nonrelativistic
quantum mechanics belong to the shape invariance class characterized by f(α) =
α + δ (traslational shape invariant potentials). In the early nineties a further
class of shape invariant potential was discovered [15], [16] characterized by f(α) =
qα. Yet, more recently, a new impetus has been given to the research for shape
invariant potentials, in relation to the introduction of a new family of orthogonal
polynomials, the so called ”exceptional orthogonal polynomials” [7], [8], [9], [10].
Another important remark is that the shape invariance condition goes well beyond
the simple structure defined by the SUSY quantum mechanics which establishes
just a link between two different partner Hamiltonians Ĥ1, Ĥ2 , while for the shape
invariants the two Hamiltonians are intimately connected and this fact can be seen
as the presence of an additional symmetry [17].
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Concluding the section we propose a list of the traslational shape invariant
potentials:

Name of potential prepotential domain potential

3-dim. Harmonic −ωx2

2 + (l + 1) ln(x) 0 < x <∞, l ≥ 0 ω2x2 + l(l+1)
x2

oscillator −2ω(l + 1)

Coulomb − µx
l+1 + (l + 1) ln(x) 0 < x <∞ −2µ

x + l(l+1)
x2

+ µ2

(l+1)2

µ > 0, l ≥ 0

Poschl-Teller g ln sin(x) + h ln cos(x) 0 < x < π
2

g(g−1)
sin(x)2

+ h(h−1)
cos(x)2

g > 0, h > 0 −(g + h)2

Spherical Coulomb −µx
g + g ln sin(x) 0 < x < π, g > 0 −2µ cotx+ g(g−1)

sinx2

−g2 − µ2

g2

Symmetric Top g ln sinx+ h ln cot x2 0 < x < π, g(g−1)+h2−h(2g−1) cosx
sinx2

g > h > 0 −g2

Soliton −h ln coshx −∞ < x <∞, −h(h+1)
coshx2

+ h2

h > 0

Hyperbolic g ln sinhx− h ln coshx 0 < x <∞ g(g−1)

sinh2 x
− h(h+1)

cosh2 x
+

Poschl-Teller , h > g > 0 +(g − h)2

Hyperbolic −g ln sinhx+ h ln tanh x
2 0 < x <∞ g(g+1)+h2−h(2g+1) coshx

sinh2 x
Symmetric Top I h > g > 0 +g2

Hyperbolic −g ln coshx+ −∞ < x <∞ −g(g+1)+h2+h(2g+1) sinhx

cosh2 x
Symmetric Top II −h ln arctan sinhx g > 0 +g2

Kepler g ln sinhx− µx
g 0 < x <∞ −2µ cothx+ g(g−1)

sinh2 x

in spherical space µ > g2, g > 0 +g2 + µ2

g2

Rosen Morse −g ln coshx− µx
g −∞ < x <∞ 2µ tanhx− g(g+1)

cosh2 x

g > 0, µ > 0 +g2 + µ2

g2

Morse −geq + µq −∞ < x <∞ g2e2x − g(2µ+ 1)ex

g > 0, µ > 0 +µ2

where ~ = 1

1.2 Jacobi orthogonal polynomials and shape invariant
systems

It is very well known that any shape invariant system can be associated to a family
of orthogonal polynomials. The orthogonal polynomials constitute a very active
branch of research in mathematical physics especially in the search of integrable
systems where they play a fundamental role [18] [19]. Very well known theorems
ensure that the most general family of classical orthogonal polynomials is the class of
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Jacobi orthogonal polynomials [20]. The crucial point is that the Jacobi orthogonal
polynomials can be defined as solutions of the following second order differential
equation:

(1−x2)
d2

dx2
Pα,βn (x)+(β−α−(α+β+2)x)

d

dx
Pα,βn (x)+n(n+α+β+1)Pα,βn (x) = 0.

(1.45)
The orthogonality condition turns out to be satisfied by:∫ 1

−1
(1− x)α(1 + x)βPα,βn (x)Pα,βm (x)dx = δn,m (1.46)

where the δn,m is the usual Kronecker delta and the polynomials turn out to be
normalized: ∫ 1

−1
(1− x)α(1 + x)βPα,βn (x)2dx = 1,∀n. (1.47)

The advantage in the definition (1.45) is twofold: on the one hand it is given a
compact and smart definition of the orthogonal polynomials as eigenfunctions of
a Sturm Liouville operator which entails the orthogonality condition, on the other
hand it provides a quite general example of a second order differential operator
whose discrete spectrum and eigenfunctions are exactly known.

1.2.1 Jacobi orthogonal polynomials as eigenfunctions of a 1-dimensional
Schrodinger equation

It is possible to manipulate algebraically the differential equation (1.45) in order to
get a Schrodinger-like differential equation:

− d2

dx2
ψ + V ψ = Eψ. (1.48)

The first step consists in transforming the ”kinetic” energy term (1− x2) d2

dx2
(1.45)

in the ”standard” term d2

dx2
of the equation (1.48). To this aim let us apply the

following change of variables:

x = f(x′) :→ (1− x2)
d2

dx2
=

1− f(x′)2

f ′(x′)

d

dx′

(
1

f ′(x′)

d

dx′

)
(1.49)

1− f(x′)2

f ′(x′)2
= 1 (1.50)

Let us consider the particular solution f(x′) = sin(x′)

d

dx
=

1

cos(x′)

d

dx′
(1.51)
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the differential equation (1.45) in the new variables turns out to be the following:

Ĵ =

(
d2

dx′2
+

(
β − α
cos(x′)

− (α+ β + 1) tan(x′)

)
d

dx′
+ n(n+ α+ β + 1)

)
(1.52)

ĴPα,βn (sin(x′)) = 0 (1.53)

The eigenfunctions Pα,βn (sin(x)) turn out to be orthogonal in the interval [−π
2 ; π2 ]

with the proper weight function:

w(x′) = (1− sin(x′))α(1 + sin(x′))β cos(x′) (1.54)

∫ π
2

−π
2

w(x′)Pα,βn (sin(x′))Pα,βm (sin(x′))dx′ = δn,m (1.55)

Finally it is possible to transform the operator (1.52) in a (1.48) -like operator by
performing a similarity transformation which simply absorbs the weight function in
the eigenfunctions

ψα,βn (x) =
√
w(x)Pα,βn (sin(x′)). (1.56)

It is straightforward to prove that this new set of functions turn out to be the
eigenfunctions of the differential operator:

Ĥj − En = −
√
w(x) Ĵ

1√
w(x)

(1.57)

explicitly it is got:

Ĥj = −∂2
x +

1

8

(
4α2 − 1

1− sin(x)
+

4β2 − 1

1 + sin(x)

)
(1.58)

En = (n+
α+ β + 1

2
)2

formally we have got an exactly solvable 1-dimensional quantum system :

Ĥjψ
α,β
n = (n+

α+ β + 1

2
)2ψα,βn (1.59)

1.2.2 Jacobi shape invariant system

In section 1 we have pointed out that any 1-dimensional quantum Hamiltonian can
be factorized, and this factorization can be obtained directly from the knowledge of
the ground state:

(Ĥ − E0)ψ0 = â†âψ0 = 0→ â = i
d

dx
− iψ

′
0

ψ0
. (1.60)
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Let us compute the operator â related to the hamiltonian Ĥj(1.58)

âα,β = i
d

dx
− i

(
√
w(x))′√
w(x)

= i
d

dx
− i

2

(
β − α
cos(x)

− (α+ β + 1) tan(x)

)
(1.61)

The crucial point is that this exactly solvable system fulfills the shape invariance
request:

âα,β â
†
α,β = â†α+1,β+1âα+1,β+1 + cost (1.62)

explicitly, the following equations hold:

â†α,β âα,β = − d2

dx2
+

1

8

(
4α2 − 1

1− sin(x)
+

4β2 − 1

1 + sin(x)

)
− (a+ b+ a)2

4
(1.63)

âα,β â
†
α,β = − d2

dx2
+

1

8

(
4(α+ 1)2 − 1

1− sin(x)
+

4(β + 1)2 − 1

1 + sin(x)

)
− (a+ b+ a)2

4
(1.64)

The system (1.58) can be further generalized, keeping at the same time the Schroedinger-
like structure (1.48), through a scale-shift transformation:

x = sx′ + δ (1.65)

In the new variables the eigenvalue equation becomes:

Ĥ ′j = − d2

dx2
+
s2

8

(
4α2 − 1

1− sin(sx′ + δ)
+

4β2 − 1

1 + sin(sx′ + δ)

)
(1.66)

Ĥ ′jψ
α,β
n = s2(n+

α+ β + 1

2
)2ψα,βn (1.67)

Since our systems originates from a very general class of orthogonal polynomials,
one may expect that tuning the free parameters one could get some shape invariant
systems already known in literature, and this is indeed the case.
Let us present a list of well known shape-invariant systems which can be regarded
as subcases of the general Jacobi shape invariant system:

general Jacobi α β δ s

Poschl-Teller g − 1
2 h− 1

2
π
2 2

Symmetric Top g − h− 1
2 g + h− 1

2
π
2 1

Soliton System −l − 1
2 −l − 1

2 0
√
−1

general Jacobi − d2

dx2
+ s2

8

(
4α2−1

1−sin(sx′+δ) + 4β2−1
1+sin(sx′+δ)

)
s2(n+ α+β+1

2 )2

Poschl-Teller − d2

dx2
+ g(g−1)

sin(x)2
+ h(h−1)

cos(x)2
, 0 < x < π

2 (2n+ g + h)2

Symmetric Top − d2

dx2
+ g(g−1)+h2−h(2g−1) cos(x)

sin(x)2
, 0 < x < π, g > h > 0 (n+ g)2

Soliton System − d2

dx2
− l(l+1)

cosh(x)2
, −∞ < x <∞ −(l − n)2
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1.3 Coupling Constant Metamorphosis equivalent sys-
tems

In the previous section we have emphasized the generality of the Jacobi orthogonal
polynomials as a source of shape invariant systems. In fact, we have identified of
a set of well known shape invariant systems as subcases of the Jacobi system. For
a full understanding of the versatility of the Jacobi system it would be interesting
to look for possible existing relationships with other already known shape invariant
systems. To this aim it is needed to enlarge the equivalent class of Jacobi shape
invariant systems obtained in previous section ; as it has been seen previously the
Poschl-Teller, Symmetric top and Soliton systems can be regarded as particular cases
of the Jacobi system up to the application of a suitable rescaling-shift operation; as
this operation doesn’t change the integrability properties of the original systems,
the goal of this section is to present a transformation which maps the Jacobi system
to the other shape invariant systems that are not in the previous list. To this end,
we introduce the so called Coupling Constant Metamorphosis (CCM) [21], [22] [23].
Let the Hamiltonian Ĥ be an exactly solvable quantum problem in the sense that
the eigenfunctions and the spectrum are known:

Ĥψn,α = (T̂ + αV )ψn,α = En,αψn,α; T̂ = − d2

dx2
. (1.68)

Of course the spectrum depends on the quantum number n and on the parameter
α which plays the role of the coupling constant. Equation (1.68) can be obviously
rewritten in the following form:(

1

V
T̂ − En,α

V

)
ψn,α = −αψn,α (1.69)

the final step is a redefinition of the Coupling Constant (that’s the origin of the
name CCM):

µ = E(n, α)→ α = α(n, µ) (1.70)

so that it is obtained a new quantum Hamiltonian system which turns out to be an
exactly solvable one:

ĤCCM =
1

V
(T̂ − µ)ψn,µ = −αn,µψn,µ. (1.71)

Let us come back to the general Jacobi Hamiltonian:

(
− d2

dx2
+ s2 2(α2 + β2)− 1

4 cos(sx+ δ)2
+ s2 (α2 − β2) sin(sx+ δ)

2 cos(sx+ δ)2

)
ψα,βn = s2(n+

α+ β + 1

2
)2ψα,βn .

(1.72)
This Hamiltonian system has two coupling constants: α2 +β2 and α2−β2 associated
respectively to the two potentials:
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1

cos(sx+ δ)2
,

sin(sx+ δ)

cos(sx+ δ)2
(1.73)

Let us apply this machinery to the eigenvalue equation (1.72) considering the po-
tential 1

cos(sx+δ)2
as the function V

cos(sx+ δ)2

(
− d2

dx2
− s2(n+

α+ β + 1

2
)2 + s2(α2 − β2)

sin(sx+ δ)

2 cos(sx+ δ)2

)
ψα,βn =

(1.74)

= −s2 2(α2 + β2)− 1

4
ψα,βn

This new differential equation has a non constant coefficient in front of the second
derivative term that makes it different from a standard 1-dimensional Schroedinger
equation. Let us now generalize the algebraic transformations already seen in section
3. Whenever we have a term:

g(x)
d2

dx2
(1.75)

in a second order differential equation, it is possible to look for a new coordinate
system in which (1.75) become d2

dx2
, so let us apply the following general change of

variable:

x = f(x′);
d

dx
=

1

f ′(x′)

d

dx′
. (1.76)

applying this change to the term (1.75) it is straightforwardly found:

g(x)
d2

dx′2
=
g(f(x′))

(f ′(x′))2

d2

dx′2
− g(f(x′))

f ′(x′)3
f ′′(x′)

d

dx′
. (1.77)

Eq. (1.77) determines the point canonical transformation which turns the differential
operator (1.74) in a second order ODE with a constant term in front of the second
order term: √

g(f(x′))

f ′(x′)
= ±1→ x′ = ±

∫ f df
√
g

(1.78)

The inversion of this relation yields the point canonical transformation we are looking
for. In this case this transformation turns out to be:

x =
2

s
tan−1(tanh(

x′

2
))− δ

s
. (1.79)

The eigenvalue equation (1.74) turns into the following equation:

Ĥ =

(
− d2

dx2
− tanh(x)

d

dx
−

(n+ α+β+1
2 )2

cosh(x)2
+

(α2 − β2)

2
tanh(x)

)
, (1.80)
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Ĥψα,βn = −2(α2 + β2)− 1

4
ψα,βn . (1.81)

The eigenfunctions in the new variables are:

ψα,βn = (1− tanh(x))
α
2 (1 + tanh(x))

β
2
Pα,βn (tanh(x))√

cosh(x)
. (1.82)

Now let us apply just another little make up to the (1.80) in order to get a Schroedinger-
like equation. Any differential operator of the form:

Â =
d2

dx2
+ g(x)

d

dx
(1.83)

can be reduced to:

Â′ =
d2

dx2
+ V (x) (1.84)

by means of a suitable similarity transformation:

e−f(x)Âef(x) =
d2

dx2
+ 2f ′(x)

d

dx
+ f ′′(x) + f ′(x)2 + g(x)

d

dx
+ g(x)f ′(x) (1.85)

so that we need:

f(x) = −1

2

∫ x

g(x′)dx′. (1.86)

then:

e−f(x)Âef(x) =
d2

dx2
− g′(x)

2
− g(x)2

4
. (1.87)

following the strategy outlined above we get finally the similarity transformation
which allows us to obtain a 1-dim Schrodinger equation

ψ̃α,βn (x) =
√

cosh(x)ψα,βn (x) (1.88)

modifying at the same time the Hamiltonian operator:

Ĥ ′ =
√

cosh(x)Ĥ
1√

cosh(x)
− 1

4
, (1.89)
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Ĥ ′ =

(
− d2

dx2
−

(n+ α+β
2 )(n+ α+β

2 + 1)

cosh(x)2
+

(α2 − β2)

2
tanh(x)

)
, (1.90)

Ĥ ′ψ̃α,βn (x) = −α
2 + β2

2
ψ̃α,βn (x). (1.91)

It should be remarked that the above algebraic transformations (similarity and point
canonical) play a central role as well in the construction of the so called QES (Quasi
Exactly Solvable systems) [24].
Once got a Schroedinger-like equation it is possible to apply the core of the CCM,
namely the redefinition of the parameters:{

n+ α+β
2 = l

α2 − β2 = 4µ
→

{
α = (l − n) + µ

l−n
β = (l − n)− µ

l−n
. (1.92)

This leads to the following eigenvalue equation:(
− d2

dx2
− l(l + 1)

cosh(x)2
+ 2µ tanh(x)

)
ψα,βn (x) = −

(
(l − n)2 +

µ2

(l − n)2

)
ψα,βn (x).

(1.93)
This exactly solvable quantum system is known as the Rosen-Morse system, and it is
important to point out that this system is still a shape invariant one. It is interesting
to remark that the spectrum of Rosen-Morse system has been got by solving just
an algebraic system in the two variables α, β , whose roots, once replaced in the old
coupling constant α2+β2, determine the whole spectra of the new system. Following
this line we could apply the CCM systematically to any coupling constant existing
in the Hamiltonian operator, so getting new Hamiltonian quantum systems whose
spectra is exactly determined by an algebraic equation. Since the Jacobi system has
got two coupling constant this can be transformed in two different CCM systems.
In the following we show the generalization of the Jacobi system that is obtained by
adding a proper constant and those that can be generated after a CCM.
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Ĥψn = (T̂ + (α2 + β2)V1 + (α2 − β2)V2)ψn = Enψn
������������)

PPPPPPPPPPPPPPq
(T̂+(α2+β2)V1+(α2−β2)(V2+c))ψn=(En+c(α

2−β2))ψn

(T̂+(α2+β2)(V1+c)+(α2−β2)V2)ψn=(En+c(α
2+β2))ψn

(
T̂−(En+c(α2−β2))+(α2+β2)V1

c+V2

)
ψn = (β2 − α2)ψn(

T̂−(En+c(α2+β2))+(α2−β2)V2
c+V1

)
ψn = −(α2 + β2)ψn

{
En(α, β)+c(α2 − β2)=l

α2 + β2 = µ
→

{
α = α(n, l, µ)

β = β(n, l, µ)

Ẽn = β(n, l, µ)2 − α(n, l, µ)2

{
En(α, β)+c(α2 + β2)=l

α2 − β2 = µ
→

{
α = α(n, l, µ)

β = β(n, l, µ)

Ẽn = −α(n, l, µ)2 − β(n, l, µ)2

?

?

? ?

?

?

Of course it is also possible to get other shape invariant systems carrying on with
this approach, and in the following we report some examples :

1.3.1 Shape invariant CCM systems

The Rosen-Morse system:

(
− d2

dx2
− l(l + 1)

cosh(x)2
+ 2µ tanh(x)

)
ψα,βn (x) = −

(
(l − n)2 +

µ2

(l − n)2

)
ψα,βn (x)

(1.94)
can be used as a starting point to generate a lot of shape invariant systems.
Let us start doing a shift and a rescaling:

x = sx′ + δ (1.95)
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(
− d2

dx2
− s2 l(l + 1)

cosh(sx+ δ)2
+ 2µs2 tanh(sx+ δ)

)
ψα,βn (x) = −s2

(
(l − n)2 +

µ2

(l − n)2

)
ψα,βn (x)

(1.96)
now let us set the parameters as follows:

s = ik, δ = i
π

2
, µ =

−iµ′

k
, l = −g,

√
−1 = i

the eigenvalue equation becomes:

(
− d2

dx2
+ k2 g(g − 1)

sin(kx)2
− 2µ′k cot(kx)

)
ψα,βn (x) =

(
+k2(g + n)2 − µ′2

(g + n)2

)
ψα,βn (x)

(1.97)
The system above is the Kepler problem on the sphere. By taking the limit

lim
k→0

(
− d2

dx2
+ k2 g(g − 1)

sin(kx)2
− 2µ′k cot(kx)

)
ψα,βn (x) = lim

k→0

(
+k2(g + n)2 − µ′2

(g + n)2

)
ψα,βn (x)

which leads to the subcase :(
− d2

dx2
+
l(l − 1)

x2
− 2µ′

x

)
ψα,βn (x) = − µ′2

(l + n)2
ψα,βn (x) (1.98)

namely the radial part of the Kepler Schroedinger equation. This one dimensional
system has two different potential parts (centrifugal and the Kepler potential part)
therefore it is possible to apply two differents CCM transformations to this system.

Rosen system In order to apply the CCM to the centrifugal part let us divide
by 1

x2
both sides of the equation.(

−x2 d
2

dx2
− 2µ′x+

µ′2

(l + n)2
x2

)
ψα,βn (x) = −l(l − 1)ψα,βn (x) (1.99)

now let us apply a change of variables:

x→ ex (1.100)

the eigenvalue equation turns into:

Ĥψα,βn (x) =

(
− d2

dx2
+

d

dx
− 2µ′ex +

µ′2

(l + n)2
e2x

)
ψα,βn (x) = −l(l − 1)ψα,βn (x)

(1.101)
which after the following similarity transformation become:
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e−
x
2 Ĥe

x
2 =

(
− d2

dx2
− 2µ′ex +

µ′2

(l + n)2
e2x

)
+

1

4
(1.102)

and redefining the parameters µ′ → g(p+ 1
2), l → p+ 1

2 − n, the Rosen system is
obtained:

Ĥ =

(
− d2

dx2
− g(2p+ 1)ex + g2e2x

)
(1.103)

Harmonic oscillator system Let us apply the S.T. to the Kepler potential of the
Hamiltonian (1.98).

x

(
− d2

dx2
+
l(l − 1)

x2
− 2µ′

x

)
ψα,βn (x) = −x µ′2

(l + n)2
ψα,βn (x) (1.104)

now let us apply the algebraic manipulations already used for the other systems :

x→ x′2

2

Ĥψα,βn (x) =

(
− d2

dx2
+

1

x

d

dx
+

4l(l − 1)

x2
+

µ2

(l + n)2
x2

)
ψα,βn (x) = 4µψα,βn (x)

(1.105)

1√
x
Ĥ
√
x =

(
− d2

dx2
+

4l(l − 1) + 3
4

x2
+

µ2

(l + n)2
x2

)
(1.106)

l =
p

2
+

1

4
, µ = ω(l + n)

(
− d2

dx2
+
p(p− 1)

x2
+ ω2x2

)
ψ = ω(4n+ 2p+ 1)ψ. (1.107)
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Chapter 2

Classical Maximally
Superintegrable systems on
non-Euclidean manifolds

2.1 Introduction

In the first chapter it has been remarked that in quantum physics there is an
exceptional class of 1-dimensional exactly solvable quantum Hamiltonians. With
the exact solvability we mean the possibility of describing the spectrum and the
eigenfunctions in terms of standard trascendental functions. Also, in the first chap-
ter, it has been pointed out that a vast majority of exactly solvable quantum
systems can be solved in an algebraic way by applying the so called operatorial
method for shape invariant systems. In classical mechanics to solve exactly a
system means knowing its trajectory on the phase space and describing it as a time
parametrical function. Analogously to what happens in quantum mechanics for the
shape invariant systems, where there exists a mechanism that allows us to solve
the spectral problem, in classical mechanics there exists a class of systems named
”maximally superintegrable” whose trajectory on the phase space can be determined
by solving just algebraic equations: a Maximally Superintegrable system (M.S.) is a
Hamiltonian system with N degrees of freedom equipped with a maximum number of
independent observables Poisson commuting with the Hamiltonian, namely 2N − 1
indipendent constant of motion and at least a set of N integral of motion in involution
(any M.S. system is also Liouville Integrable). Fixing the value of the 2N − 1
constants of motion the 2N-dimensional phase space is reduced to a 1-dimensional
space which, by definition, coincides with the trajectory of the system itself. The
M.S. systems constitute an exceptional class of systems exactly on the same footing
of the shape invariant systems introduced in the first chapter. The exceptional
nature of the M.S. systems was remarked for the first time by Bertrand in the 19th
century in the studies he made on the central potential fields: looking for the class
of potentials that admit stable closed orbit around the centre of the field, he proved

26



that the only potentials whose bounded orbits are closed and stable correspond
to the Harmonic Oscillator potential or the Kepler Coulomb potential. The main
consequence of this theorem is that cannot exist M.S. systems other than the Kepler
-Coulomb or Harmonic oscillator potential since any other new M.S. system would
define a new system with the closed orbit property. Therefore the Bertrand theorem
entails that the only two candidates to be maximally superintegrable systems with
a radial symmetry are the harmonic oscillator problem and the Kepler problem,
and this is indeed the case. In fact, other than the angular momentum conserved,
they have also the Fradkin tensor (harmonic oscillator), and the Laplace Runge
Lenz (Kepler potential) [53]. It is amazing that these two problems are exactly
solvable both in in classical and quantum mechanics where they are classified as
shape invariant potentials. It is worthy to say that the exceptional class of the
radial M.S. systems are uniquely determined by the Bertrand theorem in contrast
with the shape invariant systems (in which we find also the harmonic oscillator and
the Kepler problem) which at the moment, are still an open list. It is also quite
remarkable, as we will see in the next chapter, that the vast majority of shape
invariant systems can be linked to a maximally superintegrable system. Aim of this
chapter is to provide a survey of the maximally superintegrable systems (MS) giving
the most exhaustive classification of systems which exibit such a property.

2.2 Hamiltonian systems on non-Euclidean spaces and
Maximal superintegrability

The birth of non-Euclidean geometry, marked by the first works by Gauss, Boylay
and Lobachevsky, was one of the greatest breakthrough in the history of mathematic.
It had a deep influence on the way of thinking and allowed scientists to look at
natural phenomena by new perspectives, and can be considered as the first step
to one of the most relevant achievements of modern physics like the Einsteinian
theory of general relativity. Before generalizing the studies of M.S. systems to
physical systems defined on non-Euclidean manifolds let us introduce briefly the
main concepts necessary to defining an Hamiltonian system in such a new context.

2.2.1 Differentiable manifolds

The non euclidean geometry can be described by introducing the elegant and ab-
stract concept of differential manifold: following Schutz [25] we can define a dif-
ferential manifold as a set of ”points” M where any point of this set has an open
neighborhood which has a continuous 1-1 map onto an open set of RN for some
N. In other words this means that M is locally like RN and the dimension of M
is obviously N. By definition, the map associates to a point P of M an n-tuple
(x1(P ), ....xN (P )). These numbers x1(P ), ..., xN (P ) are called the coordinates of P
under this map. The pair consisting of a neighborhood of P say U and its map f :
(f : U ⊂ RN ) is said to be a chart (U, f). Let us consider now another neighborhood
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V of M such that : U ∩ V 6= 0, the chart (V,g) defines another set of coordinate
Y (P ) for the point P. In the intersection U∩V we have two coordinate systems X(P )
and Y (P ) therefore there exist a functional relationship between the two coordinate
systems:

y1 = y1(x1, ..., xN ) (2.1)

... (2.2)

yN = yN (x1, ..., xN ) (2.3)

If the partial derivatives of order k (or less then k) of all these functions {yi} with
respect to all the {xi} exist and are continuous, then the maps f and g (strictly the
charts (U, f) and (V, g) ) are said to be Ck -related . If it is possible to construct
a whole system of charts (called ,appropriately enough, atlas) so that every point
of M is in at least one neighborhood and every chart is Ckrelated to every other
one it overlaps with, then the manifold M is said to be a Ck manifold, a manifold
C1 is called a differentiable manifold. Now let us introduce the concept of a curve
as a differentiable mapping from an open set of R1 into M. Thus, one associates
with each point of R1 (which is a real number, say λ) a point in M, which is called
the image point of λ . The set of all image point is the ordinary notion of a curve.
For differentiable mapping we mean again that our parametrized curve described by
{xi(λ), i = 1, ...n} are differentiable functions of λ.

2.2.2 Vectors on a differentiable manifold

In physics the vectors are fundamental objects so it is crucial to restore this concept
also in the general context of a differentiable manifold. Let us consider a curve
passing through the point P ofM, described by the equations xi = xi(λ), i = 1, ..., n.
Consider also a differentiable function f(x1, ..., xn) abbreviated hereafter with f(x)
on M . At each point of the curve, f(x) has a value. Therefore, along the curve
there is a differentiable function g(λ) which gives the value of f(x) at the point
whose parameter value is λ:

g(λ) = f(x1(λ)...xn(λ)) = f(x(λ))

differentiating and using the chain rule gives :

dg

dλ
=
∑
i

dxi
dλ

∂f

∂xi
(2.4)

This is true for any function g, so we can write :

d

dλ
=
∑
i

dxi
dλ

∂

∂xi
(2.5)
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Now, in the ordinary picture of vectors in Euclidean space, one would say that the set
of numbers {dxidλ } are components of a vector tangent to the curve xi(λ); one can see
this by realizing that {dxi} are infinitesimal displacements along the curve, and that
dividing that by dλ only change the scale, not the direction, of this displacement. In
fact, since a curve has a unique parameter, to every curve there is a unique {dxidλ },
which are then said to be components of the tangent to the curve. Thus, with our
definition of a curve, every curve has a unique tangent vector. This use of the term
”vector” relies on familiar concepts from Euclidean space, where vectors are defined
by analogy with displacements ∆xi. However, since we have not defined a notion
of distance between points, we shall need a definition of vector which relies only
on infinitesimal neighborhoods of points of M. Suppose a and b two numbers, and
xi = xi(µ) is another curve through P. Then at P we have :

d

dµ
=
∑
i

dxi
dµ

∂

∂xi
, (2.6)

and :

a
d

dλ
+ b

d

dµ
=
∑
i

(
a
dxi
dλ

+ b
dxi
dµ

)
∂

∂xi
. (2.7)

Now the numbers {adxidλ + bdxidµ } are components of a new vector, which is certainly
the tangent to some curve through P. So there must exist a curve with parameter,
say, φ such that at P:

d

dφ
=
∑
i

(
a
dxi
dλ

+ b
dxi
dµ

)
∂

∂xi
. (2.8)

Collecting these results, we get, at P,

a
d

dλ
+ b

d

dµ
=

d

dφ
. (2.9)

Therefore, the directional derivatives along curves, like d
dλ , form a vector space at P.

There are in any coordinate system special curves, the coordinate lines themselves,
the derivation along them are clearly ∂

∂xi
, and equation (2.5) shows that any d

dλ can

be written as a linear combination of the particular derivatives ∂
∂xi

. It follows that

{ ∂
∂xi
} are a basis for this vector space. Then (2.5) shows that d

dλ has components
dxi
dλ on this basis. Therefore we have the remarkable result that the space of all
tangent vectors at P and the space of all derivatives along curves at P are in 1-1
correspondence. Now, however, one must realize that only vectors at the same point
P can be added together. Vectors at two different points have no relation with one
another; in fact the vectors lie, not inM, but in the tangent space toM at P, which
is called Tp.
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2.3 Hamiltonian systems on Riemannian manifolds

In the previous section we have stressed that in a differentiable manifold the notion
of vector is no more a globally defined notion, but it is restricted to a so called
”tangent vector space” at each point of the manifold. Now let us define a metric on
each tangent space. This is possible by introducing the idea of Riemannian manifold:
a Riemannian manifold is a real differentiable manifold M in which each tangent
space is equipped with an inner product g, called a Riemannian metric, which varies
smoothly from point to point. Once defined a metric on this space it also possible to
define dinamical variables like the velocity and therefore also to define a Lagrangian
for a particle moving on a Riemannian manifold. Let us consider a Riemannian
manifold with the general metric defined by the following fundamental quadratic
form:

ds2 = g(x)i,jdx
idxj . (2.10)

The Lagrangian of a particle bounded to move on such a manifold in absence of any
potential is:

L =
1

2

(
ds

dt

)2

=
1

2
g(x)i,j ẋ

iẋj (2.11)

this classical problem can be recasted using the Hamiltonian formalism, namely
performing a Legendre transformation:

H =
1

2
g(x)i,jpipj ; pi =

∂L

∂ẋi
, g(x)i,lg(x)l,j = δji (2.12)

The main difference between a free particle moving on a Riemannian manifold and
a free particle moving in a Euclidean manifold (gij = δij) is that the first one
breaks in general the simmetry properties holding in an Euclidean space such as
the translation and rotation invariance, namely the classical conserved quantities as
linear momentum and angular momentum. So the question is: Are there some Rie-
mannian spaces that preserve the Maximal superintegrability property, similarly to
what happens trivially in the Euclidean space with the classical conserved quantities
(linear momentum and angular momentum) ? A partial answer to this question, with
regard to the two dimensional spaces, was provided by a note written by Koenigs on
the Vol IV of the treatise of Darboux [26], who listed all those Riemannian spaces
characterized by the existence of three constants of the motion at most quadratic
in linear momenta and with a non-constant scalar curvature. They are known as
Darboux spaces, and are a finite set of systems like the Bertrand systems. We report
such complete list of spaces with the corresponding constants of the motion:
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ds2 = I1 I2 I3

H
I 2u(du2 + dv2); pv pupv − v

2u(p2
u + p2

v) pv(vpu − upv)+
1

2u(p2
u + p2

v) − v2

4u(p2
u + p2

v)

II u2+1
u2

(du2 + dv2); pv
2v(p2v−u2p2u)

u2+1
+ 2upupv

(v2−u4)p2v+u2(1−v2)p2u
u2+1

u2

u2+1
(p2
u + p2

v) +2uvpupv

III 4(eu+1)
e2u

(du2 + dv2) pv − (e2u+2eu) cos(v)
4(eu+1) p2

v+
e2u sin(v)
4(eu+1) p

2
u

e2u

4(eu+1)(p2
u + p2

v)
e2u cos(v)

1+eu p2
u + eu sin(v)

2 pupv − e2u+2eu

4(eu+1) sin(v)p2
v

− eu cos(v)
2 pupv

IV 2 cos(2u)+a

sin2(2u)
(du2 + dv2) pv

e2v sin2(2u)
2 cos(2u)+a(p2

u + p2
v)

e−2v sin2(2u)
2 cos(2u)+a (p2

u + p2
v)

sin2(2u)
2 cos(2u)+a(p2

u + p2
v) e2v cos(2u)p2

u+ +e−2v(cos(2u)pupv

+ sin(2u)pupv − sin(2u)pupv)

The Darboux spaces are a genuine new class of Riemannian spaces and they cannot
be reduced to neither Euclidean, nor spherical spaces through change of variables;
the main consequence of this fact is that they have to define a class of maximally
superintegrable spaces with a nonconstant intrinsic Gaussian curvature.

2.4 Maximally Superintegrable potentials and Bertrand
systems

In the past section it has been provided a classification of the two dimensional spaces
which admit the maximal number of symmetries, namely the Darboux (non-constant
curvature) together with the Euclidean and spherical spaces (zero and constant cur-
vature). These spaces admit an Hamiltonian free motion which has got the maximal
number of conserved quantities at most quadratic in the momenta. Now we would
draw our attention to the classification of the potentials which preserve maximal
superintegrability for a particle moving on these spaces. Historically speaking the
first classification in Euclidean space was given by Bertrand [27], he didn’t request
directly the maximal superintegrability, but we can find it as a consequence of his
original request, namely to have a periodic motion.
As any central potential which admits bounded motion admits as well a circular
orbit, then asking for its stability under small perturbations he found a series of
constraints that at the end entailed that the only central potentials with a stable
closed orbit are the Kepler and the harmonic oscillator potentials. Many other classi-
fication of potentials on two dimensional spaces have been given over the years, but in
most cases they assume as starting point the existence of three conserved quantities
with some special characteristics such as a quadratic momentum dependence, or
by requiring the superseparability of the Hamiltonian systems, feature intimately
related with the M.S. systems; the literature about these systems is quite large; I try
to give a survey following an historical order. The first of such a Hamiltonian systems
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can be found in the papers by Drach [28] (1935) and Fris et al. [29] (1965) they
managed to find a class of M.S. potentials on the Euclidean space with extra integral
of motion quadratic and cubic in the momenta; such a list was enlarged by the
more recent works in the ’90s [30] [31], and by systematic studies of superintegrable
systems conducted for spaces of constant curvature in two and three dimensions
[35] [36]. With regard to M.S. Hamiltonian systems on non-Euclidean manifold
with non-constant scalar curvature a classification has been carried out by Kalnins
Kress and Winternitz [32], [33] who using the coupling constant metamorphosis
(or also the Stackel transformation) found a class of potentials which preserve
the maximal superintegrability property of the Darboux spaces. The examples
of maximally superintegrable systems aforementioned are really general from a
geometrical perspective, they have been obtained without requiring any geometrical
symmetry, but on the other hand, the main drawback is that we are limiting our
studies to additional constants of the motion with a definite order in the momenta, a
way to overcome this restriction is to consider the Bertrand approach, in other words
we require the closed orbit property without caring about the characteristics of the
additional constant of motion, which in turn have to be found later: unfortunately
in this case we loose the generality on the space, and in fact the Bertrand approach
has been used, up to now, to studying perturbation of circular orbits, meaning that
a spherical setting is supposed.

2.4.1 Bertrand spacetimes

In the nineties some authors rediscovered this approach [37], [38], [50] and the
result was a complete classification of Hamiltonian systems on non-Euclidean 3-
dimensional spaces whose bounded trajectories are closed. Since the most general
class of such systems was obtained by Perlick [50] let us retrace briefly his steps :
Let us consider a spherically symmetric and static spacetime (M×R, g) where M
is a 3-manifold. This ensure that the Lorentzian metric g can be written as:

g = e2λ(r)dr2 + r2(dθ2 + sin2 θdφ2)− e2ν(r)dt2 (2.13)

although the space is (3+1)-dimensional, without losing of generality we can consider
a (2+1)-dimensional space, if we restrict ourselves to the equatorial plane θ = π

2 .
Then the Lagrangian for the geodesic equation reads:

L =
1

2
(e2λ(r)ṙ2 + r2φ̇2 − e2ν ṫ2) (2.14)

where the dot denotes derivative with respect to the curve parameter: from a
physical point of view this parameter can be regarded as a proper time. This
Lagrangian admits of course three constant of motion:

E =
1

2
(e2λ(r)ṙ2 + r2φ̇2 − e2ν ṫ2) (2.15)

L = r2φ̇ (2.16)
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C = e2ν(r)ṫ. (2.17)

It is not restrictive to impose a reparametrization of the curve parameter such that
C = 1 . A timelike geodesic in such a space defines a trajectory that actually
corresponds to a trajectory (in configuration space) [39] of the following Hamiltonian:

H(r, Pr, φ, Pφ) :=
e−2λ(r)

2
P 2
r +

P 2
φ

2r2
− e−2ν(r)

2
(2.18)

The orbit equation for such a system is :(
dr

dφ

)2

=
r4

P 2
φ

e−2λ(r)

(
2E −

P 2
φ

r2
+ e−2ν(r)

)
(2.19)

Once the closed orbit property is imposed, this Hamiltonian system is expected to
have three constant of motion functionally indipendent, namely to be a M.S. system.
Given this setting and following the Bertrand strategy, Perlick considers a circular
trajectory, namely:

Pr = 0 ∪ Ṗr = 0→ E =
P 2
φ

2r2
− e−2ν(r)

2
; Ṗr =

P 2
φ

r3
− ν(r)′e−2ν(r) = 0 (2.20)

thus for a circular orbit holds:

P 2
φ = r3ν ′(r)e−2ν(r) > 0 (2.21)

E0 =
e−2ν(r)

2
(rν ′(r)− 1) < 0 (2.22)

now the idea is to perturb this circular trajectory setting for example E = E0 + ε
so that the radial distance is no more constant and becomes to oscillate : R−(ε) <
r < R+(ε) . The angular distance between R−(ε) and R+(ε) is given by (2.19):

Φ(ε) =

∫ R+(ε)

R−(ε)

Pφe
λ(r)

r2
√

2E − L2

r2
+ e−2ν(r)

dr. (2.23)

The crucial point is that a closed orbit entails:

Φ(ε) =
π

β
, β ∈ Q (2.24)

Because β can assume only rational values the function Φ(ε) must be a constant
because is a continuous function of ε. This request is very strong and entails many
constraints to the form of λ(r) and ν(r), so after a quite long series of calculations
(for the details see [50]) it is possible to work out the so called ”Bertrand Spacetimes”
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as named by Perlick :
•TypeI:

g =
dr2

β2(1 +Kr2)
+ r2(dθ2 + sin2 θdφ2)− dt2√

1
r2

+K +G
. (2.25)

•TypeII :

g =
2(1−Dr2 ±

√
(1−Dr2)2 −Kr4)

β2((1−Dr2)2 −Kr4)
dr2 + r2(dθ2 + sin2 θdφ2)+ (2.26)

− dt2

G∓ r2(1−Dr2 ±
√

(1−Dr2)2 −Kr4)−1
.

To these two metric spaces it is possible to link two Hamiltonian systems whose
equations of motion define trajectories that are coincident with the timelike geodesic
determined by the metrics (2.25) (2.26). Follow (2.18), hereafter we will refer to these
Hamiltonians as Perlick type I and II:

HI =
1

2
β2(1 +Kr2)P 2

r +
L2

2r2
−
√

1

r2
+K +G (2.27)

HII =
1

2

β2((1−Dr2)2 −Kr4)

2(1−Dr2 ±
√

(1−Dr2)2 −Kr4)
P 2
r +

L2

2r2
+ (2.28)

−G± r2(1−Dr2 ±
√

(1−Dr2)2 −Kr4)−1

where:

L2 = P 2
θ +

P 2
φ

sin2 θ
(2.29)

Exact solvability of Bertrand spacetimes

In analogy with the shape invariant systems, the Perlick’s Hamiltonians (2.27) (2.28)
show the possibility to be described in terms of known trascendental functions, in
other words they are exactly solvable [51].
Let us compute the orbit equation for the general cases:

H =
f(r)

2
P 2
r +

P 2
φ

2r2
+ V (r) (2.30)

Pr =

√√√√ 2

f(r)

(
E −

P 2
φ

2r2
− V (r)

)
(2.31)

ṙ = f(r)Pr

φ̇ =
Pφ
r2

→ dφ =
Pφdr

r2

√
2f(r)

(
E − P 2

φ

2r2
− V (r)

) (2.32)
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now let us compute explicitly the orbit equation for the two Hamiltonians (2.27)
(2.28)

Perlick Hamiltonian I

βdφ =
Pφdr

r2

√
2(1 +Kr2)

(
E − P 2

φ

2r2
+
√

1
r2

+K −G
) (2.33)

(2.33) simplifies dramatically with the change of variables:

u =

√
1

r2
+K (2.34)

the orbit equation is then given by:

βdφ =
−Pφdu√

2

(
E − P 2

φu
2

2 +
KP 2

φ

2 + u−G
) (2.35)

which can be readily integrated to yield:

sin(βφ− φ0) =
1− P 2

φ

√
1
r2

+K√
1 + 2P 2

φ(E −G) +KP 4
φ

(2.36)

Perlick Hamiltonian II

In this second case the treatment is analogous. Now the orbit equation reads:

βdφ =
Pφdr

r2

√
(1−Dr2)2−Kr4

1−Dr2±
√

(1−Dr2)2−Kr4

(
E +G− P 2

φ

2r2
∓ r2

1−Dr2±
√

(1−Dr2)2−Kr4

) (2.37)

and it is convenient to introduce the variable:

v =
1−Dr2 ±

√
(1−Dr2)2 −Kr4

r2
(2.38)

βdφ =
−Pφdv√

4v(E +G)− P 2
φ(v2 + 2Dv +K)∓ 4

(2.39)

the integration leads to:

cos(βφ− φ0) =
P 2
φ(v +D)− 2G− 2E√

(2E + 2G−DP 2
φ)2 ∓ 4P 2

φ −KP 4
φ

(2.40)
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2.5 Bertrand spaces as the most general spherical su-
perintegrable spaces

In the previous section the Perlick Hamiltonians have been introduced; these Hamil-
tonians can be regarded also as describing particles moving on a Non-Euclidean
tridimensional space subjected to a potential:

gI =
dr2

β2(1 +Kr2)
+ r2(dθ2 + sin2 θdφ2); VI(r) = −

√
1

r2
+K (2.41)

gII =
2(1−Dr2 ±

√
(1−Dr2)2 −Kr4)

β2((1−Dr2)2 −Kr4)
dr2 + r2(dθ2 + sin2 θdφ2); (2.42)

VII(r) = ± r2

(1−Dr2 ±
√

(1−Dr2)2 −Kr4)

The scalar curvature of these systems turn out to be :

R(r)I = − 2

r2
(3β2Kr2 + β2 − 1) (2.43)

R(r)II =
3

r2

(
2

3
(1− β2) + β2 (K −D2)r4 + 1

1−Dr2 ±
√

(1−Dr2)2 −Kr4

)
(2.44)

Before going on let us analyze some special cases:

2.5.1 Flat spaces

β = 1; K = 0→ R(r)I = 0 (2.45)

we get the Euclidean case and the Hamiltonian (2.27) turns into the Kepler problem:

H = P 2
r +

L2

r2
− 1

r
(2.46)

while for the second family :

β = 2; K = 0; D = 0→ R(r)II = 0 (2.47)

the (2.28) turns into the harmonic oscillator Hamiltonian:

H = P 2
r +

L2

r2
+
r2

2
(2.48)

in perfect agreement with the Bertrand theorem. Moreover this means that the
Perlick I / II spaces can be regarded as the only multiparametric deformations of
the Kepler / Coulomb systems able to preserve the closed orbit property.
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2.5.2 Constant curvature spaces

Let us set the parameters so that the scalar curvatur be constant ( R > 0 spherical
space, R < 0 pseudospherical case )
Type I:

β = 1→ RI(r) = −6K (2.49)

the Hamiltonian (2.27) turns into:

H = (1 +Kr2)P 2
r +

L2

r2
−
√

1

r2
+K (2.50)

this is the well known Kepler problem on the sphere, and this is Maximally super-
integrable as well [54] [55].
It is possible to get another M.S. system on the sphere from the space II:

β = 2; K = 0→ RII = 6D (2.51)

this choice of parameters transform the (2.28) in:

H = (1−Dr2)P 2
r +

L2

r2
+

r2

2(1−Dr2)
(2.52)

the kinetical part is obviously equal to the kinetical part of (2.50), but the potential
part is clearly a deformation of on oscillator potential, in effect this problem has
been classified as well in the M.S. systems on spaces of constant curvature [54] [55]
[52].

2.5.3 Iway - Katayama spaces

As said in the introduction by the Bertrand approach Iway and Katayama found
a class of metric spaces on which it is possible to obtain Hamiltonian systems
characterized as well by the closed orbit property. These systems are a generalization
of the MIC-Kepler and Taub-NUT systems [40, 48]. This class of spaces is known as
”multifold Kepler systems”, but we have shown that such family of systems is indeed
a subcase of the Perlick spaces [59], the so called Iway-Katayama spaces, given by:

ds2 = r̃
1
ν
−2(a+ br̃

1
ν )(dr̃2 + r̃2dΩ) (2.53)

applying the substitution:

r̃ =

(
−a±

√
a2 + 4br2

2b

)ν
(2.54)

the metric space turns into:

ds2 = 2ν2a
2 + 2br2 ± a

√
a2 + 4br2

a2 + 4br2
dr2 + r2dΩ2 (2.55)
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This correspond to the Perlick space of type II, by setting:
β2 = 1

ν2
; K = D2; D = − 2b

a2

2.5.4 Darboux spaces

As remarked in the introduction of this section, the Darboux spaces represent the
complete classification of all those spaces with a variable intrinsic scalar curvature
which admit the maximum number of symmetries at most quadratic in the momenta.
Kalnins, Kress, Miller and Winternitz (KKMW) have managed to find all those
potentials for which a particle moving on a Darboux space is described by a M.S.
Hamiltonian whose additional constants of motion are at most quadratic in the
momenta [32] [33], this means that whenever in this classification is found an
Hamiltonian system with a spherical symmetry than this system must be in the
Perlick classification as well, since all the KKMW have the closed orbit property.
This occurence is verified in the cases of Darboux III and Darboux IV.

Darboux IV space

The Darboux IV space as reported by Koenigs turns out to be :

ds2 =
a(e

x−y
2 + e

y−x
2 ) + b

(e
x−y
2 − e

y−x
2 )2

dxdy (2.56)

let us rewrite such a metric in a diagonal form:

x = u+ iv → dx = du+ idv
y = −u+ iv → dy = −du+ idv

(2.57)

now the metric has the form:

ds2 = −2a cosh(u) + b

4 sinh2(u)
(du2 + dv2) (2.58)

this metric shows a radial symmetry once that u is read as the radial variable and
v as the angular variable. In order to recast this metric in a radial explicit form let
us define:

r2 = −2a cosh(u) + b

4 sinh2(u)
→ u = cosh−1

(
−a±

√
a2 − 4br2 + 16r2

4r2

)
(2.59)

ds2 =
2a2 − 4br2 ± 2a

√
a2 − 4br2 + 16r4

a2 − 4br2 + 16r4
dr2 + r2dv2 (2.60)

let us set:

b = 8D
D2−K

a = 4√
D2−K

(2.61)
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in these new variables the Darboux IV metric turns out to be:

ds2 =
2(1−Dr2 ±

√
(1−Dr2)2 −Kr4)

((1−Dr2)2 −Kr4)
dr2 + r2dv2 (2.62)

this is the Perlick metric of type II with the parameter β = 1, anyway, it should be
remarked that the substitution (2.61) is not defined whenever D2 = K .

2.5.5 Darboux III space

Darboux III space, as well as Darboux IV space, is expected to be a subcase of the
Perlick spaces, so let us follow the same strategy outlined for the Darboux IV:
Darboux III space turns out to be:

ds2 = (ae−
x+y
2 + be−x−y)dxdy (2.63)

following the same algebraic transformation introduced in paragraph (2.5.4):

x = u+ iv → dx = du+ idv
y = u− iv → dy = du− idv (2.64)

ds2 = (ae−u + be−2u)(du2 + dv2) (2.65)

r2 = (ae−u + be−2u)→ u = − log

(
−a±

√
a2 + 4br2

2b

)
(2.66)

→ ds2 =
2(a2 + 2br2 ± a

√
a2 + 4br2)

a2 + 4br2
dr2 + r2dv2 (2.67)

if it is set D = 2b
a2

:

ds2 =
2(1 +Dr2 ±

√
1 + 2Dr2)

1 + 2Dr2
dr2 + r2dv2. (2.68)

The metric (2.68) turns out to be exactly the Perlick space of type II when β =
1,K = D2, namely the particular case not admissible in the Darboux IV parametriza-
tion. This means that DIII and DIV together represent the whole Perlick family of
Type II with β = 1.

2.5.6 Beyond Darboux systems

These results entail as a main consequence that, the Perlick spaces with β 6= 1 can
be regarded also as the β deformation of all those radial symmetric spaces whose
additional constants of motion are at most quadratic in the momenta. In the light
of the above considerations let us focus on the role played by the parameter β.
Let us define:

ds2 =
dr2

β2g(r)
+ r2dφ2, (2.69)
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be one of the Perlick spaces, now let us compute its associated Perlick Hamiltonian
system for β = 1:

H = g(r)P 2
r +

Pφ
r2

+ VI,II(r), (2.70)

by definition of Perlick Hamiltonian system it is known that any bounded state
describes a periodic motion:

r(t+ T ) = r(t)
φ(t+ T ) = φ(t) + 2π,

(2.71)

where T must be regarded as the period.
Now let us going on applying a rescaling on the angular variable:

Pφ = βP ′φ
φ = φ′

β

(2.72)

after this canonical transformation the Hamiltonian turns into:

H = g(r)P 2
r + β2

P ′φ
2

r2
+ VI,II(r) (2.73)

Up to a constant factor β2, this Hamiltonian formally describes a motion on the
metric (2.69). The crucial point is that in these new variables the relation (2.71)
turns into:

r(t+ T ) = r(t)
φ′(t+ T ) = βφ(t+ T ) = β(φ(t) + 2π) = βφ(t) + 2βπ = φ′(t) + 2βπ,

(2.74)

this means that when β is a ratio of two coprime numbers β = m
n after nT the orbit

close after m laps around the origin, that’s why it is needed a β ∈ Q, we stress also,
that such a request entails not only the closed orbit property but even the M.S. of
the Perlick systems:

A generalized Runge-Lenz vector for the Perlick’s Hamiltonians

Studying the reduced two-dimensional Perlick spaces, namely the orbital ”plane”,
we have noticed that the Perlick spaces collect as particular cases the great part
of M.S. systems known. It is interesting to note that it is possible to extend such
a property to the entire Perlick family, as proved recently in [51], by defining the
so called generalized Runge-Lenz vector, namely the analougue of the Runge Lenz
vector responsible of the hidden symmetries in the Kepler problem. The idea of
looking for generalizations of the Runge Lenz vector in order to find an additional
integral of motion is not new: a rather complete review of the related literature can
be found in [60].The rigorous demonstration is quite long, anyway in order to be
selfconsistent, let us recall the main ideas that allow us to find this extra integral of
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motion:
let us start by recalling the Fradkin’s construction [61] of a local vector first integral
for a central Hamiltonian system:
the Fradkin Runge-Lenz vector is defined as:

a =
cosφ

r
q +

sinφ

rPφ
q× (q× p) (2.75)

where r = |q| , if we consider φ(0) = 0, then it is trivial to show that the vector is
a constant a = (1, 0, 0).
Fradkin’s observation is that if cosφ , sinφ can be expressed in terms of q , p in
a domain Ω ⊂ R3 \ {0}, then the resulting vector field is a first integral of H in
Ω. When H is the Kepler Hamiltonian, the generalized Runge-Lenz vector field
essentially coincides with the classical Runge-Lenz vector divided by its norm. Let
us start from the solution obtained for the Perlick systems (2.36) (2.40) with an
appropriate φ0:

cos(
m

n
φ) = χ(r2, P 2

φ , E) (2.76)

where χ(r2, P 2
φ , E) is defined following (2.36)(2.40):

χ(r2, P 2
φ , E) ≡


1−P 2

φ

√
1
r2

+K√
1+2P 2

φ(E−G)+KP 4
φ

(Perlick I)

P 2
φ(

1−Dr2±
√

(1−Dr2)2−Kr4
r2

+D)−2G−2E√
(2E+2G−DP 2

φ)2∓4P 2
φ−KP

4
φ

(Perlick II)

(2.77)

Moreover the chain rule immediately yields:

sin
mφ

n
= − n

m

d

dφ

(
cos

mφ

n

)
= − n

m

ṙ

φ̇
∂rχ(r2, P 2

φ , E) = Θ(rṙ, r2, Pφ, E) (2.78)

Using the properties of the Chebyshev polynomials it is trivial to express cosmφ
and sinmφ in terms of r, ṙ, Pφ, E as:

cosmφ = Tn

(
cos

mφ

n

)
= Tn

(
χ(r2, P 2

φ , E)
)

(2.79)

sinmφ = sin
mφ

n
Un−1

(
cos

mφ

n

)
= Θ(rṙ, r2, Pφ, E)Un−1

(
χ(r2, P 2

φ , E)
)

(2.80)

Here Tm and Um respectively stand for the Chebyschev polynomials of the first and
second kind and degree n. Now we can define the function:

εm(rṙ, r2, Pφ, E) = Tn
(
χ(r2, P 2

φ , E)
)

+ iΘ(rṙ, r2, Pφ, E)Un−1

(
χ(r2, P 2

φ , E)
)

(2.81)
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in terms of which the orbit is characterized as

eimφ = εm(rṙ, r2, Pφ, E) (2.82)

from which it is possible to get eiφ in terms of the coordinates (q,p), furthermore it
is obvious that the equation (2.82) only defines φ modulo 2π

m since the orbit has self
intersection as pointed out in the previous subsection. This proves the existence of
a generalized Runge Lenz Vector for the Perlick spaces.

2.6 Bertrand spacetimes as intrinsic Kepler / oscillator
systems

As pointed out in the previous section, the two Perlick systems can be regarded as a
multiparametric M.S. deformation of the Kepler or harmonic systems. Amazingly,
this sort of classification of radial M.S. systems in Kepler or Harmonic oscillator
potentials survives, in a rather tricky way, also in the non flat cases [59] [39]. To this
end, let us introduce the concept of harmonic oscillator and Kepler potential in any
spherically symmetric 3-manifold: be 4g the Laplace Beltrami operator defined by
the metric (2.25) (2.26). To be more compact let us refer to the Perlick spaces as:

g = h(r)2dr2 + r2(dθ2 + sin2 θdφ2), (2.83)

or equivalently in a conformal frame:

g′ = f(r)2(dr2 + r2(dθ2 + sin2 θdφ2)), (2.84)

it is standard that if u(r) is a function on M that only depends on the radial
coordinate, then its Laplacian is also radial and given by:

4gu(r) =
1

r2h(r)

d

dr

(
r2

h(r)

du

dr

)
. (2.85)

4g′u
′(r) =

1

r2f3(r)

d

dr

(
f(r)r2du

dr

)
. (2.86)

Then the symmetric Green function u(r) is obtained as the solution of the equation
4gu(r) = 0 on M/0, namely:

u(r) =

∫ r h(r′)

r′2
dr′ (2.87)

u′(r) =

∫ r 1

f(r)r′2
dr′ (2.88)

As the Kepler potential in 3D Euclidean space is simply the radial Green function
u(r) of the Laplacian and the harmonic oscillator is its inverse square, it is natural
to make the following

42



Definition 3. The Kepler and the harmonic oscillator potentials in (M, g) are
respectively given by the radial functions

VK(r) = A1(

∫ r

a
r′−2h(r′)dr′+B1), VO(r) = A2(

∫ r

a
r′−2h(r′)dr′+B1)−2, (2.89)

Where a,Aj , Bj(j = 1, 2) are constants. This definition is obviously valid in higher
dimensions as well.

Theorem 1. In a type I (resp. type II) Bertrand spacetime, V is the intrinsic
Kepler (resp. harmonic oscillator) potential associated with g.

This theorem can be verified easily by direct computation :
1 TypeI:

h(r) =
1√

1 +Kr2
→ VK(r) =

∫
1

r2
√

1 +Kr2
dr = −

√
1

r2
+K (2.90)

2 TypeII:

h(r) =

√
1−Dr2 ±

√
(1−Dr2)2 −Kr4√

(1−Dr2)2 −Kr4
→ (2.91)

VK(r) =

∫ √
1−Dr2 ±

√
(1−Dr2)2 −Kr4

r2
√

(1−Dr2)2 −Kr4
dr =

√
1−Dr2 ±

√
(1−Dr2)2 −Kr4

r

VK(r)→ VO =
r2

1−Dr2 ±
√

(1−Dr2)2 −Kr4

2.7 Stackel Transformation

The Bertrand and Perlick analysis seem to show that the class of radial M.S.
systems is naturally splitted in two different families. In the first chapter we pointed
out the existence of a transformation, named ”coupling constant metamorphosis”,
able to link different quantum exactly solvable systems. Such a transformation
was originally defined for classical systems and is known also under the name of
Stackel Transformation (S.T.) [23, 56, 57, 58]. The crucial point is that, the Stackel
transformation is able to turn a M.S. Hamiltonian to a new M.S. Hamiltonian, then
it is quite natural to suppose that this transformation could establish a link between
the two M.S. families found by Bertrand and Perlick. Before going on let us introduce
how the Stackel Transformation works:
Let us consider the conjugate coordinates and momenta q,p ∈ RN with canonical
Poisson Bracket {qi, pj} = δi,j and the notation:

43



q2 =

N∑
i=1

q2
i , p2 =

N∑
i=1

p2
i , |p| =

√
p2 (2.92)

Let H be an ”initial” Hamiltonian, HU an ”intermediate” one and H̃ the ”final”
system given by:

H =
p2

µ(q)
+ V (q), HU =

p2

µ(q)
+ U(q), H̃ =

H

U
=

p2

µ̃(q)
+ Ṽ (q) (2.93)

such that µ̃ = µU and Ṽ = V
U . Then let us consider, each second − order

integral of motion (symmetry) S of HU . In particular, if S and SU are written as

S =

N∑
i,j=1

ai,j(q)pipj +W (q) = S0 +W (q), SU = S0 +WU (q) (2.94)

then one gets a second-order symmetry of H̃ in the form

S̃ = S0 −WUH̃. (2.95)

2.8 Intrinsic oscillator as Stackel intrinsic Kepler

In the previous section we have introduced a non trivial transformation which
acts on two Hamiltonian systems generating a new Hamiltonian system with the
same number of first integrals of the originating ones; because of this property the
Stackel transformation can be regarded as an endomorphism on the space of M.S.
Hamiltonian systems. Since the Perlick’s classification establishes the existence of
a closed set of radial M.S. systems, this transformation is expected to split the
whole set of Bertrand spacetimes in two different sets of Stackel equivalent systems.
As said above the Bertrand space time systems are naturally divided in two sets,
respectively by the families of the intrinsic Kepler systems and intrinsic harmonic
oscillator systems, therefore it turns out to be interesting to apply the S.T. to the
two class of systems:

2.8.1 From the intrinsic Kepler to the intrinsic oscillator

Let us define the two Hamiltonian systems on a conformally flat metric:

H =
P2

f(q)2
+ α (2.96)

HU =
P2

f(q)2
+ VK(q) + β, (2.97)

by definition of intrinsic Kepler the potential VK turns out to be linked to the
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conformal factor f(q)2 by the relation:

VK(r) =

∫ r dr′

f(r′)r′2
. (2.98)

Then let us apply the S.T. to this system:

H̃ =
H

U
=

P2

f(q)2(VK(q) + β)
+

α

VK(q) + β
, (2.99)

this new system has to be M.S. as well, so in order to classify this system in one
of the two Perlick’s families let us compute the intrinsic Kepler potential relative to
the new conformal factor f(q)2(VK(q) + β):

ṼK(r) =

∫ r dr′

f(r′)r′2
√
VK(r) + β

(2.100)

This integral can be straightforwardly solved integrating by part using the relation
(2.98) and it is founded :

ṼK(r) = 2
√
VK(r) + β (2.101)

it is immediate to verify that the potential part of H̃ turns out to be the intrinsic
harmonic oscillator potential :

α

VK(q) + β
∝ 1

ṼK
2
(q)

(2.102)

so it is possible to state the following:

Theorem 2. The S.T. of any intrinsic Kepler system belong to the family of the
intrinsic harmonic oscillator systems.

2.8.2 From intrinsic harmonic oscillator to ?

The idea is to go through the same path of the last subsection, but starting from an
intrinsic oscillator:

H =
P2

f(q)2
+ α (2.103)

HU =
P2

f(q)2
+ VHO(q) + β =

P2

f(q)2
+

1

VK(q)2
+ β, (2.104)

such that:

VK(r) =

∫ r dr′

f(r′)r′2
(2.105)
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performing the S.T. :

H̃ =
VK(q)2P2

f(q)2(1 + βVK(q)2)
+

αVK(q)2

(1 + βVK(q)2)
(2.106)

the intrinsic Kepler potential associated to this new metric is :

ṼK(r) =

∫ r VK(r′)dr′

r′2f(r′)
√

1 + βVK(r′)2
=

√
1 + βVK(r)2

β
, β 6= 0 (2.107)

so when the parameter β is different from zero the S.T. of an intrinsic harmonic
oscillator turns out to be an intrinsic harmonic oscillator as well.

αVK(q)2

(1 + βVK(q)2)
= − α

β3

1

Ṽ 2
K(r)

+
α

β
(2.108)

The above equation is clearly not defined when the parameter β = 0 therefore in
order to complete the picture we will analyze the Hamiltonian (2.106) with β = 0

H̃ =
VK(q)2P2

f(q)2
+ αVK(q)2 (2.109)

in this case the intrinsic Kepler turns out to be :

ṼK(r) =

∫ r VK(r′)dr′

r2f(r′)
=
VK(r)2

2
, (2.110)

namely the same potential of the Hamiltonian (2.109), therefore this system belongs
to the intrinsic Kepler systems

2.9 The Bertrand spacetimes as Stackel equivalent sys-
tems

So far it has been stressed that the two Bertrand families can be regarded as Kepler
type or harmonic oscillator type, then in the section (2.8.1) we have established
that any intrinsic Kepler system can be turned into an intrinsic harmonic oscillator
system. The aim of this section is to show explicitly that the Stackel transformation
applied to the Kepler family of Bertrand spacetimes generates in a very natural way
the second family of Bertrand spacetimes. Let us consider the Hamiltonian:

H = β2(1 +Kr2)P 2
r +

1

r2
(P 2

θ +
P 2
φ

sin2 θ
) + α (2.111)

then we consider the Hamiltonian HU

HU = β2(1 +Kr2)P 2
r +

1

r2
(P 2

θ +
P 2
φ

sin2 θ
) +

√
1

r2
+K +G (2.112)
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where the Hamiltonian HU is the system built from the Bertrand space time I when

the potential part U =
√

1
r2

+K +G is switched on. The next step is applying the

S.T. to these couple of Hamiltonians:

H̃ =
H

U
= β2 (1 +Kr2)√

1
r2

+K +G
P 2
r +

1

r2(
√

1
r2

+K +G)
(P 2

θ +
P 2
φ

sin2 θ
) +

α√
1
r2

+K +G

(2.113)
In order to show that this Hamiltonian is exactly the Bertrand system of type II let
us apply the following point canonical transformation:

r
′2 = r2(

√
1
r2

+K +G)→ r =

√
−(1+2Gr′2)±

√
1+4Gr′2+4Kr′2

2(K−G2)

Pr = 1
dr
dr′
Pr′

(2.114)

H̃(Pr′ , r
′) = (2.115)

β2(1 + 4Gr′2 + 4Kr′4)

2(1 + 2Gr′2 ±
√

1 + 4Gr′24Kr′4)
P 2
r′ +

1

r′2
(P 2

θ +
P 2
φ

sin2 θ
)+

+
2αr′2

1 + 2Gr′2 ±
√

1 + 4Gr′2 + 4Kr′2

defining the new parameters:

G = −D
2
, k =

D2 −K ′

4
(2.116)

H̃(Pr′ , r
′) = (2.117)

β2((1−Dr′2)2 −K ′r′4)

2(1−Dr′2 ±
√

(1−Dr′2)2 −K ′r′4)
P 2
r′ +

1

r′2
(P 2

θ +
P 2
φ

sin2 θ
)+

+
2αr′2

1−Dr′2 ±
√

(1−Dr′2)2 −K ′r′4

this proves that:

Theorem 3. The second Bertrand family is the Stackel Transformation of the first
family

Finally, in order to complete our picture let us describe the general intrinsic harmonic
oscillator Hamiltonian arranging the present metric in a conformal metric. To this
goal it is much easier to compute a new S.T. on a conformal intrinsic Kepler system
than to establish a direct change of variables to the Hamiltonian (2.117). Let us
apply to the Hamiltonian (2.112) the following change of variables:
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r =
2

r′−β −Kr′β
(2.118)

The intrinsic Kepler conformal Hamiltonian turn out to be:

H =
r2(r−β −Krβ)2

4
(P2) + α (2.119)

HU =
r2(r−β −Krβ)2

4
(P2)− r−β +Krβ

2
+G (2.120)

therefore the S.T. lead to:

H

U
= − r2(r−β −Krβ)2

2(r−β +Krβ − 2G)
(P 2

r +
L2

r2
)− 2α

r−β +Krβ − 2G
(2.121)

It is possible to verify the exact equivalence with the Hamiltonian (2.117) performing
the following radial point canonical transformation:

r = β

√√√√− 1

2Kr′2
± A(r′)

2Kr′2
− 1√

2

√
1

K2r′4
+

2G

K2r′2
∓ 4

KA(r′)
∓ 1

K2r′4A(r′)
∓ 4G

K2r′2A(r′)

(2.122)

A(r′) =
√

1 + 4Gr′2 + 4Kr′4

Pr =
Pr′
dr
dr′

after this canonical transformation and considering the new parameters (2.116) :

H =
β2((1−Dr′2)2 −K ′r′4)P 2

r′

2(1−Dr′2 ∓
√

(1−Dr′2)2 −K ′r′4)
+

(P 2
θ +

P 2
φ

sin2 θ
)

r′2
+

+
2αr′2

1−Dr′2 ∓
√

(1−Dr′2)2 −K ′r′4
,

namely the Hamiltonian (2.117)
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Chapter 3

Quantization recipes in
literature

3.1 Quantization of classical Hamiltonian systems on
non-Euclidean manifolds

In the second chapter we have introduced a family of classical M.S. Hamiltonian
systems defined on non-Euclidean manifolds:

H =
1

2
gij(x)PiPj + V (x) (3.1)

If we look at the same problem for a quantum particle, then coordinates and
momenta have to be read as noncommuting operators in the Heisenberg algebra:

[P̂j , P̂k] = 0, ∀j, k

[x̂j , x̂k] = 0, ∀j, k

[P̂j , x̂k] = −i~δjk; δjk = (1, j = k), (0, j 6= k)

In the Euclidean-manifold the metric tensor turns out to be independent of the
operator x̂ (gij(x) = δij), therefore there are no problems in performing the substi-
tution P → P̂ , x → x̂, and the Hamiltonian becomes a sum of the kinetic energy
and potential operator, each of which is composed by commuting operators. The
situation changes dramatically as soon as the metric tensor depends on the operator
x̂: in this case the kinetic energy term turns out to be position dependent causing
an obvious ordering ambiguity:

g(x̂)ijP̂iP̂j 6= P̂ig(x̂)ijP̂j 6= P̂iP̂jg(x̂)ij

therefore any permutation turns out to be different by terms proportional to ~:
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P̂ig
ijP̂j = gijP̂iP̂j − i~

dgij

dxi
P̂j

P̂iP̂jg
ij = gijP̂iP̂j − 2i~

dgij
dxj

P̂i + ~2 d2gij

dxidxj
,

which disappear in the classical limit ~ → 0. This means that from an algebraic
point of view there exist an infinite number of Hamiltonian operators with the same
classical limit:

Ĥαβγ = (gij)αP̂i(g
ij)βP̂j(g

ij)γ + V (x), α+ β + γ = 1 (3.2)

The goal of this chapter is to establish (under certain given criteria) the recipes to
quantize a classical system with a position dependent Kinetic energy term.

3.2 Position dependent mass quantization

From a classical point of view the kinetic energy term:

T = g(x)ijPiPj

can be regarded at the same time as a particle with a constant mass bound to move
on a non Euclidean manifold ds2 = gijdx

idxj or as a particle with a non-constant
and anisotropical effective mass on a Euclidean space:

mij = gij .

Anyway, in the particular case of a metric tensor with radial symmetry it is pos-
sible to recover an isotropic mass recasting the metric into a conformal metric by
performing a change of variable:

ds2 = f(r)2dr2 + r2dΩ2, r = h(r′)→ f(h(r′))2

(
dh

dr′

)2

dr′2 + h(r′)2dΩ2

therefore imposing:

f(h(r′))

h(r′)

dh

dr′
=

1

r′

we get a conformal metric:

ds2 =
h(r′)2

r′2
(dr′2 + r′2dΩ2) =

h(|x|)2

(|x|)2
(dx2)

in this case the mass has to be read as:

m(x) =
h(|x|)2

(|x|)2
(3.3)
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Quantum models with a position dependent mass are essential in many condensed
matter problems (see for instance [62] - [71] and references therein). Although
over the times several different quantization prescriptions for this kind of problems
have been proposed, we report the most widely used, namely the symmetrical
quantization. Following [72] it is possible to determine the functional form of
the Hamiltonian in terms of the canonical operators (X,P ) requiring the so called
instantaneous Galilean invariance.

3.2.1 Instantaneous Galilean invariance

It is well known that a free-particle has a complete symmetry under the Galilean
group, whilst for a particle subjected to a potential the symmetry turns out to be
obviously broken; however we can recover a partial symmetry if we introduce the
concept of instantaneous Galilean transformations:
for simplicity let us consider the one dimensional case. In classical mechanics, a
Galilean transformation at the instant t0, with velocity v, transforms the position x
and the momentum p of a particle with mass m according to:

x′(t) = x(t)− v(t− t0), (3.4)

p′(t) = p(t)−mv (3.5)

An instantaneous Galilean transformation is performed at the instant time t0 = t,
thus is defined by:

x′(t) = x(t), (3.6)

p′(t) = p(t)−mv (3.7)

In the same way we can define, for a quantum particle, a unitary transformation
U(v) implementing the Instantaneous Galilean transformation with velocity v and
acting on the canonical pair of operators X and P according to:

U(v)XU(v)−1 = X, (3.8)

U(v)PU(v)−1 = P −mvI (3.9)

The Hamiltonian operator must be such that;

V = i[H,X] (3.10)

U(v)V U(v)−1 = V − vI (3.11)

By V we have denoted the velocity Operator. Since the transformation U(v) is com-
pletely determined by the equations (3.8) (3.9), and since V depends on H through
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(3.10) then the relation (3.11) determines a constraint for the Hamiltonian. Let
us introduce the infinitesimal generator K of instantaneous Galilean transformation
through:

U(v) = eivK (3.12)

from the (3.8) and (3.9) we get the following relations for the operator K:

[K,X] = 0, (3.13)

[K,P ] = imI, (3.14)

[K,V ] = iI, (3.15)

now considering the canonical commutation rule:

[X,P ] = iI,

and (3.13) , (3.14) then we get:

K = mX

up to a trivial constant. From (3.14) and (3.15) we get:

[K,P −mV ] = 0→ P −mV = A(X). (3.16)

Similarly one can compute straightforwardly the following commutators:

[K,H − mV 2

2
] = m[X,H]− m

2
[K,V 2] = imV − imV = 0→ H − m

2
V 2 = W (X)

(3.17)
Finally the Hamiltonian takes the form:

H =
1

2m
(P −A(X))2 +W (X) (3.18)

This is, except for a gauge transformation, the usual form of the Schroedinger
operator.

3.2.2 Instantaneous Galilean transformations for Position depen-
dent mass systems

Generalizing the construction of the Hamiltonian operator in the case of a position
dependent mass is quite a simple matter: the instantaneous Galilean transformation
does not modify the position and this makes the transformation quite indifferent to
a possible position dependence of the mass. Let us modify the transformation rule
for the momentum as follows:
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U(v)PU(v)−1 = P −M(X)v → [K,P ] = iM(X) (3.19)

the (3.13) says that K = N(x); exploiting the canonical commutation rule we get:

[K,P ] = [N(X), P ] = iN ′(X) = iM(X) (3.20)

Consider now the constraining condition for H, that is, the (3.15). It reads according
to (3.10):

[N(X), [H,X]] = I (3.21)

applying the Jacobi identity it follows that:

[X, [H,N(X)]] = I → [N(X), H] = i(P −A(X)) (3.22)

now it is straightforward to verify that a simple solution for H (for an Hermitian
Hamiltonian) is:

H=
1

2
P

1

M(x)
P (3.23)

indeed,

[N(X), H] =
1

2
[N(X), P ]

1

M(X)
P +

1

2
P

1

M(X)
[N(X), P ] = iP (3.24)

the general Hamiltonian thus reads,

H =
1

2
P

1

M(x)
P +W (x) (3.25)

Instead of the (3.23) it is possible to have a different solution of the (3.22) can be
also the rather natural one:

H1 =
1

4

(
P 2 1

M(X)
+

1

M(x)
P 2

)
(3.26)

anyway comparing H0 and H1 we find:

H1 −H0 =
1

4
[P, [P,

1

M(x)
]] = −1

4
(

1

M(X)
)′′ = Q(X) (3.27)

therefore:

H =
1

2
P

1

M(x)
P +W (x) =

1

4

(
P 2 1

M(X)
+

1

M(x)
P 2

)
+W1(X) (3.28)

with relationship:
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W1(X) = W (X) +Q(X)

These remarks prove that one should not identify a priori H0 as the purely kinetic
energy term of the Hamiltonian nor W (X) as the potential. This result can be used
to prove that the most general kinetic Hamiltonian (under the condition we have
stated) is:

Hkin =
1

4

(
MαPMβPMγ +MγPMβPMα

)
= (3.29)

=
1

2
P

1

M
P +

1

2
(α+ γ + αγ)

M ′2

M3
− 1

4
(α+ γ)

M ′′

M2
,

(α+ β + γ = −1)

3.3 Covariant quantization

In the previous section we have considered the quantization of the classical systems
introduced in the second chapter considering them as position dependent mass
systems. Let us come back to the original point of view of systems defined on non-
Euclidean manifold. In a classical context the solution to an Hamiltonian system can
be obtained by solving the Hamilton-Jacobi equation, namely a first order partial
differential equation:

−∂S(x, t)

∂t
=

1

2
gi,j(x, t)

(
∂S(x, t)

∂xj

)(
∂S(x, t)

∂xj

)
. (3.30)

This equation involve just the derivative of a scalar function that can be defined
simply comparing the value taken by S(x, t) in neighboring points of the manifold,
S(x, t) and S(x + dx, t)

S′ = lim
dx→0

S(x + dx, t)− S(x, t)

dx

Therefore it is quite a simple matter to generalize the Hamilton-Jacobi equation from
an Euclidean manifold to a non-Euclidean one. The situation changes drastically if
we repeat the same derivative operation with a vector field. Let us study for example
the derivative of Aµ(x):

lim
dx→0

Aµ(x + dx, t)−Aµ(x, t)

dx
This operation, as stressed in the second chapter, is no more defined in a general
Riemannian manifold, since the operation among vectors are defined just in the
tangent vector space, therefore the sum of vectors:

Aµ(x + dx, t)−Aµ(x, t)

turns out to be meaningless since the two vectors live in the two different spaces Tx
and Tx+dx.
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3.3.1 Differential operators in differentiable manifolds

covariant derivative

The first step, in order to compare two vectors in two different vector spaces, is to
introduce the notion of parallel transport: let us consider a curve C in the manifold
M parametrized by the parameter λ : P ∈ C → P i = xi(λ), let the tangent vector
to C be U = d

dλ following the definition (2.5) where U can be expressed also as

a linear combination of vector basis U = Uie
i; ei = d

dxi
. Now let us consider a

vector V (λ0 + ε) in the tangent vector space Tx(λ0+ε), then we define the parallel

transported vector V
∗
λ0+ε(λ0) with respect to the curve C from the tangent vector

space Tx(λ0+ε) to the tangent vector space Tx(λ0) such that the following proportion
yields:

V ∗λ0+ε(λ0)i : Ui(λ0) = V (λ0 + ε)i : Ui(λ0 + ε).

Thanks to the parallel transport it is now possible to compare two vectors field
defined in different vector spaces evaluating them in the same space. We can now
define the notion of covariant derivative for a vector field V defined everywhere on
C as:

∇UV (λ0) = lim
ε→0

V
∗
λ0+ε(λ0)− V (λ0)

ε
. (3.31)

This definition can be given also in terms of components: let us define x = x(λ0)
and x + dx = x(λ0 + ε) so that a vector Aµ(x + dx) parallel transported back to x
will be:

Aµλ0+ε(x) = Aµ(x + dx) + δAµ(x + dx)

δAµ(x+dx) represents how much the manifold is different from a flat manifold, and
moreover it has to be zero whenever Aµ(x + dx) or dx are zero, namely it has to be
bilinear both in Aµ(x + dx) and dx, therefore at the first order we have:

δAµ(x + dx) = Γµνρ(x)Aν(x)dxρ

where it is used the Einstein summation convention. The functions Γµνρ(x) are
called Christoffel symbols and they represent the rules of the parallel transport for
the manifold. Therefore the vector Aµ(x + dx) parallel transported to x will be:

Aµ(x+dx)→ Aµ(x+dx)+Γµνρ(x)Aν(x)dxρ = Aµ(x)+dAµ(x)+Γµνρ(x)Aν(x)dxρ+O(dx2)

so finally we can define the covariant derivative along a component, say, xσ as :

Aµ;σ = lim
dxσ→0

Aµ + dAµ + Γµνρ(x)Aνdxρ −Aµ

dxσ
= Aµσ + ΓµνσA

ν (3.32)

where:

55



Aµσ =
∂Aµ

∂xσ
.

In other words the Christoffel symbols can be defined also through the action of the
covariant derivative on the basis vectors:

∇eiek = Γjkiej . (3.33)

Before closing this brief recall on the covariant derivatives let us consider how this
applies on the so called dual space, namely the space of the real, linear functionals
ω̃:

(ω̃, α1V 1 + α2V 2) = α1(ω̃, V 1) + α2(ω̃, V 2), (ω̃, V 1), (ω̃, V 2) ∈ R

in particular let us consider the function ω̃l(V ) = V l where V = V iei then we see
that :

(ω̃j , ek) = δjk → ∇ei(ω̃
j , ek) = 0→ (∇eiω̃j , ek) = −(ω̃j ,∇eiek)

and by applying the (3.33) we find:

(∇eiω̃j , ek) = −Γjki → ∇eiω̃
j = −Γjkiω̃

k.

So hereafter we will regard differently the objects Aµ and Aµ respectively as com-
ponents of vectors and dual vectors, in particular the definition of the covariant
derivative change from (3.32) to:

Aµ;σ = Aµ, σ − ΓρσµAρ (3.34)

Christoffel symbols and metric tensor

In the previous section we have introduced the notion of Christoffel symbols, namely
the connection coefficients, in order to define the parallel transport of vectors in
different tangent spaces. Since our physical systems are defined on a Riemannian-
manifold, it is fundamental to establish a rule for the parallel transport once given
a metric on the manifold. This is possible requiring the so called compatibility
condition between the metric and the parallel transport. In other words, from a
physical point of view, this mathematical constraint means that an experimentalist
in ”free fall” along a curve in the manifold, if parallel transported, cannot be aware
of his motion observing the metric in its neghborhood, (namely the ”equivalence
principle”). Let us introduce a metric in each tangent space defining a scalar product:
g(u, v) = gi,ju

ivj for each of these spaces, so by definition of parallel transport the
scalar product between two constant vectors A,B has to be invariant respect to this
operation:

∇Ug(A,B) = (∇Ug)(A,B) + g(∇UA,B) + g(A,∇UB) = 0 (3.35)
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By ipothesis ∇UA = 0 and ∇UB = 0, so the compatibility condition turns out to
be ∇Ug = 0, then applying the (3.34) the compatibility condition turns into:

gµν;λ = gµν,λ − Γρλµgρν − Γρλνgρµ ≡ gµν,λ − Γν,λµ − Γµ,λν (3.36)

the (3.36) gives the constraint that the connection has to respect. This condition is
satisfied by the so called Levi-Civita connection.
Let us consider a manifold with no torsion, namely ∇eiek = ∇ekei, this means that
the connection is symmetric for the exchange of the indexes Γµνλ = Γµλν . Now let us
rewrite the (3.36) permuting the indexes:

gµν,λ = Γν,λµ + Γµ,λν

gλµ,ν = Γµ,νλ + Γλ,νµ

gνλ,µ = Γλ,µν + Γν,µλ

summing the first and the second and subtracting the third it is straightforward to
get:

Γµ,λν =
1

2
(gµν,λ + gλµ,ν − gλν,µ)→ Γµλν =

1

2
gµρ(∂λgρν + ∂νgλρ − ∂ρgλν) (3.37)

3.3.2 Covariant differential operators

The generalization of the derivative operation to the non-Euclidean spaces is the
first step to generalizing our differential equations to this new spaces. Before going
on let us now introduce the generalization of the most frequently used differential
operators in such a new context.
• Divergence operator

As said previously, in order to generalize an Euclidean manifold to a non-Euclidean
one we have to replace the standard derivative with its covariant version so that the
divergence of a vector field can be generalized as follows:

∇ ·A = Aµ;µ = ∂µA
µ + ΓµµλA

λ (3.38)

following the relation (3.37) we can recast the term Γµµλ:

Γµµλ =
1

2
gµρ(∂µgρλ + ∂λgρµ − ∂ρgµλ) (3.39)

Since gµρ∂ρgµλ = gρµ∂µgρλ = gµρ∂µgρλ the equation (3.39) can be simplified in:

Γµµλ =
1

2
gµρ∂λgρµ (3.40)

this relation can be expressed in terms of the determinant of the metric g = detgij :
indeed, let us consider the derivative of the determinant g:
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∂λg = ∂λgρµa
ρµ

where aρµ is the matrix of the cofactors and this is linked with the inverse matrix
gµρ through the relation gρµ = aρµ

g where we have considered the property aρµ = aµρ

. Therefore gµρ∂λgρµ = ∂λg
g :

Γµµλ =
∂λg

2g

therefore the equation (3.38) turns into:

Aµ;µ = ∂µA
µ +

∂µg

2g
Aµ =

1
√
g
∂µ(
√
gAµ) (3.41)

• Laplacian operator
once given the generalization of the divergence operator it is now straightforward to
get the generalization of the Laplacian operator ∇2 to non-Euclidean manifold :

∇2ψ = ψ;µ;µ =
1
√
g
∂µ(
√
gψ;µ) (3.42)

Since ψ is a scalar function its covariant derivative is just a standard one so:

ψ;µ = ψ,µ→ ψ µ = gµνψ,ν

∇2ψ → 1
√
g
∂µ(
√
ggµν∂νψ) (3.43)

The generalization of the Laplacian operator to non-Euclidean manifold is also
known as Laplace-Beltrami operator.

3.3.3 Riemann Christoffel tensor

Before closing this section let us introduce a fundamental object in the study of a
differentiable manifold, namely the Riemann-Cristoffel tensor: this tensor charac-
terizes the manifold in each point measuring how much the operation of the parallel
transport be path dependent: let us consider an infinitesimal polygon of vertices
x, x + dx, x + dx′, x + dx + dx′ and let us parallel transport a vector, say V , along
two different paths: x → x + dx → x + dx + dx′ and x → x + dx′ → x + dx′ + dx.
The components of the vector V i in x+ dx are :

V ′i = V i − Γijk(x)V jdxk

then in order to transport the vector V ′ from x + dx to x + dx + dx′ we need to
know the connection in x + dx namely Γijk(x + dx) = Γijk(x) + ∂mΓijkdx

m thus the

vector (V ′′)i in x+ dx+ dx′ will be:
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(V ′′)i = V i − ΓijkV
jdxk − (Γijk + ∂mΓijkdx

m)(V j − ΓjlrV
ldxr)dx′k

repeating the same operations along the other path x→ x+ dx′ → x+ dx′ + dx we
get:

(V ′′′)i = V i − ΓijkV
jdx′k − (Γijk + ∂mΓijkdx

′m)(V j − ΓjlrV
ldx′r)dxk

let us compare the two vectors:

(V ′′′)i − (V ′′)i = (ΓijkΓ
j
lr − ΓijrΓ

j
lk + ∂kΓ

i
lr − ∂rΓilk)V ldxkdx′r = RiklrV

ldxkdx′r

Riklr is the Riemann Christoffel tensor. The Riemann Christoffel tensor, in contrast
with the connection Γijk, turns out to be a tensor under a general change of variables
like the metric tensor itself:

ds2 = g(x)ijdx
idxj = g(x)ij

dxi

dx′r
dxj

dx′s
dx′rdx′s → g(x′)rs = g(x)ij

dxi

dx′r
dxj

dx′s

so in general the following rule holds for our tensors:

Ai(x
′) = Al(x)

dxl

dx′i
; Ai(x′) = Al(x)

dx′i

dxl
(3.44)

this property turns out to be crucial because it allows us to get quantities which are
coordinate independent:

V (x′)µA(x′)µ = V (x)ρ
dx′µ

dxρ
A(x)σ

dxσ

dx′µ
= V (x)ρA(x)σ

dxσ

dxρ
= V (x)ρA(x)ρ

Now let us consider the Riemann Chistoffel tensor with only controvariant indexes
Rλµνρ = gλσR

σ
µνρ. Considering also the Levi Civita connection we get:

Rλµνρ =
1

2
(∂ρ∂µgλν + ∂ν∂λgµρ − ∂ρ∂λgµν − ∂ν∂µgλρ) + gησ(ΓηνλΓσµρ − ΓηρλΓσµν)

examining this explicit expression we see that this tensor turns out to be symmetric
for the exchange of the pairs (λ, ν) and (ν, ρ):

Rλµνρ = Rνρλµ

and antisymmetric for the exchange of the indexes λµ and also for νρ

Rλµνρ = −Rµλνρ = −Rλµνρ
because of this properties and the symmetry of the metric tensor gij = gji the only
way to get a contraction different from zero is to do the contraction with respect to
λν or µρ:
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Rµρ = gλνRλµνρ (3.45)

and this tensor is unique. In fact, if we contract the other two indexes:

Rλν = gµρRλµνρ = −gµρRµλνρ = gµρRµλρν

The tensor Rµρ is called Ricci tensor.
Finally we can get a scalar function by contracting the Ricci tensor with the metric
tensor:

R = gλνRλν (3.46)

This function is called scalar curvature and by construction turns out to be an
intrinsic property of the space indipendent on the coordinate system chosen, for
instance if we have R = const this will be const in any coordinate system.

3.3.4 Laplace Beltrami quantization

We are now ready to generalize the Schroedinger equation from an Euclidean to a
non-Euclidean manifold, simply replacing the ordinary derivative with the covariant
derivative:

Ĥ = −~2

2
∇2 + V (x)→ − ~2

2
√
g
∂i(
√
ggij∂j) + V (x) (3.47)

Namely we identify the quantum kinetic energy operator as the Laplace Beltrami
operator, from hereafter we will refer to this quantization as the Laplace Beltrami
quantization (LB) (see, for instance [33, 34]).

3.4 Quantization for conformally flat metric

In the section (3.2) we have pointed out that the Bertrand spaces, because of their
radial symmetry, can be recasted as conformally flat systems. Aim of this section
is to do a deep analysis of the different quantization prescriptions (PDM and L.B.)
for systems whose classical Hamiltonian can be written as follows:

H(x,P) =
1

2m(|x|)
|P|2 + V (x), |x| =

√∑
i

x2
i ; |P| =

√∑
i

P 2
i ; i = 0, ...N

(3.48)
As said above this system can be regarded as describing a particle moving on a
Riemannian manifold equipped with a metric:

ds2 = gijdx
idxj = m(|x|)δijdxidxj ; i, j = 1, ...N, det(gij) = g = m(|x|)N .

(3.49)
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Let us compute the Laplace Beltrami quantization of this system:

Ĥ = − ~2

2m(|x|)
N
2

∂i(m(|x|)
N−2

2 ∂i) + V (x) (3.50)

Let us stress that when we deal with N = 2 dimensional systems the quantization
reduces to the very particular case:

Ĥ = − ~2

m(|x|)
∇2 + V (x) (3.51)

where ∇2 has to be read as the standard Laplacian operator. In a classical context
an Hamiltonian system in a N-dimensional space with a radial symmetry describes
always a motion on a two dimensional space (orbital plane), and can be understood
also as a consequence of the quasi M.S. of any radial system. The equation (3.50)
shows that in quantum mechanics the radial Hamiltonian depends in a non trivial
way on the dimension of the system. Since the Darboux classification has been
performed explicitly for two dimensional spaces let us define the N-dimensional
generalization of the Hamiltonian (3.51):

Ĥsch = − ~2

m(|x|)
∇2
N + V (x) = − ~2

m(|x|)
∂i∂i + V (x), i = 1, ...N. (3.52)

Hereafter we will refer to this quantization as the Schroedinger or direct quantization.

3.4.1 Differences among Schroedinger, Laplace Beltrami and PDM
quantizations

In the previous sections we have proposed three different physical quantizations for
a classical system with a position dependent energy kinetic term:
• Schroedinger quantization:

Tsch = − ~2

m(|x|)
∂i∂i = − 1

m(|x|)
P2 (3.53)

• Laplace Beltrami quantization:

TLB = − ~2

m(|x|)
N
2

∂i(m(|x|)
N−2

2 ∂i) = − ~2

m(|x|)
∂i∂i −

~2(N − 2)

2

m(|x|)′

m(|x|)2

xi
|x|
∂i =

(3.54)

= − 1

m(|x|)
P2 − i~(N − 2)

2

m(|x|)′

m(|x|)2

xiPi
|x|

• Position Dependent Mass quantization:
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TPDM = −~2∂i
1

m(|x|)
∂i = − ~2

m(|x|)
∂i∂i + ~2 m(|x|)′

m(|x|)2

xi
|x|
∂i = (3.55)

=
P2

m(|x|)
+ i~

m(|x|)′

m(|x|)2

xiPi
|x|

These three operators are formally self-adjoints on the standard L2 space with the
following three scalar products:
• Schroedinger type:

< ψ|φ >=

∫
MN

m(x)ψschφschdx (3.56)

• Laplace Beltrami type:

< ψ|φ >=

∫
MN

m(x)
N
2 ψLBφLBdx (3.57)

• Position Dependent mass type:

< ψ|φ >=

∫
MN

ψPDMφPDMdx (3.58)

Since these products differ just for a weight function, let us stress that given a
basis for one of the above products, we can get a basis for the others spaces by
applying a simple algebraic transformation: Let us suppose to have a basis, say, for
the Schroedinger type: ∫

MN

m(x)ψschiψschjdx = δij (3.59)

then follows:

∫
MN

m(x)ψschiψschjdx =

∫
MN

(
√
m(x)ψschi)(

√
m(x)ψschj)dx = (3.60)

=

∫
MN

ψPDMiψPDMjdx = δij , ψPDMi =
√
m(x)ψschi

or alternatively:

∫
MN

m(x)ψschiψschjdx =

∫
MN

m(x)
N
2 (
m(x)

1
2

m(x)
N
4

ψschi)(
m(x)

1
2

m(x)
N
4

ψschi)dx = (3.61)

∫
MN

ψLBiψLBjdx = δij , ψLBi = m(x)
2−N

4 ψschi.

The crucial point is that transformations on the wave function induce a similarity
transformation for the operators:
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∫
MN

m(x)ψschT̂schφschdx =

∫
MN

ψPDM

(√
m(x)T̂sch

1√
m(x)

)
φPDMdx (3.62)

∫
MN

m(x)ψschT̂schφschdx =

∫
MN

m(x)
N
2 ψLB

(
m(x)

2−N
4 T̂schm(x)

N−2
4

)
φLBdx

(3.63)
explicitly: √

m(x)T̂sch
1√
m(x)

= −~2
√
m(x)

1

m(x)
∂i∂i

1√
m(x)

= (3.64)

=
~2

m(|x|)
∂i∂i + ~2 m(|x|)′

m(|x|)2

xi
|x|
∂i− ~2

(
3

4

m(|x|)′2

m(|x|)3
− 1

2

m(|x|)′′

m(|x|)2
+

(1−N)m(|x|)′

2|x|m(|x|)2

)
=

= T̂PDM + VPDM , VPDM = −~2

(
3

4

m(|x|)′2

m(|x|)3
− 1

2

m(|x|)′′

m(|x|)2
+

(1−N)m(|x|)′

2|x|m(|x|)2

)

considering the Laplace-Beltrami quantization:

m(|x|)
2−N

4 T̂schm(|x|)
N−2

4 = −~2m(|x|)
2−N

4
1

m(|x|)
∂i∂im(|x|)

N−2
4 = (3.65)

= −~2 1

m(|x|)
∂i∂i − ~2

(
N − 2

2

)
m(|x|)′

m(|x|)2

xi
|x|
∂i+

−~2N − 2

4

(
N − 6

4

m(|x|)′2

m(|x|)3
+
m(|x|)′′

m(|x|)2
+
m(|x|)′

m(|x|)2

N − 1

|x|

)

= T̂LB + VLB, VLB = −~2N − 2

4

(
N − 6

4

m(|x|)′2

m(|x|)3
+
m(|x|)′′

m(|x|)2
+
m(|x|)′

m(|x|)2

N − 1

|x|

)
This means that the three quantization prescriptions considered give quantum ki-
netic terms which are similarity equivalent up to a quantum potential term. It is in-
teresting to do some remarks in regards to the quantum potential terms (VPDM , VLB):
REMARK1
The potential term VPDM turns out to be exactly one of those given by Levy Leblond
in his paper [72] when N = 1 and in general :√

m(|x|)T̂sch
1√

m(|x|)
=

1√
m(|x|)

|P|2 1√
m(|x|)
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Namely the Position dependent Hamiltonian (3.29) when the parameters are α = −1
2

; β = 0 ; γ = −1
2

REMARK2
The potential term VLB turns out to be proportional to the scalar curvature R of
the system with metric gij = m(|x|)δij :

R = (1−N)

(
N − 6

4

m(|x|)′2

m(|x|)3
+
m(|x|)′′

m(|x|)2
+
m(|x|)′

m(|x|)2

N − 1

|x|

)
→ VLB = ~2 N − 2

4(N − 1)
R

according to the pioneering paper by Paneitz in 1983 in which was firstly estab-
lished the connection between LB operators and scalar curvature associated with
two different conformally flat Riemannian manifold [73]. Moreover the Laplace
Beltrami quantization with the addition of a potential term proportional to the
scalar curvature of the manifold is in full agreement with many prescriptions used
in the analysis of scalar field theories in General Relativity or when dealing with
quantization on arbitrary Riemannian manifolds [75] [76] [77]. Some analogies are
present also in condensed matter physics in the study of particles which are bound
to move in a non-flat space by a delta potential, also in this case the hamiltonian has
a part proportional to the Laplace Beltrami operators and potential parts connected
with the scalar curvature of the manifold [74].
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Chapter 4

Quantum Bertrand systems

4.1 Introduction

Until now we have given a survey of the so called exactly solvable systems both in
quantum and classical mechanics. This analysis has been achieved following two
completely different point of views.
In quantum mechanics we have considered a general basis of orthogonal polynomials
on a suitable Hilbert space and then we have obtained, through a number of algebraic
transformations, the class of the so called shape invariant systems. The shape
invariant systems are exactly solvable 1-dimensional quantum systems.
In classical mechanics we have faced the classification of the exactly solvable systems
introducing the definition of Maximal superintegrability:
As showed in the second chapter the Maximal superintegrability gives 2N − 1
conserved quantities for an Hamiltonian system whose trajectory is defined on a
2N dimensional phase space, therefore these 2N − 1 constraints determine the
trajectory of a system and this fact plays a fundamental role in the exact solvability
of the system. Since the 1-dimensional systems are by definition M.S. we have
presented the classification, under certain given prescriptions, of the 2-dimensional
M.S. systems. In particular, the generalized Bertrand theorem states that, requiring
radial symmetry, there are only two multiparametric families of systems with the
M.S. property. So far we have seen that shape invariant systems and M.S. systems
seem to be linked by a ”fil rouge” :
• Both shape invariant systems and M.S. systems are a rare class of systems respec-
tively in quantum and classical mechanics.
• They can be solved explicitly by using algebraic methods
• The solution can be given in terms of the standard trascendental functions and
not just by ”quadrature”.
The next step of this thesis is to study the relationship existing between the class
of the M.S. systems in classical mechanics and the shape invariant systems in
quantum mechanics, following the outline. Since there are some ambiguities in the
quantization of the classical systems on a non-Euclidean manifold, as stated in the
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third chapter, we will begin analyzing the quantum systems. As we have introduced
the shape invariant systems, as one-dimensional systems so the second step consists
in looking at the one dimensional Schroedinger equation as the radial equation of
an higher dimensional space. The third step is to perform the classical limit and to
compare such systems with the radial M.S. systems classified in the second chapter.

4.2 From a shape invariant system to a M.S. system

To begin with let us recall the shape invariant systems introduced in the first chapter.
We have seen that the orthogonal polynomials give two classes of exactly solvable
quantum problems connected by a coupling constant metamorphosis:

Jacobi system:

Ĥ = −∂2
x +

1

8

(
4α2 − 1

1− sin(x)
+

4β2 + 1

1 + sin(x)

)
(4.1)

and one of its Stackel equivalent, namely the Rosen-Morse system:

Ĥ = −∂2
x −

l(l + 1)

cosh(x)2
+ 2µ tanh(x). (4.2)

Let us focus on the Stackel equivalent systems: if we change the variable x to
kx+ iπ

2 we get another shape invariant system, since the shape invariant condition
is invariant under shift and rescaling of the independent variable. After the above
transfomation, the Hamiltonian (4.2) becomes:

Ĥ = − 1

k2
∂2
x +

l(l + 1)

sinh(kx)2
+ 2µ coth(kx) (4.3)

whose eigenfunction equation is, in general, given by:(
− 1

k2
∂2
x +

l(l + 1)

sinh(kx)2
+ 2µ coth(kx)

)
ψn,l,µ = E(n, l, µ)ψn,l,µ (4.4)

or equivalently:

(
−∂2

x + k2 l(l + 1)

sinh(kx)2
− 2µk coth(kx)

)
ψn,l,−µ

k
= k2E(n, l,

−µ
k

)ψn,l,−µ
k
. (4.5)

This system is universally known as the generalized Kepler problem, namely the
Kepler problem on a space of constant curvature [54], [79] -[83]. As said above this
new quantum system has to be a shape invariant system. We can see explicitly this
property factorizing the Hamiltonian operator through the two ladder operators:

Al = i∂x − iW ′l (x) = i∂x + i
µ

l + 1
− i(l + 1)k coth(kx) (4.6)

A†l = i∂x + iW ′l (x) = i∂x − i
µ

l + 1
+ i(l + 1)k coth(kx) (4.7)

66



where the function Wl(x) is the so called prepotential function:

Wl(x) = − µ

l + 1
x+ (l + 1) ln(sinh(kx)), (l + 1)2 <

µ

k
, l ≥ 0 (4.8)

now we can recast the Hamiltonian operator of the equation (4.5) as follows:

A†lAl = Ĥl − εl (4.9)

Ĥl = −∂2
x + k2 l(l + 1)

sinh(kx)2
− 2µk coth(kx)

εl = −
(

µ2

(l + 1)2
+ k2(l + 1)

)
the shape invariant property is easily verified by intertwining the ladder operators
Â†l and Âl:

ÂlÂ
†
l = Ĥl+1 − εl = Â†l+1Âl+1 + εl+1 − εl. (4.10)

Therefore, as expected, the Hamiltonian operator (4.5) is exactly solvable by the
application of the shape invariant property. In particular the fundamental state
turns out to be:

Âle
Wl(x) = 0→ ψ0,l(x) = eWl(x) = e−

µx
l+1 (sinh(kx))l+1

according to the strategy introduced in the first chapter we get the eigenvalue
equation for the hamiltonian Ĥl:

Ĥlψn,l = −
(

µ2

(l + n+ 1)2
+ k2(l + n+ 1)2

)
ψn,l (4.11)

while the eigenfunctions can be generated by the application of the ladder operators:

ψn,l(x) =
n−1∏
i=0

Â†l+iψ0,l+n(x) (4.12)

Since we have a multiparametric Hamiltonian operator Ĥµ,l,k let us define some

constraint on these parameters in order to determine the space on which Ĥµ,l,k

turns out to be self-adjoint:

µ, l, k ∈ R, µ > 0, k > 0,
µ

k
> (l +Nmax + 1)2

so we can finally state that Ĥµ,l,k is formally self-adjoint on the standard L2 space
with product:

< ψ|φ >=

∫ ∞
0

ψ(x)φ(x)dx (4.13)
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finally we stress that in this space the set of eigenfunctions (4.12) is now a finite
set of normalizable eigenfunctions:

ψn,l(x) =

n−1∏
i=0

Â†l+iψ0,l+n(x), n ≤ Nmax, (l +Nmax)2 = [
µ

k
] (4.14)

4.2.1 Quantum hamiltonian with a degenerate spectrum

In the previous subsection we have presented an exactly solvable quantum 1-dimensional
system whose spectrum is:

En,l,k,µ = −
(

µ2

(l + n+ 1)2
+ k2(l + n+ 1)2

)
(4.15)

in this spectrum l, µ, k have to be read as fixed parameters while n is the quantum
number. The crucial point is that this spectrum becomes a degenerate spectrum
whenever the parameter l is read as a quantum number with integer values and not
just as parameter. In this case the degeneracy entails that the Hamiltonian has
different eigenfunctions with the same energy eigenvalue, moreover this feature is
indicative of the presence of the maximal superintegrability for the quantum system:

Ĥψn,N−n = −
(

µ2

(N + 1)2
+ k2(N + 1)2

)
ψn,N−n; ∀n ≤ N, |m| ≤ N − n. (4.16)

We stress that the form of the spectrum suggests how to modify the 1-dim hamilto-
nian in order to get a new n-dimensional Hamiltonian with a degenerate spectrum;
this is a peculiarity of the quantum systems in contrast with the classical ones, in
which the solution of the 1-dimensional motion does not say anything about the
extension to M.S. systems. Since the Hamiltonian depends on l(l + 1) we have to
replace this parameter with the operator whose spectrum is l(l + 1), namely the
angular momentum operator:

L̂2Yl,m(θ, φ) = −
(
∂2
θ + cot(θ)∂θ +

1

sin(θ)2
∂2
φ

)
Yl,m(θ, φ) = l(l+ 1)Yl,m(θ, φ) (4.17)

where Yl,m(θ, φ) are the standard spherical harmonic functions, that defines an
orthogonal basis on the sphere S2:

∫ π

θ=0

∫ 2π

φ=0
Y l,mYl′,m′dΩ = δl,l′δm,m′ , dΩ = sin θdθdφ, l,m ∈ N (4.18)

Yl,m(θ, φ) =

√
(2l + 1)(l −m)!

2π(l +m)!
Pml (cos(θ))eimφ (4.19)
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with the Pml (cos(θ)) the standard Legendre polynomials.
The eigenvalue equation (4.17) helps us to recast the (4.5) 1-dimensional Hamilto-
nian equation in an higher dimensional Hamiltonian operator:(

−∂2
r + k2 L̂2

sinh(kr)2
+ 2µk coth(kr)

)
ψn,l(r)Yl,m(θ, φ) = (4.20)

= −
(

µ2

(l + n+ 1)2
+ k2(l + n+ 1)2

)
ψn,l(r)Yl,m(θ, φ).

where we have replaced x by r to make clearer that the original 1-dimensional system
represents the radial part of an higher dimensional system.

Ĥ(r, θ, φ) =

(
−∂2

r + k2 L̂2

sinh(kr)2
+ 2µk coth(kr)

)
(4.21)

with eigenfunctions:

Φ(r, θ, φ)n,l,m = ψn,l(r)Yl,m(θ, φ) (4.22)

wich represent an orthogonal basis with the scalar product:∫ ∞
r=0

∫ π

θ=0

∫ 2π

φ=0
Φn,l,mΦn′,l′,m′dr sin(θ)dθdφ ∝ δn,n′δl,l′δm,m′ (4.23)

Following our outline the next step is to compare the Hamiltonian (4.21) with
one of the Hamiltonians belonging to the classical Perlick classification. Since the
centrifugal part of the Perlick Hamiltonians is proportional to L2

r2
let us recast the

centrifugal kinetic energy operator as follows:

k2L̂2

sinh(kr)2
→ L̂2

r′2
(4.24)

this induces the change of variables: r′ = sinh(kr)
k . This substitution turns the

Hamiltonian (4.21) in:

Ĥ(r′, θ, φ) = −(1 + k2r′2)∂2
r′ − k2r′∂r′ +

L̂2

r′2
− 2µ

√
1

r′2
+ k2. (4.25)

Let us reintroduce the Planck constant in order to perform the classical limit ~→ 0.(
−(1 + k2r′2)∂2

r′ − k2r′∂r′ +
L̂2

r′2
− 2µ

√
1

r′2
+ k2

)
Φn,l,m=

= −
(

µ2

(l + n+ 1)2
+ k2(l + n+ 1)2

)
Φn,l,m

we multiply both sides by ~2
2 :
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(
−~2

2
(1 + k2r′2)∂2

r′ −
~2

2
k2r′∂r′ +

~2L̂2

2r′2
− ~2µ

√
1

r′2
+ k2

)
Φn,l,m=

= −~2

2

(
µ2

(l + n+ 1)2
+ k2(l + n+ 1)2

)
Φn,l,m

and let us rescale the coupling constant as µ → µ
~2 . This leads to the eigenvalue

equation:(
−~2

2
(1 + k2r′2)∂2

r′ −
~2

2
k2r′∂r′ +

~2L̂2

2r′2
− µ

√
1

r′2
+ k2

)
Φn,l,m=

= −
(

µ2

2~2(l + n+ 1)2
+

~2k2

2
(l + n+ 1)2

)
Φn,l,m

Let us consider now the operators:

P̂r′ = −i~∂r′
P̂θ = −i~∂θ
P̂φ = −i~∂φ (4.26)

the Hamiltonian can be recasted as:

1

2
(1 + k2r′

2
)P̂ 2

r′ − i~
k2

2
P̂r′ +

1

2r′2

(
P̂ 2
θ − i~ cot(θ)P̂θ +

1

sin(θ)2
P̂ 2
φ

)
− µ

√
1

r′2
+ k2

(4.27)
Performing the classical limit ~→ 0 we get the classical Hamiltonian:

H(r′, θ, φ, Pr′ , Pθ, Pφ) =
1

2
(1 + k2r′

2
)P 2

r′ +
1

2r′2

(
P 2
θ +

1

sin(θ)2
P 2
φ

)
− µ

√
1

r′2
+ k2

(4.28)
As expected we find one of the classical radial Hamiltonian in the Perlick classifi-
cation, namely the particular case of the family I when β = 1 and K = k2 that
corresponds to the motion on a space of constant curvature whose metric tensor is:

ds2 =
dr2

1 + k2r′2
+ r2(dθ2 + sin(θ)2dφ2) (4.29)

In this case we have considered k ∈ R, therefore we have K > 0 and this amounts to
consider an hyperbolic space; anyway the case on the sphereK < 0 can be reobtained
quite straightforwardly replacing k → ik and modifying in a suitable way the scalar
product for the wave functions. The main difference between the hyperbolic case
and the spherical case is that in the hyperbolic case considered above the number
of bound states turns out to be a finite set in contrast with the spherical case where
this set turns out to be a denumerably infinite set.
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Laplace Beltrami quantization of system (4.21)

Let us came back to the quantum problem (4.25). The Hamiltonian operator has
a degenerate spectrum and its classical limit is a maximally superintegrable sys-
tem. The next step is to understand which quantization prescription, among those
proposed in the third chapter, better describes the quantization of the Hamiltonian
(4.28). Notice that, after the change of variable (4.24), the scalar product turns out
to be changed in:

< Φn,l,m|Φn′,l′,m′ >=

∫ ∞
r′=0

∫ π

θ=0

∫ 2π

φ=0
Φn,l,mΦn′,l′,m′

dr′√
1 + k2r′2

sin(θ)dθdφ (4.30)

Let us consider now the Laplace Beltrami operator relative to the metric (4.29):

T̂L.B. =
1
√
g
∂i(
√
ggi,j∂j) (4.31)

this is a Sturm Liouville operator whenever the scalar product is equipped with the
weight function (considering the metric (4.29)):

w(r′, θ, φ) =
√
g =

r′2 sin(θ)√
1 + k2r′2

(4.32)

< Φ̃|Ψ̃ >=

∫ ∞
r′=0

∫ π

θ=0

∫ 2π

φ=0
Φ(r′, θ, φ)Ψ(r′, θ, φ)

√
gdr′dθdφ (4.33)

Following the strategy showed in the third chapter it is possible to change the weight
function in the scalar product (4.30) through a gauge transformation:

< Φn,l,m|Φn′,l′,m′ >=

∫ ∞
r′=0

∫ π

θ=0

∫ 2π

φ=0

Φn,l,m

r′
Φn′,l′,m′

r′
r′2dr′√
1 + k2r′2

sin(θ)dθdφ (4.34)

therefore let us introduce the new eigenfunctions :

Φ̃n,l,m =
Φn,l,m

r′
(4.35)

and the new operator:

˜̂
H(r′, θ, φ) =

1

r′
Ĥ(r′, θ, φ)r′ = − ~2

2
√
g
∂i(
√
ggij∂j)− µ

√
1

r′2
+ k2 − ~2k2

2
(4.36)

or equivalently:

Ĥ ′L.B. =
˜̂
H(r′, θ, φ) +

~2k2

2
= − ~2

2
√
g
∂i(
√
ggij∂j)− µ

√
1

r′2
+ k2 (4.37)
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this new operator has the spectrum:

En,l = − µ2

2~2(n+ l + 1)2
− ~2k2

2
(n+ l + 1)2 +

~2k2

2
(4.38)

Before closing the section let us rewrite the Hamiltonian (4.37) in a conformally flat
reference frame in order to be coherent with the results of the third chapter.
Let us recall the metric of the Perlick I system is:

ds2 =
dr2

β2(1 + k2r2)
+ r2dΩ2, r ⇒ 2

r−β − k2rβ
(4.39)

⇒ ds2 =
4

r2(r−β − k2rβ)2
(dr2 + r2dΩ2).

Since we are dealing with the particular case β = 1 let us apply the transformation:

r ⇒ 2r

1− k2r2
(4.40)

In this new coordinate system the Hamiltonian (4.37) (with ~ = 1)turns out to be:

ĤL.B. = −1

8
(1− k2r2)2

(
∂2
r +

2k2r

1− k2r2
∂r +

2

r
∂r −

L̂2

r2

)
− µ

2

(
1

r
+ k2r

)
(4.41)

The above Hamiltonian is of course still the LB quantization of the generalized
Kepler in the new coordinate system, but let us stress that the transformation is
not defined in r = 1

k and in fact the new radial variable turns out to be defined in
the new domain D:

D = r ∈ [0,
1

k
) (4.42)

consequently the new scalar product is:

< Φ̃n,l,m|Φ̃n′,l′,m′ >=

∫ 1
k

r=0

∫ π

θ=0

∫ 2π

φ=0
Φ̃n,l,mΦ̃n′,l′,m′

8r2dr

(1− k2r2)3
sin(θ)dθdφ (4.43)

In order to complete the picture let us see how this Hamiltonian change in the
”Schroedinger” and in the ”Position dependent mass” quantization through the
similarity transformation introduced in the third chapter:
• Position dependent mass quantization:

ĤPDM =
1

(1− k2r2)
3
2

ĤLB(1− k2r2)
3
2 = (4.44)

= −1

8
(1− k2r2)2

(
∂2
r +

2− 6k2r2

r(1− k2r2)
∂r −

L̂2

r2

)
− k2(9− 6k2r2)

8
− µ

2

(
1

r
+ k2r

)
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whose eigenfunctions are:

Φ̃PDM (r, θ, φ)n,l,m =
1

(1− k2r2)
3
2

Φ̃LB(r, θ, φ)n,l,m (4.45)

• Schroedinger quantization:

Ĥ ′sch =
1√

1− k2r2
ĤL.B.

√
1− k2r2 = (1− k2r2)ĤPDM

1

(1− k2r2)
= (4.46)

= −1

8
(1− k2r2)2

(
∂2
r +

2

r
∂r −

L̂2

r2

)
− µ

2

(
1

r
+ k2r

)
+

3

8
k2

or equivalently:

Ĥsch = Ĥ ′sch −
3

8
k2 = −1

8
(1− k2r2)2

(
∂2
r +

2

r
∂r −

L̂2

r2

)
− µ

2

(
1

r
+ k2r

)
(4.47)

whose spectrum and eigenfunctions are:

Esch n,l = − µ2

2(n+ l + 1)2
− k2

2
(n+ l + 1)2 +

k2

8
(4.48)

Φ̃sch(r, θ, φ)n,l,m =
1√

(1− k2r2)
Φ̃LB(r, θ, φ)n,l,m (4.49)

Since this Hamiltonian operator derives directly, through algebraic manipulations,
from the differential operator wich defines the Jacobi orthogonal polynomials Pn,α,β,
let us summarize all the algebraic steps we have carried out displaying the general
eigenfunctions written in terms of Pn,α,β [78]:

Φ̃sch(r, θ, φ)n,l,m= ψn,l(r)Yl,m(θ, φ) = (4.50)

e
− 2µ tanh−1(kr)

k(n+l+1) rn+l

(1− k2r2)n+l+ 1
2

P

(
n,
µ− k(n+ l + 1)2

k(n+ l + 1)
,−µ+ k(n+ l + 1)2

k(n+ l + 1)

)(
1 + k2r2

2kr

)
Yl,m(θ, φ)

with the integrability constraint :

n < Nmax, (Nmax + l +
3

2
)2 = [

µ

k
]
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4.3 Quantum Bertrand systems of type I

In the previous sections we have shown how the orthogonal polynomials and therefore
the shape invariant systems, because of their exact solvability, can help us to find
M.S. systems both in classical and quantum mechanics.
The aim of this section is to show that an exact solution can be found also for the
whole family of Perlick I through the generalization of the particular case (β = 1)
that we solved explicitly in the previous section, strenghtening the relations existing
between M.S. systems and exactly solvable systems.
To begin with, let us point out that the general metric β 6= 1 and the particular case
β = 1 differ just by a rescaling of the angular part, anyway this difference is highly
nontrivial since it makes the intrinsic scalar curvature radial dependent (2.43) [59]:

ds2 =
4β2

r2(r−β − k2rβ)2
(dr2 + r2dΩ2), r′=rβ⇒ 4

(1− k2r′2)2
(dr′2+r′2β2dΩ2)

(4.51)

ds2 =
4

(1− k2r2)2
(dr2 + r2dΩ2);β = 1

Let us now consider the metric (4.51); since the three quantizations are linked by
similarity transformations let us compute the simplest one, namely the so called
direct or Schroedinger quantization:

Ĥschβ = −r
2(r−β − k2rβ)2

8β2

(
∂2
r +

2

r
∂r −

L̂2

r2

)
− µ

2
(r−β + k2rβ) (4.52)

Where we are considering the domain D̃

r ∈ [0,
1

k
1
β

), (4.53)

in order to have a positive definite mass m(r) = 4β2

r2(r−β−k2rβ)
.

Because of the spherical symmetry the exact solvability of the system depends on
the radial equation, therefore let us go back to the 1-dimensional problem:

Ĥschβ(r) = −r
2(r−β − k2rβ)2

8β2

(
∂2
r +

2

r
∂r −

l(l + 1)

r2

)
− µ

2
(r−β + k2rβ) (4.54)

According to the above considerations let us perform the substitution (4.51)

r = r′a, a =
1

β
,

where the variable r′ is now defined again in the domain D (4.42), and the Hamil-
tonian operator becomes:
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Ĥschβ(r′) = −(1− k2r′2)2

8

(
∂2
r′ +

1 + a

r′
∂r′ −

a2l(l + 1)

r′2

)
− µ

2

(
1

r′
+ k2r′

)
(4.55)

Let us compare this differential operator with the radial part of the operator (4.47):

Ĥsch(r′) = −(1− k2r′2)2

8

(
∂2
r′ +

2

r′
∂r′ −

l(l + 1)

r′2

)
− µ

2

(
1

r′
+ k2r′

)
. (4.56)

As expected by the consideration (4.51) these two radial Hamiltonians are very
similar: the potential part is exactly the same, the centrifugal part, according to
the (4.51), turns out to be rescaled by a factor a2, but we find a difference on the
differential part 2

r∂r 6=
1+a
r ∂r if (a 6= 1).

The idea is managing to make equal also the differential part in order to use the
solution of the operator (4.55). We can achieve this result performing a similarity
transformation:

Ĥ ′schβ(r′) = r′
a−1
2 Ĥschβ(r′)r′

1−a
2 = (4.57)

−(1− k2r′2)2

8

(
∂2
r′ +

2

r′
∂r′ −

a2l(l + 1)− 1−a2
4

r′2

)
− µ

2

(
1

r′
+ k2r′

)
The crucial point is that the operator (4.56) regarded as a 1-dimensional operator
turns out to be exactly solvable for all values of the parameter l (we gave to the
parameter l the domain l ∈ N, after we upgraded the system from a 1-dimensional to
a 3 dimensional system ), so in order to avoid confusion let us introduce the exactly
solvable 1-dimensional Hamiltonian:

Ĥq,µ = −(1− k2r′2)2

8

(
∂2
r′ +

2

r′
∂r′ −

q(q + 1)

r′2

)
− µ

2

(
1

r′
+ k2r′

)
(4.58)

whose spectrum depends on the parameters q, µ:

Ĥq,µψn,q,µ =

(
− µ2

2(n+ q + 1)2
− k2

2
(n+ q + 1)2 +

k2

8

)
ψn,q,µ

In particular let us set q = al + a−1
2 :

Ĥal+a−1
2
,µ = −(1− k2r′2)2

8

(
∂2
r′ +

2

r′
∂r′ −

a2l(l + 1)− 1−a2
4

r′2

)
− µ

2

(
1

r′
+ k2r′

)
=

= Ĥ ′schβ(r′)
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This means that the Hamiltonian Ĥ ′schβ(r′) is exactly solvable as well as the par-
ticular case in which we considered β = 1. Let us now draw our attention on the
spectrum of Ĥ ′schβ(r′):

En,l = − µ2

2(n+ al + a+1
2 )2

− k2

2
(n+ al +

a+ 1

2
)2 +

k2

8
, n, l ∈ N (4.59)

In chapter 2 we stressed that the Perlick systems admit periodical motion only for
β ∈ Q, this condition entails the same domain for the parameter a = 1

β ⇒ a ∈ Q,
so let us consider a = m1

m2
, m1,m2 ∈ N and two different wave functions, say, ψn′,l′

and ψn,l such that n′ = n − sm1 and l′ = l + sm2 then ∀sm1 ∈ N as n′ > 0 we
have two wave functions with different quantum numbers but with the same energy
eigenvalue. This fact entails that the direct (or Schroedinger) quantization of the
M.S. Perlick system I yields again a quantum system whose spectrum shows the
accidental degeneracy as expected for a M.S. quantum system. Yet the M.S. turns
out to be associated with the exact solvability of the system both in classical and
quantum mechanics, in this case the wave function can be expressed regarding to
the solution ψn,l(r) of the system (4.50):

< ψn,al+a−1
2

(r′)Yl,m|Ĥ ′schβ(r′)|Yl,mψn,al+a−1
2

(r′) >= (4.60)

=< ψn,al+a−1
2

(r′)r′
1−a
2 Yl,m|Ĥschβ(r′)|Yl,mr′

1−a
2 ψn,al+a−1

2
(r′) >=

=< ψn,al+a−1
2

(rβ)r
β−1
2 Yl,m|Ĥschβ(r)|Yl,mr

β−1
2 ψn,al+a−1

2
(rβ) > .1

This defines the eigenfunctions for the direct quantization of the Perlick systems of
the family I:

Φschβ(r)n,l,m = r
β−1
2 ψn,al+a−1

2
(rβ)Yl,m(θ, φ)

4.4 Generalization of Bertrand metric to a N-dimensional
hyperspherical space

So far, analyzing the M.S. systems on spaces of non-constant curvature, we have
followed an historical order: first we introduced the Darboux spaces (2-dimensional
spaces), then we introduced the Bertrand or Perlick spaces (3-dimensional spaces)
now the next step is represented by trying to generalize the M.S. property to
N-dimensional spaces which, analogously to the Darboux and Perlick spaces, are
characterized by the hyperspherical symmetry.

1Notice that the weight functions involved in the three scalar products 4.60 are different from
each other.

76



Let us introduce the N hyperspherical coordinate which are formed by a radial-
type one r ∈ R+ and N − 1 angles θj such that θk ∈ [0, 2π) for K < N − 1
and θN−1 ∈ [0, π). They can be put easily in correspondence with the cartesian
coordinates (x1, x2, ...xN ):

xj = r cos θj

j−1∏
k=1

sin θk, 1 ≤ j < N, xN = r
N−1∏
k=1

sin θk. (4.61)

Now let us introduce the quantum operators:

p̂r = −i∂r, p̂θj = −i∂θj
it is useful to establish a correspondence with the cartesian ones:

p̂j = −i∂j =

j−1∏
k=1

sin θk cos θj p̂r +
cos θj
r

j−1∑
l=1

∏j−1
k=l+1 sin θk∏l−1
m=1 sin θm

cos θlp̂θl−
sin θj

r
∏j−1
k=1 sin θk

p̂θj ,

p̂N = −i∂j =

N−1∏
k=1

sin θkp̂r +
1

r

N−1∑
l=1

∏N−1
k=l+1 sin θk∏l−1
m=1 sin θm

cos θlp̂θl .

Hence we obtain that

N∑
j=1

x2
j = r2,

N∑
j=1

p̂2
j =

1

rN−1
p̂rr

N−1p̂r +
L̂2

r2
= p̂2

r − i
N − 1

r
p̂r +

L̂2

r2
, (4.62)

where L̂2 is the square of the total angular momentum given by

L̂2 =
N−1∑
j=1

(
j−1∏
k=1

1

sin2 θk

)
1

(sin θj)N−1−j p̂θj (sin θj)
N−1−j p̂θj .

we are now ready to define the N-dimensional Perlick space of type I :

ds2 =
4β2

r2(r−β + rβ)2
(dr2 + r2dΩ2

N−1), dΩ2
N−1 =

N−1∑
i=1

dθ2
i

i−1∏
j=1

sin2 θj , (4.63)

therefore the N-dimensional generalization of the Hamiltonian (4.52) turns out to
be:

ĤN
schβ = −r

2(r−β − k2rβ)2

8β2

(
∂2
r +

N − 1

r
∂r −

L̂2

r2

)
− µ

2

(
r−β + k2rβ

)
(4.64)
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The N-dimensional Hamiltonian can be reduced to a 1-dimensional problem by
factorizing the wave function in the usual radial and angular components:

Φ
(N)
schβ(r, θj)n,l,l1...lN−2

= ψ(r)n,lY (θj)l,l1,...lN−2

Y (θj) are the hyperspherical harmonics functions, namely the eigenfunctions of L̂2

which satisfy the eigenvalue equation given by:

L̂2Y (θj)l,l1,...lN−2
= l(l +N − 2)Y (θj)l,l1,...lN−2

(4.65)

this factorization leads to the radial Hamiltonian:

ĤN
schβ(r) = −r

2(r−β − k2rβ)2

8β2

(
∂2
r +

N − 1

r
∂r −

l(l +N − 2)

r2

)
− µ

2

(
r−β + k2rβ

)
(4.66)

now let us apply, analogously to the 3-dimensional case, the substitution r′ = rβ:

ĤN
schβ(r′) = −(1− k2r′2)2

8

(
∂2
r′ +

1 + a(N − 2)

r′
∂r′ −

a2l(l +N − 2)

r′2

)
−µ

2

(
1

r′
+ k2r′

)
(4.67)

following exactly the same strategy as for the 3-dimensional case, let us apply a
similarity transformation in order to compare the differential operator (4.67) with
the exactly solvable operator (4.58):

r′
−1+a(N−2)

2 ĤN
schβ(r′)r′

1−a(N−2)
2 = (4.68)

= −(1− k2r′2)2

8

(
∂2
r′ +

2

r′
∂r′ −

a2l(l +N − 2) + −1+a2(N−2)2

4

r′2

)
− µ

2

(
1

r′
+ k2r′

)
Analogously to the 3-dimensional case the operator ĤN

schβ(r′) turns out to be the

operator (4.58) Ĥq,µ when the parameter q is set to q = al + a(N−2)−1
2 . Therefore

from the eigenfunctions of Ĥq,µ ψq,µ we determine the solution of ĤN
schβ(r′):

ĤN
schβ(r′)ψ

al+
a(N−2)−1

2
,µ

(r′) = (4.69)

=
−µ2

2(n+ al + a(N−2)+1
2 )2

− k2

2
(n+ al +

a(N − 2) + 1

2
)2 +

k2

8
, n, l ∈ N

From the eigenvalue equation (4.69) we determine the eigenfunctions of the N-
dimensional Perlick I system ĤN

schβ:

ΦN
schβ(r, θj) = r

β−(N−2)
2 ψ

n,al+
a(N−2)−1

2

(rβ)Yl(θj) (4.70)
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4.4.1 Laplace-Beltrami and PDM quantization

According to the analysis presented in the third chapter we can link the exact solu-
tion of the so called ”Schroedinger” quantization to other quantization prescriptions
of the same classical problem through similarity transformations:
• Position Dependent Mass quantization

Considering the position dependent mass quantization of the classical Perlick I

system in cartesian coordinates ∂i = ∂
∂xi

, r =
√∑

i x
2
i we get:

ĤN
PDMβ = − 1

2m(r)

(
∂2
i −

m′(r)

m(r)

xi
r
∂i

)
− µ

2
(r−β + k2rβ) (4.71)

where the position dependent mass turns out to be m(r) = 4
r2(r−β−k2rβ)2

, which is

correctly positive in the domain D̃ (4.53).
• Laplace Beltrami quantization Let us consider now the geometrical point

of view or the Laplace Beltrami quantization, then the quantization of the Perlick I
system turns out to be:

ĤN
LBβ = − 1

2m(r)

(
∂2
i +

N − 2

2

m′(r)

m(r)

xi
r
∂i

)
− µ

2
(r−β + k2rβ) (4.72)

Remark
If the position dependent mass or the Laplace Beltrami quantization are considered
then the operators ĤN

PDMβ , ĤN
LBβ cannot be reduced through the algebraic manip-

ulations introduced in the first chapter to the differential operators which define the
classical orthogonal polynomials. We can overcome this problem if we consider the
same Hamiltonian operators with a quantum potential correction:

ĤN
gPDMβ = − 1

2m(r)

(
∂2
i −

m′(r)

m(r)

xi
r
∂i

)
− µ

2
(r−β + k2rβ)+ (4.73)

−1

2

(
3

4

m(r)′2

m(r)3
− m(r)′′

2m(r)2
+

(1−N)m(r)′

2rm(r)2

)

ĤN
gLBβ = − 1

2m(r)

(
∂2
i +

N − 2

2

m′(r)

m(r)

xi
r
∂i

)
− µ

2
(r−β + k2rβ)+ (4.74)

+
N − 2

8(N − 1)
R(r)

provided that the scalar curvature R(r) of the system turns out to be:

R(r) = (1−N)

(
m(r)′′

m(r)
+
N − 6

4

m(r)′2

m(r)3
+
m(r)′

m(r)2

N − 1

r

)
As pointed out in the third chapter the systems ĤN

gPDMβ and ĤN
gLBβ can be trans-

formed in the system ĤN
schβ through a similarity transformation:
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ĤN
gPDMβ =

√
m(r)ĤN

schβ

1√
m(r)

, ΦN
PDMβ(r, θj)n,l =

√
m(r)ΦN

schβ(r, θj)n,l

ĤN
gLBβ = m(r)

2−N
4 ĤN

schβm(r)
N−2

4 , ΦN
PDMβ(r, θj)n,l = m(r)

2−N
4 ΦN

schβ(r, θj)n,l

this transformation keeps the spectrum itself:

ĤN
schβΦN

schβ(r, θj)n,l = En,lΦ
N
schβ(r, θj)n,l(√

m(r)ĤN
schβ

1√
m(r)

)(√
m(r)ΦN

schβ(r, θj)n,l

)
= En,l

(√
m(r)ΦN

schβ(r, θj)n,l

)
ĤN
gPDMβΦN

PDMβ(r, θj)n,l = En,lΦ
N
PDMβ(r, θj)n,l

(
m(r)

2−N
4 ĤN

schβm(r)
N−2

4

)(
m(r)

2−N
4 φNschβ(r, θj)n,l

)
= En,l

(
m(r)

2−N
4 φNschβ(r, θj)n,l

)
ĤN
gLBβΦN

LBβ(r, θj)n,l = En,lΦ
N
LBβ(r, θj)n,l

These considerations make both ĤN
gPDMβ and ĤN

gLBβ two exactly solvable quanti-
zations of the Perlick system I, in the two different contexts of position dependent
mass and curved space.

4.5 Quantum Bertrand system of type II

In the second chapter we classified the systems belonging to the second Bertrand
family as the Stackel or coupling constant metamorphosis of the systems belonging
to the first family; moreover in the first chapter we showed how, by applying the
coupling constant metamorphosis to the exactly solvable quantum systems, one could
generate new quantum systems with the same integrability properties as the initial
one. Since we have an exact solution for the quantum Bertrand systems of type I
then we have all the ingredients to generate the exactly solvable quantization of the
Bertrand system II. To begin with let us define ΦN

n,l,µ = ΦN
schβ, so that it turns out

to be solution of the eigenvalue problem:

(
− 1

2β2m(r)
∇2
N − µ

(
r−β

2
+
k2rβ

2
+G

)
+ α

)
ΦN
n,l,µ = Eν,µΦN

n,l,µ (4.75)

m(r) =
4

r2(r−β − k2rβ)2
, ∇2

N =
∑
i

∂2
i , Eν,µ =

−µ2

2ν2
− k2

2
ν2 +

k2

8
− µG+ α,
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ν = n+
l

β
+
a(N − 2) + 1

2

Namely we get the eigenvalue equation for the operator (4.64) where we have added
the two constant terms µG and α. Following the coupling constant metamorphosis
let us recast the differential equation (4.75) as follows:(

− r2(r−β − k2rβ)2

4β2(r−β + k2rβ + 2G)
∇2
N +

2α

r−β + k2rβ + 2G

)
ΦN
n,l,µ = (4.76)

=

(
2Eν,µ

r−β + k2rβ + 2G
+ µ

)
ΦN
n,l,µ

As showed in the first chapter when dealing with the coupling constant metamor-
phosis we can consider µ a parameter that can be turned into a function of the
quantum number ν, so let us solve the equation in the variable µ:

Eν,µ = 0,→ µ(k2, α,G)ν = −Gν2 ±
√

(G2 − k2)ν4 + (
k2

4
+ 2α)ν2 ≡ Ẽν (4.77)

This defines the spectrum of the new Hamiltonian ĤII :

ĤIIΦ
N
n,l,µ =

(
− r2(r−β − k2rβ)2

4β2(r−β + k2rβ + 2G)
∇2
N +

2α

r−β + k2rβ + 2G

)
ΦN
n,l,µ = ẼνΦN

n,l,µ.

(4.78)
Because of the many parameters α,G, β, k the system turns out to be very general.
The choice of the right solution in the equation (4.77) depends on the parameters and
must be determined so that the eigenfunctions ΦN

n,l,µ be L2 namely normalizable;
a deeper analysis on the space of these parameters is still in progress. However
this doesn’t change the main result of the thesis, namely the fundamental fact
that because of their maximal superintegrability,the classical Bertrand systems have
associated a quantum hamiltonian whose eigenfunctions can be described in terms of
the classical orthogonal polynomials and its spectrum shows the so called accidental
degeneracy; indeed the accidental degeneracy is still present in the family II since
the spectrum Ẽν depends just on the quantum number ν and for β ∈ Q we can
have different values of n and l which produce the same ν as showed explicitly in
the previous section.
Moreover we point out that ĤII turns out to be exactly the direct or Schroedinger
quantization of the classical system (2.121) once one makes the following replace-
ments:

K = k2, α→ −2αβ2, H → H

2β2
, G→ −G

Therefore analogously to what happens for the systems of family I, the exactly
solvable quantization turns out to be the direct quantization and by similarity trans-
formation we can get the position dependent mass or the geometrical quantization by
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adding some quantum potentials which correspond respectively to the Levy Leblond
potential type [72] and a function proportional to the scalar curvature of the system.
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Chapter 5

Quantum Darboux III system

5.1 Darboux III quantum system

The present thesis has been devoted to the classification of quantum radial systems
whose eigenfunctions and its spectrum can be obtained by algebraic methods. This
classification consists of two multiparametric families which we have named as
Perlick I (Kepler Type) and Perlick II (Oscillator Type). Now for the sake of
concreteness let us analyze in detail a particular case of this family, namely the
subcase of the family II when K = 0 and β = 2: This system was introduced for the
first time in [86] as a particular case of the so called 3-dimensional multifold Kepler
systems introduced in the second chapter, and then deeply analyzed by our group
in a series of papers [88, 39, 101], in particular the content of this chapter is based
on [100]. This system presents many peculiar characteristics of the M.S. quantum
systems, other than which we have already mentioned like a degenerate spectrum
and the possibility of solving it in a N dimensional space. Namely we can solve it in at
least two different coordinate systems, and furthermore we can write explicitly the
2N − 1 constants of the motion that make this systems a quantum M.S. system
defined on a manifold with non-constant scalar curvature and whose particular
case N = 2 correspond to the Darboux system of type III. The N-dimensional
generalization of the Darboux III system is defined as the Riemannian metric space:

gij = (1 + λq2)δij ; i, j = 0, ...N (5.1)

whose scalar curvature turns out to be:

R(q) = −λ(N − 1)(2N + 3(N − 2)λq2)

(1 + λq2)3
(5.2)

Following the assumptions K = 0 and β = 2 for the general Bertrand II system the
M.S. classical Hamiltonian associated to the metric space (5.1) turns out to be:

H(q,p) =
p2 + ω2q2

2(1 + λq2)
(5.3)

83



Theorem 1
(i) The Hamiltonian H (5.3) is endowed with the following constants of the motion.
• (2N − 3) angular momentum integrals:

Cm =
∑

1≤i<j≤m
(qipj − qjpi)2, C(m) =

∑
N−m≤i<j≤m

(qipj − qjpi)2, (5.4)

where m = 2, ...N and C(N) = C(N).
• N2 integrals which form the ND curved Fradkin tensor [53] :

Iij = pipj − (2λH(q,p)− ω2)qiqj , (5.5)

where i, j = 1, ..., N and such that H = 1
2

∑N
i=1 Iii.

(ii) Each of the three sets {H, C(m)}, {H, C(m)}(m = 2, ..., N) and {Iii}(i =
1, ..., N) is formed by N functionally indipendent functions in involution.
(iii) The set {H, C(m), C(m), Iii} form = 2, ..., N with a fixed index i is constituted
by 2N − 1 functionally independent functions.
Notice that the first set of 2n−3 integrals (5.4) is the same for any central potential
on any spherically symmetric space [87] since it is provided by an underlying sl(2,R)
coalgebra symmetry (also by an sO(N) symmetry), while the second one (5.5) comes
from the specific oscillator potential that we consider here. The latter, in fact,
correspond to a curved analog of the Fradkin tensor of integrals of motion [53] for
the isotropic harmonic oscillator. We also recall that the Hamiltonian (5.3) together
with both sets of integrals of (5.4) and (5.5) can alternatively be obtained [88] from
the free Euclidean motion by means of a Stackel transform or coupling constant
metamorphosis as seen in the Thesis and explicitly in regard to the Darboux III
system in [21] - [23](and references therein). Thus ,in general, the latter integrals
(5.5 do not exist for a generic central potential so that, in principle, the M.S. property
is not ensured at all. From this view point the ND nonlinear oscillator Hamiltonian
H (5.3) can be regarded as the ”closest neighbour” (with nonconstant curvature)
to the isotropic harmonic oscillator system with (λ = 0) as both share the same
M.S. property. In fact, the real parameter λ behaves as a ”deformation” parameter
governing the nonlinear behaviour of H, and this parameter is deeply related to the
variable curvature of the underling Darboux space.

5.1.1 Expressions in terms of hyperspherical coordinates in phase
space

The above results can also be expressed in terms of hyperspherical coordinates r, θj ,
and canonical momenta pr, pθj , (j = 1, . . . , N−1). TheN hyperspherical coordinates
are formed by a radial-type one r = |q| ∈ R+ and N − 1 angles θj such that
θk ∈ [0, 2π) for k < N − 1 and θN−1 ∈ [0, π). These are defined by

qj = r cos θj

j−1∏
k=1

sin θk, 1 ≤ j < N, qN = r

N−1∏
k=1

sin θk, (5.6)
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where hereafter any product
∏m
l such that l > m is assumed to be equal to 1. The

metric (5.1) now adopts the form

ds2 = (1 + λr2)(dr2 + r2dΩ2), (5.7)

where dΩ2 is the metric on the unit (N − 1)D sphere SN−1

dΩ2 =

N−1∑
j=1

dθ2
j

j−1∏
k=1

sin2 θk.

The relations between p and pr, pθj read (1 ≤ j < N) [87]:

pj =

j−1∏
k=1

sin θk cos θj pr +
cos θj
r

j−1∑
l=1

∏j−1
k=l+1 sin θk∏l−1
m=1 sin θm

cos θl pθl −
sin θj

r
∏j−1
k=1 sin θk

pθj ,

pN =
N−1∏
k=1

sin θk pr +
1

r

N−1∑
l=1

∏N−1
k=l+1 sin θk∏l−1
m=1 sin θm

cos θl pθl , (5.8)

where from now on any sum
∑m

l such that l > m is assumed to be zero. From (5.8)
we obtain that

p2 = p2
r + r−2L2, (5.9)

where L2 is the total angular momentum given by

L2 =
N−1∑
j=1

p2
θj

j−1∏
k=1

1

sin2 θk
. (5.10)

By introducing (5.6) and (5.8) in the Hamiltonian (5.3) we find

H(r, pr) =
p2
r + r−2L2

2(1 + λr2)
+

ω2r2

2(1 + λr2)
= T (r, pr) + U(r). (5.11)

The integrals of motion C(m) (5.4) adopt a compact form (the remaining C(m) and
Iij have more cumbersome expressions):

C(m) =

N−1∑
j=N−m+1

p2
θj

j−1∏
k=N−m+1

1

sin2 θk
, m = 2, . . . , N ;

and C(N) = L2, which is just the second-order Casimir of the so(N)-symmetry
algebra of a central potential.

Furthermore, the complete integrability determined by the set of N functions
{H, C(m)} (m = 2, . . . , N) leads to a separable set of N equations, since each of
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them depends on a unique pair of canonical variables. These are the N − 1 angular
equations

C(2)(θN−1, pθN−1
) = p2

θN−1
,

C(k)(θN−k+1, pθN−k+1
) = p2

θN−k+1
+

C(k−1)

sin2 θN−k+1
, k = 3, . . . , N − 1,

C(N)(θ1, pθ1) = p2
θ1 +

C(N−1)

sin2 θ1
≡ L2, (5.12)

together with the single radial equation corresponding to the 1D Hamiltonian (5.11).

5.2 The Darboux space and the classical effective po-
tential

The underlying manifold of the classical Hamiltonian (5.3) is the ND Darboux space
with metric (5.1), whose kinetic energy corresponds to the geodesic motion on the
complete Riemannian manifold MN = (RN , g) with

gij := (1 + λq2) δij , (5.13)

and provided that λ > 0. The scalar curvature R(r) ≡ R(|q|) (5.2) coming from
this metric is always a negative increasing function such that limr→∞R = 0 and it
has a minimum at the origin

R(0) = −2λN(N − 1),

which is exactly the scalar curvature of the ND hyperbolic space with negative
constant sectional curvature equal to −2λ (see figure 5.1). Recall that the four
Darboux surfaces are the only 2D spaces of nonconstant curvature whose geodesic
motion is (quadratically) MS, therefore they are the “closest” ones to the classical
Riemannian spaces of constant curvature [26, 33].
As far as the nonlinear radial oscillator potential U(r) (5.11) is concerned, we find
that it is a positive increasing function of r, such that

U(r) =
ω2r2

2(1 + λr2)
, U(0) = 0, lim

r→∞
U(r) =

ω2

2λ
. (5.14)

This potential is shown in figure 5.2 for several values of λ. Consequently, in
contrast with the (Euclidean) isotropic harmonic oscillator, U(r) yields a nonlinear
behavior governed by λ, which means that the oscillator potential has the asymptotic
maximum ω2/(2λ).
Nevertheless, since the underlying manifold MN is not flat, the interplay between
the oscillator potential U(r) and the kinetic energy term is rather subtle. For this
reason, the complete classical system can be better understood by introducing a
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Figure 5.1: Shape of the scalar curvature (5.2) of the Darboux space where r = |q|
for N = 3 and λ = 0.1. The minimum is always located at the origin, and its value
in this case is R(0) = −1.2.
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Figure 5.2: The nonlinear oscillator potential (5.14) with ω = 1 for λ =
{0, 0.02, 0.04, 0.06, 0.1} starting from the upper dashed line corresponding to
the isotropic harmonic oscillator with λ = 0. The limit r → ∞ gives
{+∞, 25, 12.5, 8.33, 5}, respectively.
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Figure 5.3: The classical effective nonlinear oscillator potential (5.16) for λ = 0.02,
cN = 100 and ω = 1. The minimum of the potential is located at rmin = 3.49 with
Ueff(rmin) = 8.2 and Ueff(∞) = 25. The dashed line corresponds to the effective
potential of the harmonic oscillator with λ = 0 with minimum Ueff(rmin) = 10 at
rmin = 3.16.

classical effective potential. This can be achieved by applying the 1D canonical
transformation defined by

P (r, pr) =
pr√

1 + λr2
, Q(r) =

1

2
r
√

1 + λr2 +
arcsinh(

√
λr)

2
√
λ

, (5.15)

(where the new canonical variables fulfill {Q,P} = 1), to the radial Hamiltonian
(5.11). Notice that Q(r) has a unique (continuously differentiable) inverse r(Q), on
the whole positive semiline, that is, both r,Q ∈ [0,∞) and dQ(r) =

√
1 + λr2dr. In

this way, we obtain that

H(Q,P ) =
1

2
P 2 + Ueff(Q), Ueff(Q(r)) =

cN
2(1 + λr2)r2

+
ω2r2

2(1 + λr2)
, (5.16)

where the constant cN ≥ 0 is the value of the integral of motion corresponding to
the square of the total angular momentum C(N) ≡ L2 (5.12). Hence the classical
system can be described as a particle on a 1D flat space under the effective potential
Ueff(Q(r)), which is represented in figure 5.3.

The analysis of Ueff shows that this is always positive and it has a minimum
located at rmin such that

r2
min =

λcN +
√
λ2c2

N + ω2cN

ω2
, Ueff(Q(rmin)) = −λcN+

√
λ2c2

N + ω2cN . (5.17)
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Therefore, rmin and Ueff(Q(rmin)) are, in this order, greater and smaller than those
corresponding to the isotropic harmonic oscillator:

λ = 0 : r2
min =

√
cN
ω

, Ueff(Q(rmin)) = ω
√
cN . (5.18)

Moreover Ueff has two representative limits:

lim
r→0
Ueff(Q(r)) = +∞, lim

r→∞
Ueff(Q(r)) =

ω2

2λ
, (5.19)

the latter being the same of (5.14). Thus, this effective potential is hydrogen-like
and one should expect that its quantum counterpart should have both bounded and
unbounded states. Now we are ready to solve such a quantum problem in full detail.

5.3 Superintegrable quantizations of the Darboux III
oscillator

Let us consider the quantum position and momenta operators, q̂, p̂, with Lie
brackets and differential representation given by

[q̂i, p̂j ] = i~δij , q̂i = qi, p̂i = −i~
∂

∂qi
. (5.20)

Hereafter we will use the standard notation

∇ =

(
∂

∂q1
, . . . ,

∂

∂qN

)
, ∆ = ∇2 =

∂2

∂2q1
+ · · ·+ ∂2

∂2qN
.

Let us consider the “direct” quantization approach intruduced in the third chapter
in regard to the classical Hamiltonian 5.1

Theorem 4. Let Ĥ be the quantum Hamiltonian given by

Ĥ =
1

2(1 + λq̂2)
p̂2 +

ω2q̂2

2(1 + λq̂2)
=

1

2(1 + λq2)

(
− ~2∆ + ω2q2

)
. (5.21)

Then:
(i) Ĥ commutes with the following observables:
• The (2N − 3) quantum angular momentum operators,

Ĉ(m) =
∑

1≤i<j≤m
(q̂ip̂j − q̂j p̂i)2, Ĉ(m) =

∑
N−m<i<j≤N

(q̂ip̂j − q̂j p̂i)2, (5.22)

where m = 2, . . . , N and Ĉ(N) = Ĉ(N).
• The N2 operators defining the ND quantum Fradkin tensor, given by

Îij = p̂ip̂j − 2λq̂iq̂jĤ(q̂, p̂) + ω2q̂iq̂j , (5.23)
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where i, j = 1, . . . , N and such that Ĥ = 1
2

∑N
i=1 Îii.

(ii) Each of the three sets {Ĥ, Ĉ(m)}, {Ĥ, Ĉ(m)} (m = 2, . . . , N) and {Îii} (i =
1, . . . , N) is formed by N algebraically independent commuting observables.
(iii) The set {Ĥ, Ĉ(m), Ĉ(m), Îii} for m = 2, . . . , N with a fixed index i is formed by
2N − 1 algebraically independent observables.
(iv) Ĥ is formally self-adjoint on the L2 Hilbert space defined by the scalar product

〈Ψ|Φ〉 =

∫
MN

Ψ(q)Φ(q)(1 + λq2)dq. (5.24)

Proof. Some points of this statement can be straightforwardly proven through the
coalgebra symmetry [89, 90, 91] of the quantum Hamiltonian (5.21). Let us consider
the sl(2,R) Lie coalgebra in the basis {J±, J3} with commutation rules, Casimir
invariant and (nondeformed) coproduct given by

[J3, J+] = 2i~J+, [J3, J−] = −2i~J−, [J−, J+] = 4i~J3, (5.25)

C =
1

2
(J+J− + J−J+)− J2

3 , (5.26)

∆(Jl) = Jl ⊗ 1 + 1⊗ Jl, l = +,−, 3. (5.27)

An N -particle realization of sl(2,R) reads

J+ = p̂2, J− = q̂2, J3 =
1

2
(q̂ · p̂ + p̂ · q̂) = q̂ · p̂− 1

2
i~N. (5.28)

Therefore, Ĥ (5.21) has an sl(2,R) coalgebra symmetry since it can be written as

Ĥ =
1

2(1 + λJ−)
J+ +

ω2J−
2(1 + λJ−)

. (5.29)

Hence, by construction, Ĥ commutes with the (2N − 3) observables Ĉ(m) and
Ĉ(m) (m = 2, . . . , N) (5.22) which come from the “left” and “right” m-th co-
products [90, 91] of the invariant (5.26), respectively, up to an additive constant
~2m(m − 4)/4. Furthermore, the coalgebra approach also ensures that these are
algebraically independent and that each set {Ĥ, Ĉ(m)} and {Ĥ, Ĉ(m)} is formed by
N commuting observables (to be more precise, they are polynomially independent
as operators in a Jordan algebra).

Next, by direct computations it can be proven that the N2 observables Îij
(5.23) commute with Ĥ, and that the N (diagonal) observables Îii (i = 1, . . . , N)
commute amongst themselves as well; it is obvious that the latter Îii are algebraically
independent. Finally, it is also clear that any single Îii is algebraically independent
with respect to the set of 2N − 2 observables {Ĥ, Ĉ(m), Ĉ(m)} (as it is when λ = 0)
�.

We stress that, as a byproduct of the above proof, any quantum Hamiltonian
defined as a function of (5.28),

Ĥ = Ĥ(J+, J−, J3) = Ĥ(p̂2, q̂2, q̂ · p̂− i~N/2), (5.30)
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is endowed with the same sl(2,R) coalgebra symmetry. This shows that this is quasi-
MS [87, 90, 91], that is, it commutes, at least, with the (2N − 3) observables Ĉ(m)

and Ĉ(m). In this respect, we remark that what makes the quantum Darboux III
oscillator (5.29) very special, is the existence of a quantum Fradkin tensor formed by
the “additional” symmetries Îij . This algebraic property implies that the system is
MS and, as we shall see, that its discrete energy spectrum is maximally degenerate.

5.3.1 The Laplace–Beltrami quantization

Let us consider now the Laplace Beltrami quantization as introduced in chapter
three:

T̂LB(q̂, p̂) = −~2

2
∆LB, ∆LB =

N∑
i,j=1

1
√
g
∂i
√
ggij∂j ,

If we apply such LB quantization to the Hamiltonian (5.3) with metric tensor (5.1)
we get

ĤLB = −~2

2
∆LB +

ω2q2

2(1 + λq2)

= − ~2

2(1 + λq2)
∆− ~2λ(N − 2)

2(1 + λq2)2
(q · ∇) +

ω2q2

2(1 + λq2)
.

Then, Ĥ (5.21) and ĤLB only coincide in the case N = 2 (as it should be for
any spherically symmetric space [23]) and for N > 2 they differ by a momentum-
dependent potential, namely:

ĤLB = Ĥ+ U1, U1(q̂, p̂) = −i
~λ(N − 2)

2(1 + λq̂2)2
(q̂ · p̂),

where we have introduced the quantum variables (5.20). Notice that U1 is linear
in ~, so this term does not have any classical analog. This situation reminds what
happens in the context of the so-called quasi-exactly solvable quantum models [92].
On the other hand, although the Hamiltonian ĤLB commutes with the operators
(5.22) (the quantum correction U1 preserves the sl(2,R) coalgebra symmetry (5.25)–
(5.28)), in this case there is no hint about the existence of an additional symmetry
of the type (5.23).
Nevertheless, it is possible to find a “superintegrable” LB quantization (in the sense
that it does preserve the MS property) by adding a second potential term to Ĥ
(besides U1) which makes the Laplace Beltrami Hamiltonian similarity equivalent
to the Hamiltonian Ĥ, thus conveying N2 additional integrals of the type (5.23)
together with the separability property in terms of the N “diagonal” ones. If we
define:

ĤTLB = ĤLB + U2 = Ĥ+ U1 + U2, (5.31)
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U2(q) = −~2λ(N − 2)

8(1 + λq2)3

(
2N + 3λq2(N − 2)

)
=

~2(N − 2)

8(N − 1)
R(q).

then this satisfies:

ĤTLB = efĤe−f . (5.32)

where f(q) = 2−N
4 ln(1 + λq2).

Hence, as a direct consequence, all the symmetries of Ĥ give rise to those corre-
sponding to ĤTLB:

X̂TLB = ef X̂e−f , X̂ = {Ĉ(m), Ĉ(m), Îij}, [ĤTLB, X̂TLB] = 0. (5.33)

Therefore, by taking into account Theorem 2 and the equations (5.32) and (5.33)
we find that ĤTLB is, in fact, a quantum MS Hamiltonian.

Theorem 5. Let ĤTLB be the quantum Hamiltonian given by

ĤTLB =
1

2(1 + λq̂2)
p̂2 +

ω2q̂2

2(1 + λq̂2)
− i

~λ(N − 2)

2(1 + λq̂2)2
(q̂ · p̂)

− ~2λ(N − 2)

8(1 + λq̂2)3

(
2N + 3λq̂2(N − 2)

)
= −~2

2
∆LB +

ω2q2

2(1 + λq2)
− ~2λ(N − 2)

8(1 + λq2)3

(
2N + 3λq2(N − 2)

)
. (5.34)

Then:
(i) ĤTLB commutes with the same observables (5.22), that is, Ĉ

(m)
TLB = Ĉ(m) and

ĈTLB,(m) = Ĉ(m), as well as with the N2 Fradkin operators given by

ÎTLB,ij = p̂ip̂j − (N − 2)
i~λ

2(1 + λq̂2)
(q̂ip̂j + q̂j p̂i) +

(N − 2)~2λ2q̂iq̂j
(1 + λq̂2)2

(
1− N − 2

4

)
−(N − 2)~2λ

2(1 + λq̂2)
δij − 2λq̂iq̂jĤTLB(q̂, p̂) + ω2q̂iq̂j , (5.35)

with i, j = 1, . . . , N and such that ĤTLB = 1
2

∑N
i=1 ÎTLB,ii.

(ii) Each of the three sets {ĤTLB, Ĉ
(m)}, {ĤTLB, Ĉ(m)} (m = 2, . . . , N) and {ÎTLB,ii}

(i = 1, . . . , N) is formed by N algebraically independent commuting observables.
(iii) The set {ĤTLB, Ĉ

(m), Ĉ(m), ÎTLB,ii} for m = 2, . . . , N with a fixed index i is
formed by 2N − 1 algebraically independent observables.
(iv) ĤTLB is formally self-adjoint on the space L2(MN ) associated with the under-
lying Darboux space, defined by

〈Ψ|Φ〉TLB =

∫
MN

Ψ(q) Φ(q) (1 + λq2)N/2 dq. (5.36)
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5.3.2 A position-dependent mass quantization

Let us going on the analysis considering the quantization of the classical Hamiltonian
(5.3) regarding the system as a position dependent mass system:
The Kinetic energy term turns out to be:

T̂PDM(q̂, p̂) =
1

2
p̂ · 1

(1 + λq̂2)
p̂ = −~2

2
∇ · 1

(1 + λq2)
∇.

Then, by adding the oscillator potential and ordering terms in the kinetic term, we
obtain the following PDM quantization of the Hamiltonian (5.3):

ĤPDM = T̂PDM(q̂, p̂) + U(q̂)

= − ~2

2(1 + λq2)
∆ +

~2λ

(1 + λq2)2
(q · ∇) +

ω2q2

2(1 + λq2)
.

Similarly to the LB quantization, the MS property can be explicitly restored through
a similarity transformation and this process will require to add another central
potential to the initial ĤPDM.

Explicitly, if we apply ĤPDM to the product exp(v(q))Ψ(q) and define

v(q) =
1

2
ln(1 + λq2),

then we get the following similarity transformation between Ĥ and ĤPDM:

ĤPDMevΨ = ev(Ĥ − V2(q))Ψ, ĤPDM = evĤe−v − V2,

V2(q) =
~2λ

2(1 + λq2)3

(
N + λq2(N − 3)

)
.

Hence, in contrast with the LB quantization, now both v(q) and V2(q) are nontrivial
for any dimension N (including N = 2). In this way, we define the following
“transformed-PDM” Hamiltonian,

ĤTPDM = ĤPDM + V2 = Ĥ+ V1 + V2, ĤTPDM = evĤe−v, (5.37)

whose symmetries are thus obtained from those of Ĥ as

X̂TPDM = evX̂e−v, X̂ = {Ĉ(m), Ĉ(m), Îij}, [ĤTPDM, X̂TPDM] = 0. (5.38)

The MS property of the Hamiltonian ĤTPDM is summarized in the following
statement.

Theorem 6. Let ĤTPDM be the quantum Hamiltonian defined by

ĤTPDM =
1

2(1 + λq̂2)
p̂2 +

ω2q̂2

2(1 + λq̂2)
+

i~λ
(1 + λq̂2)2

(q̂ · p̂) +
~2λ

(
N + λq2(N − 3)

)
2(1 + λq2)3

.

(5.39)
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Then:
(i) ĤTPDM commutes with the observables (5.22) as well as with (i, j = 1, . . . , N)

ÎTPDM,ij = p̂ip̂j +
i~λ

(1 + λq̂2)
(q̂ip̂j + q̂j p̂i) +

~2λ

(1 + λq̂2)

(
δij −

3λq̂iq̂j
(1 + λq̂2)

)
−2λq̂iq̂jĤTPDM(q̂, p̂) + ω2q̂iq̂j ,

which form a quantum Fradkin tensor and verifiy that ĤTPDM = 1
2

∑N
i=1 ÎTPDM,ii.

(ii) Each of the three sets {ĤTPDM, Ĉ
(m)}, {ĤTPDM, Ĉ(m)} (m = 2, . . . , N) and

{ÎTPDM,ii} (i = 1, . . . , N) is formed by N algebraically independent commuting
observables.
(iii) The set {ĤTPDM, Ĉ

(m), Ĉ(m), ÎTPDM,ii} for m = 2, . . . , N with a fixed index i is
formed by 2N − 1 algebraically independent observables.
(iv) ĤTPDM is formally self-adjoint on the standard L2 space with product

〈Ψ|Φ〉TPDM =

∫
MN

Ψ(q) Φ(q) dq.

Finally, we remark that by combining the similarity transformations (5.32) and
(5.37) we obtain the relationship between ĤTLB and ĤTPDM:

ĤTPDM = ev−fĤTLBe−(v−f) = (1 + λq2)N/4ĤTLB(1 + λq2)−N/4.

5.4 Radial Schroedinger equations

In this section we obtain the 1D radial Schroedinger equation coming from each of
the above three ND quantum Hamiltonians by, firstly, introducing hyperspherical
coordinates and, secondly, by making use of the observables Ĉ(m) (5.22) that encode
the full spherical symmetry of the three systems.

Let us introduce the map from the initial quantum operators (5.20) to the
quantum hyperspherical ones r̂, θ̂j , p̂r, p̂θj (j = 1. . . . , N − 1) with Lie brackets
and differential representation given by

[r̂, p̂r] = i~, [r̂, p̂θj ] = 0, [θ̂j , p̂r] = 0, [θ̂j , p̂θk ] = i~δjk,

r̂ = r, p̂r = −i~
∂

∂r
, θ̂j = θj , p̂θk = −i~

∂

∂θj
. (5.40)

Here we point out that the “radial and phase operators” that we have just introduced
are nothing but formal multiplicative operators on the angular variables, whose
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“canonical” transformation rules with respect to the Cartesian ones are:

q̂j = r̂ cos θ̂j

j−1∏
k=1

sin θ̂k, 1 ≤ j < N ; q̂N = r̂
N−1∏
k=1

sin θ̂k,

p̂j =

j−1∏
k=1

sin θ̂k cos θ̂j p̂r +
cos θ̂j
r̂

j−1∑
l=1

∏j−1
k=l+1 sin θ̂k∏l−1
m=1 sin θ̂m

cos θ̂l p̂θl −
sin θ̂j

r̂
∏j−1
k=1 sin θ̂k

p̂θj ,

p̂N =
N−1∏
k=1

sin θ̂k p̂r +
1

r̂

N−1∑
l=1

∏N−1
k=l+1 sin θ̂k∏l−1
m=1 sin θ̂m

cos θ̂l p̂θl .

Hence we obtain that

q̂2 = r̂2, p̂2 =
1

r̂N−1
p̂r r̂

N−1 p̂r +
L̂2

r̂2
= p̂2

r − i~
(N − 1)

r̂
p̂r +

L̂2

r̂2
, q̂ · p̂ = r̂p̂r,

(5.41)
where L̂2 is the square of the total quantum angular momentum given by

L̂2 =

N−1∑
j=1

(
j−1∏
k=1

1

sin2 θ̂k

)
1

(sin θ̂j)N−1−j
p̂θj (sin θ̂j)

N−1−j p̂θj .

Notice that the expressions (5.41) provide a 1D (radial) representation of the sl(2,R)
Lie algebra (5.25) by introducing them in (5.28).

The N − 1 commuting observables Ĉ(m) (5.22) turn out to be (m = 2, . . . , N)

Ĉ(m) =
N−1∑

j=N−m+1

(
j−1∏

k=N−m+1

1

sin2 θ̂k

)
1

(sin θ̂j)N−1−j
p̂θj (sin θ̂j)

N−1−j p̂θj ,

with Ĉ(N) = L̂2. Thus we obtain a set of N−1 angular equations (k = 3, . . . , N−1):

Ĉ(2)(θ̂N−1, p̂θN−1
) = p̂2

θN−1
,

Ĉ(k)(θ̂N−k+1, p̂θN−k+1
) =

1

(sin θ̂N−k+1)k−2
p̂θN−k+1

(sin θ̂N−k+1)k−2p̂θN−k+1
+

Ĉ(k−1)

sin2 θ̂N−k+1

,

Ĉ(N)(θ̂1, p̂θ1) =
1

(sin θ̂1)N−2
p̂θ1(sin θ̂1)N−2 p̂θ1 +

Ĉ(N−1)

sin2 θ̂1

≡ L̂2, (5.42)

which are worth to be compared with (5.12). Therefore the quantum radial Hamil-
tonian corresponding to (5.21) is obtained in the form

Ĥ(r̂, p̂r ) =
1

2(1 + λr̂2)

(
1

r̂N−1
p̂r r̂

N−1 p̂r +
L̂2

r̂2
+ ω2r̂2

)
. (5.43)

After reordering terms and introducing the differential operators (5.40) in the Hamil-
tonian (5.43) we arrive at the following Schroedinger equation, ĤΨ = EΨ,

1

2(1 + λr2)

(
−~2∂2

r −
~2(N − 1)

r
∂r +

L̂2

r2
+ ω2r2

)
Ψ(r,θ) = EΨ(r,θ), (5.44)
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where θ = (θ1, . . . , θN−1). Next we factorize the wave function in the usual radial
and angular components and consider the separability provided by the first integrals
Ĉ(m) (5.42) with eigenvalue equations given by

Ψ(r,θ) = Φ(r)Y (θ), Ĉ(m)Ψ = cmΨ, m = 2, . . . , N. (5.45)

Consequently, we obtain that Y (θ) solves completely the angular part and such
hyperspherical harmonics verify

Ĉ(N)Y (θ) = L̂2Y (θ) = ~2l(l +N − 2)Y (θ), l = 0, 1, 2 . . . (5.46)

where l is the angular quantum number. By taking into account the angular
equations (5.42), we find that the eigenvalues cm of the operators Ĉ(m) are related
to the N − 1 quantum numbers of the angular observables as

ck ↔ lk−1, k = 2, . . . , N − 1, cN ↔ l,

that is,

Y (θ) ≡ Y cN
cN−1,..,c2

(θ1, θ2, ..., θN−1) ≡ Y l
lN−2,..,l1

(θ1, θ2, ..., θN−1).

Hence the radial Schroedinger equation provided by Ĥ is

1

2(1 + λr2)

(
−~2

(
d2

dr2
+

(N − 1)

r

d

dr
− l(l +N − 2)

r2

)
+ ω2r2

)
Φ(r) = EΦ(r).

(5.47)
In the same way, the 1D radial Hamiltonian operators coming from the trans-

formed LB (5.34) and PDM (5.39) quantizations are found to be

ĤTLB = − ~2

2(1 + λr2)

(
d2

dr2
+

(
N − 1

r
+
λ(N − 2)r

1 + λr2

)
d

dr
− l(l +N − 2)

r2

)
+

ω2r2

2(1 + λr2)
− ~2λ(N − 2)

8(1 + λr2)3

(
2N + 3λr2(N − 2)

)
, (5.48)

ĤTPDM = − ~2

2(1 + λr2)

(
d2

dr2
+

(
N − 1

r
− 2λr

1 + λr2

)
d

dr
− l(l +N − 2)

r2

)
+

ω2r2

2(1 + λr2)
+

~2λ
(
N + λr2(N − 3)

)
2(1 + λr2)3

. (5.49)

Recall that the three radial Hamiltonians Ĥ, ĤTLB and ĤTPDM, are related
through the similarity transformations as

ĤTLB = (1 + λr2)(2−N)/4Ĥ(1 + λr2)(N−2)/4,

ĤTPDM = (1 + λr2)1/2Ĥ(1 + λr2)−1/2,

ĤTPDM = (1 + λr2)N/4ĤTLB(1 + λr2)−N/4.
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Therefore the three corresponding radial Schroedinger equations share the same
energy spectrum and have different but equivalent radial wave functions:

ĤΦ(r) = EΦ(r), ĤTLBΦTLB(r) = EΦTLB(r), ĤTPDMΦTPDM(r) = EΦTPDM(r),

ΦTLB(r) = (1 + λr2)(2−N)/4Φ(r), ΦTPDM(r) = (1 + λr2)1/2Φ(r),

ΦTPDM(r) = (1 + λr2)N/4ΦTLB(r). (5.50)

5.5 Spectrum and eigenfunctions

In this section we shall compute, in a rigorous manner, the (continuous and dis-
crete) spectrum and eigenfunctions of the quantum nonlinear oscillator by using the
quantum Hamiltonian ĤTLB (5.39) characterized in Theorem 3. Recall that both
quantizations share the same spectrum but they have different radial wave functions
which are related through the similarity transformation (5.50).

5.5.1 Continuous spectrum

Since MN is a complete manifold and the potential is continuous and bounded, it
is standard that ĤTLB is essentially self-adjoint on the space C∞0 (RN ) of smooth
functions of compact support. It should be remarked that one cannot immediately
determine the continuous spectrum of ĤTLB from asymptotics of the potential: in
a complete Riemannian manifold, even the spectrum of the LB operator can be
extremely difficult to analyze; e.g., it can be either purely continuous (as in Euclidean
space), purely discrete [93] or consist of both a continuous part and eigenvalues,
possibly embedded in the continuous spectrum [94].

In fact, to compute the continuous spectrum of ĤTLB it is convenient to take
advantage of the spherical symmetry to decompose

L2(MN ) =
⊕
l∈N

L2(R+,dν)⊗ Yl , (5.51)

where dν(r) = rN−1(1 + λr2)N/2dr and Yl is the finite-dimensional space of (gener-
alized) spherical harmonics, defined by

Yl :=
{
Y ∈ L2(SN−1) : ∆SN−1Y = −l(l +N − 2)Y

}
,

where N stands for the set of nonnegative integers and ∆SN−1 denotes the Laplacian
on the (N − 1)D sphere SN−1 (or minus the angular momentum operator). This
decomposition is tantamount to setting

ΨTLB(q) =
∑
l∈N

Yl(θ) ΦTLB,l(r) ,

with θ = q/r ∈ SN−1, r = |q| and Yl ∈ Yl.
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As ĤTLB is spherically symmetric, the decomposition (5.51) allows us to write
ĤTLB as the direct sum of operators

ĤTLB =
⊕
l∈N

ĤTLB,l ⊗ idYl , (5.52)

with each ĤTLB,l standing for the Friedrichs extension of the differential operator
on L2(R+,dν); namely

2ĤTLB,l = − ~2

rN−1(1 + λr2)

d

dr
rN−1 d

dr
− ~2λ(N − 2)r

(1 + λr2)2

d

dr
+

~2l(l +N − 2)

r2(1 + λr2)

+
ω2r2

1 + λr2
− ~2λ(N − 2)

4(1 + λr2)3

(
2N + 3λr2(N − 2)

)
.

The continuous spectrum of ĤTLB is most easily dealt with using this decomposition.
Indeed, from (5.52) it is apparent that

spec(ĤTLB) =
⋃
l∈N

spec(ĤTLB,l) .

To understand the spectrum of ĤTLB,l we proceed to compute and analyze its

associated quantum effective potential Ûeff,l. For this purpose we apply the same
change of variable Q = Q(r) (5.15) used in the classical case, together with a
change of the radial wave function ΦTLB,l(r) 7→ u(Q(r)). We require that these

transformations map the Schroedinger equation ĤTLB,lΦTLB,l = EΦTLB,l into(
−~2

2

d2

dQ2
+ Ûeff,l(Q)

)
u(Q) = Eu(Q). (5.53)

This is achieved by setting

ΦTLB,l(r) =
r(1−N)/2

(1 + λr2)(N−1)/4
u(r) (5.54)

in the radial Schroedinger equation, thus yielding

Ûeff,l(r) =
1

2(1 + λr2)

(
~2
(
8(1 + λr2)− 5

)
4r2(1 + λr2)2

+
~2

r2

(
l(l +N − 2) +

N(N − 4)

4

)
+ ω2r2

)
.

(5.55)
The behavior of Ûeff,l is rather similar to that of the classical effective potential

(5.16) (see figure 5.4), that is, Ûeff,l is a positive function with a unique minimum,
whose expression is rather cumbersome and which for the harmonic oscillator reduces
to

λ = 0 : r2
min = ~

√
l(l +N − 2) + (N − 1)(N − 3)/4

ω
,

Ûeff,l(rmin) = ~ω
√
l(l +N − 2) + (N − 1)(N − 3)/4. (5.56)
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Figure 5.4: The quantum effective nonlinear oscillator potential (5.55) for N = 3,
λ = 0.02, l = 10 and ~ = ω = 1. The minimum of the potential is located at rmin =
3.59 with Ûeff,l(rmin) = 8.52 and Ûeff,l(∞) = 25. The dashed line corresponds to
the quantum effective potential of the isotropic oscillator with λ = 0 with minimum
Ûeff,l(rmin) = 10.49 at rmin = 3.24.

Similarly to the classical system, the values of rmin and Ûeff,l(rmin) are respectively
greater and smaller than those corresponding to the quantum harmonic oscillator
(5.56), but Ûeff,l has the same asymptotic behaviour, namely,

lim
r→0
Ûeff,l(r) = +∞, lim

r→∞
Ûeff,l(r) =

ω2

2λ
. (5.57)

We remark that there is a single exceptional particular case for l = 0 and N = 2
for which Ûeff,l reads

Ûeff,l(r) =
1

2(1 + λr2)

(
−~2

(
1 + 4λ2r4

)
4r2(1 + λr2)2

+ ω2r2

)
.

Thus limr→0 Ûeff,l = −∞ and limr→∞ Ûeff,l = ω2/(2λ), so Ûeff,l has no minimum and
can take both negative and positive values.

Since we have just related the nonnegative, self-adjoint second-order differential
operator on the half-line ĤTLB,l to (5.53), standard results in spectral theory [95,

Theorem XIII.7.66] ensure that the eigenvalues of ĤTLB,l are contained in (0, E∞)
and its continuous spectrum is absolutely continuous and given by [E∞,∞), where
we have set

E∞ = lim
r→∞

Ûeff,l =
ω2

2λ
.
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Altogether, this guarantees that the continuous spectrum of ĤTLB is

speccont(ĤTLB) =
[
ω2/(2λ),∞

)
,

and that there are no embedded eigenvalues.

5.5.2 Discrete spectrum and eigenfunctions

Let us now compute the eigenvalues and eigenfunctions of ĤTLB. To begin with,
let us denote by ψn(q) the nth eigenfunction of the 1D harmonic oscillator which
satisfies

1

2

(
−~2 d2

dq2
+ ω2q2

)
ψn(q) = ~ω

(
n+

1

2

)
ψn(q) .

The explicit expression of ψn in terms of Hermite polynomials is

ψn(q) = exp
(
− ω

2~
q2
)
Hn

(√
ω

~
q

)
, (5.58)

up to a normalization constant.
Due to the relationship between the Schroedinger and LB quantizations (5.32)

we have that ΨTLB(q) = (1 + λq2)(2−N)/4Ψ(q) and the eigenvalue equation

ĤTLBΨTLB(q) = EΨTLB(q)

can also be written as (see (5.21))

(−~2∆ + Ω2q2)Ψ(q) = 2EΨ(q) , (5.59)

where
Ω =

√
ω2 − 2λE. (5.60)

Since ĤTLB has no embedded eigenvalues (as shown in the previous subsection), one
can safely assume that ω2 − 2λE > 0. The condition ΨTLB ∈ L2(MN ) translates,
according to (5.24), as ∫

|Ψ(q)|2(1 + λq2) dq <∞ ;

in particular, Ψ is square-integrable with respect to the Lebesgue measure. There-
fore, by the standard theory of the harmonic oscillator, there must exist some n ∈ N
such that

E = ~Ω

(
n+

N

2

)
.

Substituting the formula for Ω, taking squares and isolating E, one readily finds
that any eigenvalue of ĤTLB must be of the form

En = −λ~2

(
n+

N

2

)2

+ ~
(
n+

N

2

)√
~2λ2

(
n+

N

2

)2

+ ω2

= λ~2

(
n+

N

2

)2
(√

1 +
ω2

~2λ2(n+ N
2 )2
− 1

)
. (5.61)
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Conversely, one can prove that En is an eigenvalue of ĤTLB for any n ∈ N. This
is easily seen by taking any partition (ni)

N
i=1 ⊂ N such that n1 + · · ·+ nN = n and

noticing that, by (5.58) and (5.59),

ΨTLB(q) = (1 + λq2)(2−N)/4
N∏
i=1

exp{−β2q2
i /2}Hni(βqi), β =

√
Ω

~
, (5.62)

is an L2(MN ) solution of the equation ĤTLBΨTLB = EnΨTLB.
Together with the result of the previous subsection, this proves the following

Theorem 7. Let ĤTLB be the quantum Hamiltonian (5.39). Then:

(i) The continuous spectrum of ĤTLB is given by [ω
2

2λ ,∞). Moreover, there are no
embedded eigenvalues and its singular spectrum is empty.
(ii) ĤTLB has an infinite number of eigenvalues, all of which are contained in (0, ω

2

2λ ).

Their only accumulation point is ω2

2λ , that is, the bottom of the continuous spectrum.

(iii) All the eigenvalues of ĤTLB are of the form (5.61), and ΨTLB is eigenfunction
of ĤTLB with eigenvalue En if and only if it is given by a linear combination of the
functions (5.62) with ni ∈ N and n1 + · · ·+ nN = n.

Therefore the bound states of this system satisfy

E∞ = lim
n→∞

En =
ω2

2λ
, lim

n→∞
(En+1 − En) = 0.

Such a discrete spectrum is depicted in figure 5.5 for several values of λ.

5.6 Discrete spectrum in explicit radial form and com-
parison with the general solution of Bertrand family

Let us now compute the eigenfunctions of HTLB in an explicit radial form. Anal-
ogously to what we did previously let us recall the radial solution of the isotropic
harmonic oscillator:

(−~2

2
(∂2
r +

n− 1

r
∂r +

L̂2

r2
) +

1

2
ω2r2)Ψ(r, θ) = ~ω(2n+ l +

N

2
)Ψ(r, θ) (5.63)

Let us consider again the relationship (5.59), then we get the same spectrum, but
written in different quantum numbers n, l we get:

En = −λ~2

(
2n+ l +

N

2

)2

+ ~
(

2n+ l +
N

2

)√
~2λ2

(
2n+ l +

N

2

)2

+ ω2 (5.64)

Ψ(r, θ)n,l = rle−
ωr2

2~ L
l+N−2

2
k

(
ωr2

~

)
Y (θ)l (5.65)
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Figure 5.5: The discrete spectrum (5.61) for 0 ≤ n ≤ 25, N = 3, ~ = ω = 1 and λ =
{0, 0.01, 0.02, 0.04} starting from the upper dot line corresponding to the isotropic
harmonic oscillator with λ = 0; in the same order, E0 = {1.5, 1.48, 1.46, 1.41} and
E∞ = {∞, 50, 25, 12.5}.

Finally let us compare this spectrum with the spectrum obtained for the general
Hamiltonian (4.77) :

(
− r2(r−β − k2rβ)2

4β2(r−β + k2rβ + 2G)

(
∂2
r +

n− 1

r
∂r +

L̂2

r2

)
+

2α

r−β + k2rβ + 2G

)
Ψ(r, θ)n,l =

(5.66)

= En,lΨ(r, θ)n,l

ν = n+
l

β
+

N−2
β + 1

2

En,l = −Gν2 ±
√

(G2 − k2)ν4 + (
k2

4
+ 2α)ν2

Let us set the parameters of the general Bertrand Hamiltonian as β = 2, k = 0, α =
ω2

32 , G = λ
2 and select the positive root . The equation (5.66) turns into:

− 1

16(1 + λr2)

(
∂2
r +

N − 1

r
∂r +

L̂2

r2
+ ω2r2

)
Ψ(r, θ)n,l =

1

8
HΨ(r, θ)n,l = (5.67)
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(
−λ

2
(n+

l

2
+
N

4
)2 +

√
λ2

4
(n+

l

2
+
N

4
)4 +

ω2

16
(n+

l

2
+
N

4
)2

)
Ψ(r, θ)n,l

→ HΨ(r, θ)n,l =

(
−λ(2n+ l +

N

2
)2 +

√
λ2(2n+ l +

N

2
)4 + ω2(2n+ l +

N

2
)2

)
Ψ(r, θ)n,l

This is in full agreement with the eigenvalues obtained in (5.64)

5.7 Concluding remarks

To summarize this last chapter we have analyzed in detail one of the quantum
exactly solvable superintegrable systems presented in the thesis, in particular it
can be understood as a simultaneous ”analytic” λ−deformation of both the usual
isotropic oscillator potential and the underlying space on which the dynamics is
defined. In the particular case of the N-dimensional Darboux III system, it turns
out that, other than the exactly solvability of the system, we have also the explicit
expression for the additional constant of the motion which make this system Max-
imally Superintegrable. It is worth stressing that such an explicit solution could
be of interest from the physical viewpoint, since a parabolic effective-mass function
has been proposed in [96, 97] in order to describe realistic quantum wells formed by
semiconductor heterostructures. Finally, we recall that the real parameter λ = 1

k
was restricted in [98] to take a positive value. However, the M.S. of the classical
Hamiltonian does hold for negative λ as well. Nevertheless, the underlying space
and the oscillator potential change dramaticallty when λ < 0 (see [88]), and the
corresponding quantum problem is currently under investigation by making use of
the techniques presented in this thesis.
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Chapter 6

Conclusions

In this thesis we have analyzed a class of maximally superintegrable systems with
radial symmetry on Non-Euclidean manifolds following two distinct footpaths:
In the first chapter we have introduced a class of 1-dimensional exactly solvable
quantum systems known as shape invariant systems. This class of systems can be
solved by applying algebraic techniques and their eigenfunctions can be described
in terms of orthogonal polynomials; this is not accidental and in fact we pointed out
that such systems can be found directly starting from the second order differential
equations defining the orthogonal polynomials and then modifying them through al-
gebraic operations; such as point canonical transformations, gauge transformations,
and the coupling constant metamorphosis (which to the best of my knowledge it
is used here for the first time to link explicitly different classes of shape invariant
systems).
In the second chapter we changed the scale of the physical problems analyzed (from
quantum to classical mechanics). From a classical point of view to solve exactly a
system means to know the trajectory in the phase space; to this aim we introduced
a class of systems whose trajectory can be determined without solving explicitly
the equations of motion, namely the Maximally Superintegrable systems. For this
class of systems the trajectory can be determined by solving a system of algebraic
equations obtained by knowing the values of its 2N − 1 constants of motion. One of
the main consequences of the Maximal Superintegrability for a Hamiltonian system
is that any bounded motion turns out to be periodic; this statement is indeed the
starting point of the second part of our analysis: in fact we turned the problem as
considering all those systems whose all bounded motions turn out to be periodic: ex-
ploiting the Perlick classification of all the radial spacetimes whose timelike geodesics
are closed we found two multiparametric families of radial Hamiltonians describing
particles moving on a non-Euclidean manifold and characterized by the Maximal
Superintegrability property. Also in this case the coupling constant metamorphosis
(CCM) plays an important role, in fact we have pointed out that the two Perlick
Hamiltonians are linked by the CCM.
If a classical exactly solvable system has an exactly solvable quantum mechanical
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version as well then there must exist a link between the shape invariant systems
and the M.S. systems. In the third chapter we have emphasized that there not
exists a unique way to quantize a classical system whilst it is very well known that,
in our context, the classical limit is well defined for any quantum system. In the
light of the above considerations we have started the fourth chapter by considering
a 1-dimensional shape invariant system then we up-graded this system as the radial
part of an higher dimensional quantum Hamiltonian and finally we have performed
the classical limit finding one of the Perlick systems. This strategy led us to find a
solution for one of the principal problems tackled in the present thesis, namely the
quantization of the Perlick Hamiltonians. Concluding let us summarize the principal
achievements of this thesis:
•1 The quantization which preserves the exact solvability and yields a spectrum with
accidental degeneracy is what we have defined as direct or Schroedinger quantization.
•2 Other exactly solvable quantizations are also possible but in any other case we
have to introduce a quantum ”correction” potential (whose coupling constant is
proportional to the Planck constant namely classically invisible). It is important to
stress that these quantum corrections are nontrivial and in particular if we consider
the ”most physical” quantizations of the Bertrand Hamiltonians, namely the position
dependent mass and the geometrical quantization, then these corrections turn out
to be respectively the Levy Le Blond potential and a function proportional to the
scalar curvature of the system (to the best of my knowledge it is the first time that
these corrections are considered for integrability requirements).
•3 Another important point is that both the exact solvability and the accidental
degeneracy are independent on the dimension of the space in which the radial motion
is embedded.
•4 At the end we can also state that the conjecture that links the concepts of Maximal
superinegrability and of exact solvability [84], [85] is also confirmed by our results.
Moreover, personally speaking, I find quite remarkable that the Bertrand spaces
could be obtained alternatively as ”classical limits” of the second order differential
equations defining the clasical orthogonal polynomials. This fact seems to establish
a strong relationship among orthogonal polynomials and the family of Maximally
superintagrable systems.
Before concluding let us make some remarks about the open questions that should
be tackled after this thesis. We have obtained an exact solution for all the quantum
Bertrand systems and all these quantum systems show degeneracy in the spectrum,
this is a very strong clue about the maximal superintegrability of these quantum
systems. However the possibility of obtaining an exact expression for the quantum
extra integrals of motion is, at the moment, restricted to a class of particular cases
in which they are at most quadratic in momenta, namely when the parameter β
is set to be (β = 1, 2); on the other hand when a general β is considered then
the additional constants of the motion are no more quadratical, but in general are
nontrivial functions of the momentum also for the classical case [51], and this makes
their quantization a hard work.
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Appendix A

Approximation of planetary
motion on a Schwarzschild
metric through Bertrand spaces

So far we have presented the Bertrand Hamiltonians as systems defined on non-
Euclidean manifold characterized by the relevant facts of being exactly solvable,
M.S. and pliable because of the number of free parameters contained in it. Let us
consider the General Hamiltonian II:

H =
r2(r−β − k2rβ)2

2(r−β + k2rβ − 2G)
P2 − 2α

(r−β + k2rβ − 2G)
(A.1)

Let us consider the subcase k = 0, β = 1, α = d
4λ , G = − 1

2λ , now we are ready to
define the new Hamiltonian HT :

HT =
2

λ
H +

d

λ
=

1

1 + λ
r

(
P2 +

d

r

)
(A.2)

HT is by construction M.S. and it is known as TAUB NUT system ( see for instance
[49]), therefore there exist 2N − 1 constants of the motion Ii such that:

{Ii, HT } = 0, i = 1, ..., 2N − 1

Without losing generality let us consider the bidimensional space which represents
the plane of the motion:

HT (r, Pr, φ, Pφ) =
2

λ
H +

d

λ
=

1

1 + λ
r

(
P 2
r +

P 2
φ

r2
+
d

r

)
(A.3)

Let us going on considering a Hamiltonian non-quadratical in momentum variables
H̃ such that:

H̃ = f(HT ) (A.4)
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H̃ is M.S. as well since has the same symmetries of HT

{f(HT ), Ii} = f ′(HT ){Ht, Ii} = 0, ∀i = 1, 2, 3 (A.5)

Let us define the Hamilton equations for H̃:

ṙ = f ′(HT )2g(r)Pr

φ̇ = f ′(HT )2g(r)L (A.6)

Ṗr = −f ′(HT )

(
g(r)′(P 2

r +
L2

r2
+
d

r
)− g(r)

(
2L2

r3
+

d

r2

))
where g(r) = 1

1+λ
r

and Pφ = L.

As stated in the chapter 2 it is possible to solve explicitly the orbit equation for any
Bertrand system, in particular the solution is characterized (because of the M.S. of
the system) by the property:

r(t+ T ) = r(t)

φ(t+ T ) = φ(t) + 2π

where T is the period of the motion, independent of the value of L and of H.
Now let us break the M.S. adding a monopole term of the type b

r2
defining the new

Hamiltonian HTb:

HTb =
1

1 + λ
r

(
P 2
r +

L2

r2
+

b

r2
+
d

r

)
(A.7)

The Hamilton equations associated to Ĥb = f(HTb) turn out to be:

ṙ = f ′(HTb)2g(r)Pr

φ̇ = f ′(HTb)2g(r)L

Ṗr = −f ′(HTb)

(
g(r)′(P 2

r +
L2

r2
+

b

r2
+
d

r
)− g(r)

(
2L2

r3
+

2b

r3
+

d

r2

))
(A.8)

these equation of motions are formally equal to the (A.6) once it is defined L′ =√
L2 + b and the new function φ′(t) = L′

L φ(t):

ṙ = f ′(HTb)2g(r)Pr

φ̇′ = f ′(HTb)2g(r)L′

Ṗr = −f ′(HTb)

(
g(r)′(P 2

r +
L′2

r2
+
d

r
)− g(r)

(
2L′2

r3
+

d

r2

))
(A.9)
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The main consequence of the addition of the term b
r2

is that the motion is no more
periodic in φ(t) :

φ′(t+ T ) = φ′(t) + 2π

L′

L
φ(t+ T ) =

L′

L
φ(t) + 2π → φ(t+ T )=φ(t) + 2π

L

L′
=φ(t) +2π+δ,(A.10)

δ = 2π

(
L

L′
− 1

)
.

This means that there is a precession of an angle δ due to the presence of the
monopole term b

r2

A.0.1 Planetary motion on a Schwarzschild metric

Let us consider the Schwarzschild metric on a conformal reference frame:

ds2 =

(
1− a

r

)2(
1 + a

r

)2 c2dt2 −
(

1 +
a

r

)4
(dx2 + dy2 + dz2), a =

GM

2c2
(A.11)

A particle of massmmoving on such a space it is described by the following Hamilton
Jacobi equation:

gij∂iS∂jS = m2c2 (A.12)

if we consider : S(x, t) = −Et+ S̃(x) than we obtain:

E2

c2

(
1 + a

r

)2(
1− a

r

)2 =
1(

1 + a
r

)4 P2 +m2c2 (A.13)

or alternatively:

E2

m2c4
=

(
1− a

r

)2(
1 + a

r

)6 P2

m2c2
+

(
1− a

r

)2(
1 + a

r

)2 (A.14)

now let us consider P2

m2c2
= O(ε) and a

r = O(ε) , where ε << 1. Let us expand the
equation (A.14) up to O(ε3):

E2

m2c4
=

(
1− 8a

r

)
P2

m2c2
+

(
1− 4a

r
+

8a2

r2

)
+O(ε3) (A.15)

it is straightforward to recover the classical results:
order zero:

E2
0

m2c4
= 1→ E0 = mc2
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first order:

2E0E1

m2c4
=

P2

m2c2
− 4a

r
→ E1 =

P2

2m
− GMm

r

Let us consider HTb
m2c2

:

HTb

m2c2
=

1

1 + λ
r

(
P2

m2c2
+

d

m2c2r
+

b

m2c2r2

)
(A.16)

Let us suppose d
m2c2r

= O(ε), λ
r = O(ε), b

m2c2r2
= O(ε2) and let us expand,

analogously (A.15), in order of ε:

HTb

m2c2
=

(
1− λ

r

)
P2

m2c2
+

(
d

m2c2r
+
b− λd
m2c2r2

)
+O(ε3) (A.17)

compare (A.17) with (A.15) we obtain for the parameters λ, b, d the following rela-
tions:

λ = 8a;

d = −4am2c2;

b = −24a2m2c2

These results entail that we can approximate up to O(ε3) the equation (A.14) as
follows:

E2

m2c4
=

HTb

m2c2
+ 1 +O(ε3)→ E ≈

√
c2HTb +m2c4 (A.18)

furthermore this system is characterized by a precession of the pericentrum of the
orbit:

δ = 2π

 1√
1 + b

L2

− 1

 ≈ 2π

(
1− b

2L2
− 1

)
=

6πG2M2m2

L2c2
(A.19)

in perfect agreement with the standard results of the general relativity (see for
instance [102] section 101 pag 330 ). Therefore we can regard at the Hamiltonian
system H =

√
c2HTb +m2c4 as an exactly solvable model describing the planetary

motion on a central field.
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variables. Forces conservatives Intégrales cubiques mouvement dans le plan
Compt. Rend. Acad. Sci. Paris 200,22 (1935);

111



[29] J. Fris, V. Mandrosov, Ya.A. Smorodinsky, M. Hulir, P.Winternitz, On higher
symmetries in quantum mechanics, Phys. Lett. 16, 354 (1965);

[30] N.W. Evans Superintegrability in classical mechanics Phys. Rev. A 41 No 10
(1990) 5666
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