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Introduction

Railway transportation plays an important role in our daily lives. European Rail

Traffic Management System (ERTMS)[1] is the current used railway control protocol,

which is the most advanced standard for managing and controlling railway traffic. It

has two main components, the European Train Control System (ETCS) and the GSM-

R(Global System for Mobile Communications-Railways) for railway operations [2].

There are four main services carried by GSM-R: control information and signaling

data exchanging between train and control center, voice communication between train

driver and control center staff, regular voice communication between control center staff

and railway maintenance workers, and emergency call between train driver and railway

maintenance workers.

However, exploiting old GSM technology has reached its technological limits (i.e.,

technological obsolescence). On one hand, there are adjacent channels interference

among GSM-R and public mobile networks, and limitation of transmission capacity for

GSM-R technology itself. On the other hand, extension to secondary lines and freight

trains of safe and efficient traffic management systems, originally designed for high speed

trains, requires cost effective solutions for both train localization and communications.

For this reason, we propose two alternative solutions to support both signaling data

exchanging and voice services. In particular, we use Multipath TCP (MPTCP) solution

to sustain the control information and signaling exchanging service, whilst Multipath

UDP (MPUDP) solution to support all kinds of voice services. It is worth to mention

that both two solutions do not request the dedicate GSM-R networks. The traffics are

always delivered over public cellular networks and satellite communication network.

In our new MPTCP solution, data packets delivery is supported by both the best
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effort networks (i.e. Public Land Mobile Networks– PLMNs) and the QoS (Ouality

of Service) guaranteed network (i.e. satellite network). These two kinds of public

networks are cohere by the MPTCP protocol, with the aim of providing handover

procedures for seamless connectivity. In practice, once the communication between

train and control center is built up, more than one subflows will involve in the data

transmission. According to our emulated results, our MPTCP solution can well support

the signaling data transmission with high reliability.

For the train control voice service, we use multiple UDP links to support the IP

based voice packets transmission. UDP packets transported via different paths may

have diverse channel delays and packet loss rate. Thus, receiver suffers from a heavy

out of order problem. To solve both the out of order and packet losing problems,

we introduce RaptorQ protocol in our MPUDP solution. RaptorQ can bring in the

redundancy during encode procedure and can execute decode procedure regardless of

the packets order. From our test results, we found that RaptorQ rise up packet loss

tolerant, and settled the out of order problem, too.

Video camera starts to be used in the train positioning service in order to achieve

a higher level of positioning accuracy. Meanwhile, with the increasing train speed, real

time video monitor for supervising driving conditions, and video call service between

driver and control center could be also required in the train control system.

Up to now, our architectures only service for the data and voice transmission of

railway control system, but in the future, they should bear the railway driving monitor

or position reference video transmission and on board public services as well. In order

to guarantee the transmitted video quality in control system as well as to achieve a high

quality of experience for train passengers, train operators need some methods to monitor

the real time transmitting video quality (VQ). In fact, the on board VQ evaluation

should request as less reference information from the original video as possible.

Thus, we design a no reference VQ metric NRALM for IP based video transmission.

It estimates the on board VQ based on only information from received video. Prediction

VQ score is computed via pooling all spatial and temporal degradations by means of

log-logistic model.

To summarize, We propose two communication architectures based on the best
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effort networks and satellite network, they service for the data and voice transmission,

respectively. We give out a no reference video quality assessment method, too. It helps

the train operator to achieve a high QoE for the passengers. According to our test

results, all of our achievements have outstanding performances.
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Chapter 1

Introduction of European Rail Traffic

Management System/European Train

Control System

Railway transportation not only plays an important role in the construction of all

countries, but also plays an important role in people’s daily lives. In other words

people’s daily life is inseparable from the railway transportation. Some people go to

work by train, some people go for their journey by train, and some other people use train

to transport materials. Train appears in everyone’s live and we are very familiar with it.

Nevertheless, few people know what is the European Rail Traffic Management System

(ERTMS) [3] and which kind of communication networks supports the transmission of

controlling information. So, in this thesis, we will give some information about ERTMS

and present a few new transmission supporting solutions for both signaling and voice

services.

1



1.2 2

1.1 European Rail Traffic Management

System/European Train Control System

overview

Europe has the most sophisticated and intensive rail links in the world. Twenty

three different signaling systems in 15 countries coexisted in Europe. Signal systems are

shown in Figure1.1. For this reason, international train have to mount with several on

board equipment. In fact, systems switching time consuming will decrease railway line

transportation capacities [4]. In order to achieve the interoperability, and to allow a free

train circulation in different European railway networks [5], the European Commission

(EU) and International Union of Railways (IUR) together with seven biggest railway

signaling companies (Alstom, Adtranz, Siemens, Alcatel, Ansaldo, Westing House, In-

vensys) gave birth to a new specification standardization train control signaling system,

so called European Rail Traffic Management System–ERTMS.

Today, more than 2700 km of high-speed lines in Europe (including Switzerland)

are operated with European Train Control System in commercial service. Moreover, in

the long term, some countries such as Luxembourg, Sweden, Switzerland and Denmark

are willing to implement ERTMS nationwide, too [6].

1.2 ERTMS/ETCS levels

ERTMS system is mainly separated into two parts: the first part is the European

Train Control System (ETCS), which is an Automatic Train Protection (ATP) system.

ETCS transfers information to both drivers and controllers in real time, which improves

flexibility of train management. The second part is GSM-R (Global System for Mobile

Communications - Railways) the GSM mobile communications standard for railway

operations. This network provides the railway-specific voice and data services. The

assembly are included both on-board and infrastructure equipment [3]. ETCS, which

supervises the train movement, is comprised of the signaling, controlling and train

protection systems. It can be applied at four different levels, which define whether
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Figure 1.1: Railway control systems in Europe

trackside signals are still used and how the data is transmitted between train and

infrastructure[7].

Level 0: ETCS-compliant locomotives or rolling stock interact with lineside equip-

ment that is non-ETCS compliant [1], shown in Figure1.2. It means that, train equipped

with ERTMS/ETCS can run on railway lines without ERTMS/ETCS system (national

signal system) or lines with ERTMS/ETCS system [8]. The on board equipment moni-

tor the maximum speed depending on the type of train. The train driver should follow

the trackside signals.

Level 1: ETCS is installed on lineside (possibly superimposed with legacy sys-

tems) and on board; data transmission from track to train via ETCS balises, shown in

Figure1.3.

Level 1 is a signaling system that can be superimposed on the existing signaling

system, which are the national signaling and track-release system. The train is con-

trolled by existing signal system + balise + track circuit+ euroloop or GSM-R. The on

board computer supervises and estimates the maximum speed and the braking curve

continuously. Balises (or Eurobalise) are magnetic coupled transponders, which do not
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Figure 1.2: ERTMS/ETCS level 0

Figure 1.3: ERTMS/ETCS level 1

require a constant energy source. Balises are set with known interval along the tracks,

and the information is provided when the train antenna unit passes or stands over the

cooperated balise. The on-board antenna unit provides power to the up-link balises

by generating a magnetic field. This field is produced in a transmit loop of the an-

tenna unit, and induces a voltage in a reception loop of the balise. The Euroloop is a

straightforward extension of the Eurobalise subsystem. Euroloop performs the function

of a semi-continuous transmission system allowing transmission of information from a

section of the track to the train[9].

Level 2: ETCS data transmission is continuous; the currently used data carrier is

GSM-R. Level 2 is a typical safety-critical hybrid system, which guards velocity, ac-

celeration, and distance evolving continuously. The computer can dynamically control
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the power, brakes and affect in a continuous-time [10]. This digital radio-based system

is combined by track circuit + balise + GSM-R. All the train report their position

and direction to the Radio Block Center (RBC) in a certain time interval automat-

ically. Train movement is continually monitored by RBC. The movement authority,

speed, location and access route information are transmitted to the train via GSM-R.

The Eurobalises are used at this level as passive positioning beacons or "electronic

milestones". Between the two positioning signal point, the train detects their position

depend on sensors. Balises works as a distance reference to correct error, shown in

Figure1.4.

Figure 1.4: ERTMS/ETCS level 2

Level 3: train location and train integrity supervision no longer rely on track-

side equipment such as track circuits or axle counters [1], the illustration is shown in

Figure1.5. In this level, ETCS behaves beyond simplex train protection functionality,

but as the full radio-based train control system. The controlling of the free state of

railways is no longer required. Same as in level 2, train updates its position through

beacons and sensors, such us axle transducers, accelerometer and radar. Besides, the

train must have the capacity of notice the integrity with on board system on maximum

of reliability. The movement authority for the following train will be considered up to

the position of forward train. Hence, train needs to verify and report its position at

certain time interval by communicating to the radio block center the location infor-

mation. When the release of the traffic provided at real time, and the localization is

performed frequently enough, the spacing between trains will approach to the absolute
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safety distance (Moving Block). The release of the traffic lane is no longer decided by

the fixed cantons. Level 3 is under development. Up to now, solutions for effective

monitoring of the train integrity are very expensive and almost excluded from the old

rolling stock of freight traffic[4].

Figure 1.5: ERTMS/ETCS level 3

1.3 EuroRadio protocol for ERTMS/ETCS safety

and security

The safety and security for ERTMS/ETCS system is mainly guaranteed by Eu-

roRadio protocol [11]. EuroRadio protocol defines a safe communication system by

adding a safety-relate transmission layer between the applications and the open net-

work. Open networks only offer data communication services for EuroRadio, but not

focus on the safety and security issues. EuroRadio protocol has no limitation on the

application functionality and application information flow, the type of networks used,

and the physical architecture of the radio communication subsystem. Currently, rail-

way uses GSM-R as the open communication network. Nevertheless, public networks

(e.g. PLMN–public land mobile network) can be used as the radio communication part

for the ETCS as well.

Safe date transmission is completed by an safety-related transmission system. The

reference safety-related system architecture is shown in 1.6. It has three layers: appli-

cation processing, safety-related transmission layer and the open network layer. The
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data safety is mainly guaranteed by the safety-related transmission layer. EuroRadio

protocol uses Data Encryption Standard(DES) as the information encryption method.

It is a block cipher published in 1977 by the NBS as a US government norm. DES

has been renamed Data Encryption Algorithm (DEA) during its adoption as an ANSI

standard.

Figure 1.6: Structure of the radio communication system [11]

1.4 Disadvantages of the current GSM-R system and

its defects

Global System for Mobile Communications-Railway is based on standard GSM sys-

tem, which provides voice and data communication between the track and train. GSM-

R uses specifically frequencies for railway application, and in different countries the
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bands are different [12]. For example, the frequency bands in Europe are 876-880 MHz

and 921-925 MHz, but in China and South Africa are 885-889 MHz and 930-934 MHz.

In some other places, the 1800 MHz and 1900 MHz frequency bands are used. The

GSM-R Mobile Unit offers data and voice communication service through a dedicated

GSM-R network, which is distributed along the railway lines. On board equipment is

supporting the voice radio service, which provides the communication between shunt-

ing or maintenance staff and the train driver. Meanwhile, the maintainers and track

workers are using GSM-R hand held terminals for communication. In additional, GSM-

R supports bi-directional data exchange service between the on board ERTMS/ETCS

assembly and the RBC for the achievement of ATP. In most part of applications, for

support both kind of services, the train need two separate on board mobile radio as-

semblies, shown in Figure1.7.

Figure 1.7: GSM-R system for railways [13]

GSM-R is a successful and widely used in railway control system, despite that, after

few years of usage revealed some considerable shortcomings in terms of capacity and

data transmission capabilities. Because of these shortcomings, GSM-R is becoming the

element limiting the number of running trains in areas with high train concentration,
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such as major train stations. Moreover, GSM-R cannot support advanced data services

[14]. Some major defects are discussed in as follow.

Outdated technology: GSM is designed for commercial mobile network. How-

ever, railways used this technology as well. With the maturity of 3G technologies and

the continuous development of Long Term Evolution (LTE), GSM is gradually becom-

ing obsoleted. Both equipment manufacturers and network operators are stop investing

to old GSM technologies. GSM was constrained with hardware. The mobile terminals

20 years ago have much low computation capabilities and energy efficiency. GSM also

has worse throughput capability than now. In GSM, signals are modulated with less

flexible and efficient technology (Gaussian Minimum-Shift Keying) than nowadays, such

as Orthogonal Frequency-Division Multiple Access (OFDMA) in LTE. In addition, in

new technologies the modulation scheme can be chosen depending on signal quality.

With increasing level of ETCS, the data communication becomes more and more im-

portant. GSM, designed for voice communication, is no more meeting the needs of

modern railways. GSM-R, liking the initial GSM standard, offers only circuit-switched

transmission mode that makes inefficient data communication and consumes much more

resources than necessary[13].

Interference in frequency: The frequency interference is one of the most im-

portant issues that can not be ignored. As mentioned before, in Europe, GSM-R are

operated in a dedicated frequency band 876-880 MHz and 921-925 MHz. Meanwhile,

public operators use the neighboring band for commercial mobile network, which will

cause interference to GSM-R system. In a real scenario, this problem is even deterio-

rated, since both railway and commercial operators try to achieve a maximum coverage

along the tracks. The reduction of interference requests larger guard band between pub-

lic and rail frequencies. It means that, commercial operators should abandon the usage

of frequencies near the boundary of rail bands, which could interfere with GSM-R net-

work. For example, from the end of 2009, China Mobile Communications Corporation

(CMCC) promised to close all its services in GSM-R band [15].

Capacity issues: The limited radio capacity of GSM-R is a big problem for im-

plementation on ETCS Level 2, where each train needs to transmit ETCS data con-

tinuously to RBC. On the 4 MHz band, the available GSM-R can place 19 channels of
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200 kHz width and 8 time slots with fixed-throughput in each channel. GSM-R is also

specified for speeds up to 500 km/h, hence mobile cells along the track should be very

small with a maximum radius of 2, 3 km[16]. This reduces the radio capacity as well,

because, the same channel cannot be reused by neighboring cells due to interference.

Moreover, GSM-R offers only a circuit-switched mode, each of the train-RBC connec-

tion occupies one time slot continuously. But, due to the fact that ETCS messages

are small and discrete, reserved time slot causes an enormous waste of radio resources.

Although General Packet Radio Service (GPRS) can be considered as a solution for

the insufficient number of radio channels, in fact, cannot meet the efficiency, speed and

economic requirements for data transmission.

Other problems: GSM-R is a dedicated network used by a relatively small indus-

try. This attribute not only builds barriers for sharing the benefit from the commercial

mobile operators or some other public services, but also built the barriers for introduc-

tion of new services. GSM-R is no longer good enough to satisfy the growing demand in

terms of throughput, delay and the new requirement (such as video surveillance or Inter-

net access for passengers). Now that, GSM-R cannot support advanced data services.

Hence, modern technologies should take place of GSM-R, and take over the railway

communication, such as UMTS (Universal Mobile Telecommunications System), LTE,

Wi-Fi, and Satellite communication.

1.5 Equipment manufacturer for ERTMS and ETCS

systems

Many companies provide device for the ERTMS–train control and management

system. Ansaldo STS, as the global leader of ERTMS, has the entire products chain

for ERTMS system. Bombardier provides the wayside components, and Alstom is also

a famous company for the ERTMS equipment making. All this companies have many

contributions on the ERTMS system development and they have a lot of experiences

on ERTMS system implementation in many countries.

There are also many big companies working for the ETCS communication subsys-
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tem. Nokia competing with ZTE supplies Flexi Base Stations, fiber optic repeaters and

Transcoder/ Sub-Multiplexer(TCSM) for GSM-R radio network. Huawei is well known

for the trackside device. It offers some integration GSM-R solution for the railway con-

trol. For example, Huawei BTS3900 Base Transceiver Station can support GSM and

LTE modes for GSM-R-to-LTE evolution that can well protect customer investment.

Siemens works for the on board equipment of ETCS. The on board equipment

can flexibly adapt to the different vehicles. Siemens offers the pre-equipping solution

for modern tractive units as well, such as on-board computer with a state-of-the-art

platform for PZB 90 automatic train.

Funkwerk developed some handhold device for voice service, e.g. focX-Handhelds,

which are designed for protection class IP65. For instance, DualfocX is able to listen to

GSM-R and 450 MHz channel at the same time. This allows implementing intelligent

call pre-emption scenarios covering both radio technologies.

1.6 Costs and reduce for railway operation

Reducing the cost of railway operation is always a big challenge for both the train

operators and railway infrastructure operators. The typical major cost for train opera-

tion can be categorized into 6 sections: rolling stock CAPEX (CAPital EXpenditure),

rolling stock OPEX (OPeration EXpenditure), train staff, operation and customer man-

agement, energy, and other overhead. In fact, the rolling stock CAPEX and OPEX take

about 40% of the total cost, while the train staff account for about 23% of the total

cost [17].

Part of the train CAPEX and OPEX is occupied by running ERTMS/ETCS pro-

tocol. ERTMS/ETCS protocol needs to be supported by both the roadside and the on

board devices. In ETCS, GSM-R is a dedicate network, which occupies a big proportion

in the rolling stock CAPEX and OPEX.

The ETCS is composed by two unions: trackside device and the OBU (On Board

Union). OBU can calculate the maximum permitted speed at any given time with

the collected information transmitted by the trackside union. Train will slow down

automatically, when its reaches the limitation or exceeds the maximum speed. The
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OBU has different costs for various models depending on the type of train. In general,

the OBU cost around e100 000 for new equipment, e200 000 to e300 000 to adapted

with existed on board equipment. On the trackside, the cost depends on the traffic

density. But adapting with ETCS often requests complete renovation of the line. For

this reason, according to [18], the ETCS with GSM-R costs 350 to 500 ke/km.

In addition, once ETCS has been mounted, both OBU and trackside device need to

be checked frequently. If some instrument is broken, it needs to be maintained as well.

Both human cost and infrastructure cost should be considered into the train staff and

rolling stock CAPEC and OPEX, too.

In order to reduce railway operation cost, we need to focus on main aspects in the

total cost, the rolling stock CAPEX and OPEX, the staff cost as well as the passenger

organization and management cost.

To our interesting, from the ERTMS point of view, on one side, the advanced

protocol can shrink the safety distance between two trains and increases the efficiency

of rail usage. This can help the operators to reduce the OPEX. On the contrary,

involved in GSM-R adds new CAPEX and OPEX for the operator. Thus, under the

condition of guarantee the network safety and reliability, using public communication

networks to replace the dedicate GSM-R could be a good solution to reducing the

railway cost. This because public networks have already been installed along the track

by public mobile network operators, and it also does not request the special train staff

to check and maintain. Moreover, the public networks are always deployed with modern

technologies. This allows ERTMS to have more services in the future.
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Chapter 2

Train control signaling data

transmission solution based on

Multipath TCP links

2.1 Introduction

European Rail Traffic Management System/European Train Control System is the

most advanced standard for managing and controlling railway traffic. The deployment

of ERTMS-ETCS is contributing to a global standard in terms of both interoperability

among different national systems, and highest safety level achieved. In ERTMS three

functional levels of automated control are foreseen. In ERTMS/ETCS, the GSM-R

communication subsystem is one of its main components.

Exploiting old GSM technology, GSM-R has now reached its technological limits

(i.e., technological obsolescence), with adjacent channels interference, and limitation

of transmission capacity. On the other hand, extension to secondary lines and freight

trains of safe and efficient traffic management systems, originally designed for high speed

trains, requires cost effective solutions for both train localization and communications.

As a matter of fact, in Italy and more in general in Europe only the fast train lines

have been equipped with GSM-R. On the other side, for secondary railway lines that

represent the 50% of the total European railway network [19, 20], the deployment of
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GSM-R is considered economically not sustainable by the infrastructure manager e.g.,

RFI (Rete Ferroviaria Italiana) in Italy. While ERTMS/ETCS requirements for high-

speed railway have been clearly defined, delay requirements for secondary lines have

not been specified yet. Nevertheless, railway infrastructure manager estimated that a

delay less than 2 seconds is acceptable in such a scenario.

Leveraging on the above motivations, GSM-R represents a limited technology that is

no longer able to effectively support current and further developments in ERTMS/ETCS.

Thus, new communication systems for railway applications should be defined with the

aim of both complementing GSM-R in the short/medium term, and then replacing it

in the next future [13, 14].

In order to improve GSM-R KPIs (Key Performance Indicators), many researchers

are working on the optimization of old GSM technology, such as building up new

shadow fading models, and reorganizing the distribution of base stations by exploiting

an extensive measurement campaign in HSR (High Speed Railway) cells [21]. Although

those methods can improve GSM-R KPIs, there are a lot of limitations. First of all, in

order to have an accurate shadow fading model, date acquisition should cover all base

stations along a railway, with significant impact on both cost and time. Second, the

shadow fading is strictly dependent on the local electromagnetic environment. Third,

the redeployment of base stations may need massive cooperation among the rail infras-

tructure manager, local administrations, and residents, with an increase in cost and

time.

Leveraging on previous aspects, many researchers tend to use new technologies to

replace outdated GSM-R [22, 23]. The most popular solution is to introduce LTE

technology into the train control communication system. Similar as GSM-R system,

the alternative solution is also based on a dedicate network system i.e., the so-called

LTE-R (LTE for Railway). Experimental campaigns of LTE-R have been carried out in

many countries, proving that, from the technical point of view, LTE-R can effectively

compensate the shortage of GSM-R, and fulfill the demand of train control systems.

In [24] Zayas et al. foresee that in 2025 LTE will become the new bearer network for

railways in Europe, while Baek et al. [25] provide field-test results for LTE-R train

control system in Korea. A new methodology has also been presented to account for
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the predicted radio coverage, the handover issues, and the number of mobile network

operators. In [22, 26, 27] Sniady and Soler use LTE-R as an alternative to GSM-R, and

show that LTE-R can fulfill the requirement of seamless ETCS connectivity. Another

system exploiting LTE has been proposed by Yan and Fang in [28]. The authors present

an LTE based U-plane/C-plane decoupled network architecture for train control system.

Lei et al. [29] also present an LTE-R communications architecture for train control

service. Finally, in [30] a review on routing approaches in the context of vehicles has

been presented.

Although LTE-R can fix most of the issues related to GSM-R, there are still some

important unsolved problems. For instance, full coverage of both high speed and sec-

ondary lines with LTE-R not only requires a substantial investment, but also a long

deployment period. In addition, in harsh environments served by rails, such as desert

and gobi, deployment and maintenance of land mobile communication infrastructures

is quite hard. Those scenarios represent the “totally-disconnected” case, where the only

cost effective network coverage is provided by satellite networks 1. Moreover, both

GSM-R and LTE-R are private communication systems generally owned by railway

infrastructure managers, that make use of a dedicated spectrum effectively employed

only for a limited amount of time, with a waste of radio resources and high OPEX.

Some other researchers propose WiMax (Worldwide Interoperability for Microwave

Access) as the alternative technology of GSM-R [31–33], although this technology is

not widespread as LTE. In [33] a deep comparison between two candidate architec-

tures respectively based on WiMax and LTE is carried out by Aguado et al. The

reported results proved that, at least for low speed trains, both technologies can fulfill

the ERTMS/ETCS requirements.

Jia-Yi Zhang et al. present a multi-system-based access architecture for high-speed

railways in [34]. Three different networks are considered in the communication infras-

tructure i.e., (i) the ground network, (ii) the ground-to-train network, and (iii) the

1Notice that the totally-disconnected scenario is intended in terms of availability of connectivity
links. The proposed technique is designed to provide connectivity only through PLMN or satellite links.
Of course, track circuits and balises are still available, and the train collects its location information
from the balises and sends to control center by the on-board communication system.
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train network. Different radio access technologies (e.g., WLAN, 2G and 3G) are used

to support the transmission in accordance with different networks. This architecture

can be exploited not only for on-board communications, but also as an auxiliary system

for railway signaling to increase railway transportation safety in the context of Posi-

tive Train Control (PTC) [35]. Finally, in [36] Liu et al. present a topology discovery

protocol in wireless linear networks in order to enhance the wireless train backbone

communications.

As previously noted, solutions based on single technology and dedicate private net-

work result in the waste of both spectrum resources and infrastructures, and then rise

up both CAPEX and OPEX . Hence, in [37] Neri et al. initiate a multi-bearer commu-

nication architecture, which takes advantage of the integration on PLMNs and satellite

networks.

The integration of PLMNs and satellite technology can represent a viable solution to

replace existing GSM-R communication subsystem in ERTMS/ETCS. As an instance,

in [38] the authors present the architecture of a novel railway safety monitoring system

based on the Chinese Area Positioning System (CAPS). CAPS uses communication

satellite transponder in-orbit as a relay to provide position, velocity and time informa-

tion services. The proposed system can provide trains safety and efficient operations.

Regarding the PLMNs, the use of such networks for railway applications has been

addressed recently in [37] and [39]. In [37] the smart routers on board of the train

and in the train control center can “intelligently” select the available network time by

time (PLMNs or the satellite network) to meet the predefined QoS (Quality of Service)

level. The main disadvantage of this solution is the handover procedure occurring

among PLMNs and/or from the satellite network to a PLMN, and vice versa, that may

lead to high latencies and unnecessary data retransmissions. Indeed, when the latency

is larger than the maximum value allowed by the ERTMS/ETCS, (typically 6 s), the

train will be forced to move to a “safe mode”, or in the extreme case, to stop.

We point out that in this thesis our goal is to provide a feasible answer to the

needs of secondary lines with trade-off between costs and performance (in terms of

availability), while guaranteeing a safety level (i.e., connectivity and reliability) through

the combined use of both PLMNs and satellite links.
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Following the concept of heterogeneous networks, in this thesis we extend a pre-

vious work [39], where we introduced a new architecture based on the integration of

both best effort PLMNs and QoS-guaranteed satellite networks. We exploit Multi-

Path Transmission Control Protocol, with the aim of (i) optimizing the joint use of

the access networks –in terms of cost and usage of radio resources–, and (ii) full match

the availability, reliability and temporal requirements of ERTMS/ETCS. Through the

use of MPTCP adding and dropping approach, we can dynamically exploit different

technologies and the physical characteristics of each link. As an instance, assuming

the availability of GSM, 3G and satellite networks, different subflows can rely on such

technologies. In order to enhance and make flexible the existing railway control commu-

nication subsystem, our approach can be a viable solution to replace current dedicate

GSM-R.

Also, we highlight that our proposed communication subsystem is based on the

MPTCP approach, where link reliability can be guaranteed. MPTCP can deliver data

via multiple paths simultaneously without modify the application layer, allowing an

easy merging among existing and future radio access technologies. In particular, we

investigate a logic for dynamically adding and dropping multiple paths i.e., the sub-

flows in the MPTCP lexicon, and handling subflow priorities in order to meet the

ERTMS/ETCS QoS requirements. This logic is comprised of the twofold concept of (i)

outage map, built on historical network measurements, representing the system long

term memory, and (ii) current network status provided by real-time measurements. Fi-

nally, a real scenario test demonstrates that the proposed architecture can offer a stable

communication even during handover, and fulfill the demands for ERTMS/ETCS sys-

tem. Experimental results show the performance on different scenarios based on the

typical PLMN and satellite networks parameters.

To summarize, the main work of chapter 2 is proposing a novel network architecture

of the integrated railway system, comprised of multiple PLMNs, and QoS-guaranteed

satellite links, in order to reduce the OPEX and minimize the CAPEX for the communi-

cation subsystem. Indeed, actually the communication subsystem for ERTMS is based

only on GSM-R, which is a dedicate communication system based on 2G technology,

with higher CAPEX and OPEX. In the proposed framework, we present a novel strat-
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egy for adding and dropping subflows in the context of MPTCP, aimed at minimizing

the expenditure on the satellite traffic still fulfilling the safety requirement.

2.2 Overview of multipath TCP protocol

With the rapid development of wireless communication technologies, networks be-

come heterogeneous with various access technologies, such us xDSL, Ethernet, Wi-Fi,

Cellular/Cellular LTE, Satellite, and so on. Now days, most of the equipment have

more than one interface (by different wired/wireless access technologies) to connect

with the network. Comparing with single-path data transport, multipath transmission

have multiple available links simultaneously, and have the ability to shift traffic from

congested paths to not congested ones. Many solutions have been proposed for multi-

path transmission from a transport layer perspective. In order to maximize the usage of

network resource and achieve reliable transmission of multi-path, IETF (The Internet

Engineering Task Force) working group extended the traditional TCP functions, and

the first idea of Multipath TCP (MPTCP) was proposed on one IETF draft in 1995,

authored by Christian Huitema[40].

MPTCP is a set of extensions to regular TCP (Transmission Control Protocol) to

provide a Multipath TCP service, which enables a transport connection to operate

across multiple paths simultaneously [41]. It supports more than one pair of IP ad-

dresses on both Multihome hosts. MPTCP has a good ability to increase redundancy

and end-to-end throughput.

Between the application layer and the transport layer, IETF group added a MPTCP

support layer. The regular TCP flow only works as the subflows. Hence, from the

application layer on both sides of the communication, the transport layer is still one-

way connection, shown in Figure2.1.

Like the regular TCP, to start a connection of MPTCP also need experience of all

three-way handshake. But the difference is that, during the MPTCP initial handshake

process, SYN, SYN\ACK and ACK carry MultiPath CAPable (MP_CAP) informa-

tion. For compatibility with regular TCP, this information is transferred via TCP

options field, numbered from IANA (Internet Assigned Number Authority), to detect
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Figure 2.1: Comparison of Standard TCP and MPTCP Protocol Stacks: (a)Regular
TCP stack, (b) Multi-Path TCP stack

whether both host and the middlebox are MPTCP-aware devices, shown in Figure2.2.

It also contains 64 bits key for each host, which will be used to authenticate the addi-

tional subflows during current connection.

Figure 2.2: Three-way handshake with options and keys

Either host in a connection can begin a new subflow. The swap of token and

HMAC (key-hash massage authentication code) can prevent the injection attacks. The

new subflow is established via SYN packets with MP_JOIN option. Hosts can also

turn off the subflow at any time.

When there are multiple paths in one connection, the senders can decide which

subflow being used to send data, and the priority of subflow can be changed as well.

Every subflow has two kinds of sequence number, data sequence number and subflow

sequence number. Data sequence Mapping is expressed in terms of starting sequence
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number for the subflow and the data level[41].

Many researchers did their studies and experiments based on behaviors, perfor-

mance, packet scheduling and testbeds of MPTCP. Kostopoulos et al. in [42] discuss

the roles of adopters and stakeholders in the deployment and adoption of MPTCP.

During the deployment process, the role of end users is not important, because they

are not needed to make a conscious adoption decision. The deployment of MPTCP is

mainly in the hands of software vendors, which need to make the deployment decision

of enabling MPTCP by default.

In [43] and [44] Singh et al. compare the performance and fairness of different exist-

ing congestion control algorithms, and propose an algorithm called “delay-delay”. This

technique is based on delay congestion, and it can accurately detect a bottleneck and

improve throughput of MPTCP. A fluid-based MPTCP algorithm is proposed by Zhao

et al. in [45]. The proposed approach also focuses on delay congestion event. The

delay-based condition is used to identify packet loss due to the wireless link errors, and

this model can improve TCP-friendliness and window fluctuation performance in differ-

ent scenarios. Hwang et al. [46] present the fluid model for MPTCP as well, that covers

a broad class of MPTCP algorithms, and identify the exact property. They illustrate

the impacts of protocol parameters on TCP friendliness, responsiveness, and window

oscillation, and demonstrate the inevitable tradeoff among these factors. Furthermore,

they propose Balia (Balanced linked adaptation) MPTCP algorithm, which can strike

a good balance among the protocol properties. Finally, Ni et al. [47] present a fine-

grained forward prediction based dynamic packet scheduling mechanism for MPTCP

by considering the congestion window, the Round Trip Time (RTT), and packet loss

rate. The simulation results show that the mechanism has a well performance on both

global throughput, and on the number of out-of-order packets in lossy networks.

Advantage: MPTCP increases redundancy and end-to-end throughput, and achieves

a better usage of network resources. Each subflow maintains its own sequence number,

thus the sub-data streams use multiple simultaneous transmissions, and the receiver

can operate for different sub-stream from the received data sequence of the original

assembly[48]. Moreover, each subflow has its own congested window, that allows the

data movement from the congestion path to non-congested path.
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MPTCP provides a higher reliability during the connection. The MPTCP informa-

tion is carried by TCP option field, and fall back mechanism can support the regular

connection. The exchanging of key and token ensures the safety of the additional sub-

flow. Random initial of sequence number can successfully reduce hacker attacks as

well.

MPTCP accomplishes a superior flexibility. This protocol can be applied on any

multihome assembly. Furthermore, on the applications side, the connection can be

considered as one way connection, since the MPTCP in the transmission layer seems a

black box. IP addresses, subflow can be associated or removed at any time during the

connection, and the priority for the subflow can be modified, too.

MPTCP is a set of extensions to regular TCP protocol, and it inherits all the advan-

tages from regular TCP, such as the stable and exquisite structure, low data overhead

and complete error processing mechanism. MPTCP is a platform-independent proto-

col, which can be used on different platforms, such as Windows, Mac OS and Linux,

or even the combination of the above platforms. It can truly realize the heterogeneous

network connection. MPTCP has an excellent recovery mechanism. When some part

of the network is intruded, attacked or destroyed, the rest part can still fully available

and operational. MPTCP allows to add new services to the network without disruption

of the existing ones. MPTCP has the efficiency congestion control mechanism. Besides

slow start, congestion voidance, fast retransmit and fast recovery, MPTCP has different

congestion windows on the different paths, which is management to send more packets

on less congestion path.

Limitations: MPTCP link has more complex operation than standard TCP.

MPTCP establishment requires the server and the client report all the available ad-

dress information for the further usage. The other significant problem is packet Out-of-

ordered, which result in a throughput degradation [49, 50]. On assembly side, MPTCP

put forward higher requirements on the capability of the equipment, such as more pow-

erful processor and larger buffer. Meanwhile, middlebox is also great challenge, such as

firewall, NAT, box and router etc.
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2.3 New architecture of train control communication

system

Although the railway system is classified as safety-related service, not as safety-

critical service, availability is still of primary concern. We remark that in case of an

outage event lasting for the maximum acceptable latency, the train will automatically

enter the safe mode, and will stop.

With respect to the communications, since best effort PLMNs alone cannot guar-

antee the acceptable availability, we complement them with satellite links providing

the required QoS. Also, in order to diminish both CAPEX and OPEX, fulfill the re-

quirements of current train control standards, meanwhile optimize the usage of radio

resources to ensure the high availability of the communication subsystem, in our pro-

posed architecture we adopt MPTCP in order to handle the parallel usage of both

QoS-guaranteed and best effort paths.

As illustrated in Figure 2.3, the best effort links are supported by PLMNs of different

telco operators, while the QoS-guaranteed link is provided by a satellite network. Thus,

whenever the latency approaches critical values, the related traffic is routed through

the satellite. We obtain this behavior by acting on the adding and dropping logic of

MPTCP.

Figure 2.3: Network architecture of the integrated railway system, comprised of multiple
PLMNs, and satellite network connectivity links (dotted lines).
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Figure 2.4: Public cellular network coverage along the railway track. Uncovered areas
are called as radio holes.

In general, to minimize OPEX, PLMN links should have higher priority than the

satellite link whose usage should be limited to those situations in which PLMNs cannot

fulfill the QoS requirements. However, as enlightened by the experiments performed in

the ESA ARTES 20 3InSat project, hard vertical handover may lead to latencies that

far exceed the maximum tolerable values.

Resorting to MPTCP, hard vertical handover can be converted into smooth han-

dover. According to our proposed architecture, the connectivity switching follows a

“soft” handover paradigm, where train’s location is exploited to execute proactive han-

dovers. Data link over satellite will be established before no active PLMNs. As soon

as the satellite link becomes stable, a part of the throughput will move to the satellite

link, while the other part will still be delivered over PLMN links. For this reason, no

latency of handover between satellite and PLMN, and among PLMNs, occurs. The

data pass from one link to another link smoothly, and seamless.

In order to assess the performance of PLMN service, we adopt the methodology

presented in [37], where the overlap percentage is defined as the ratio between the sum

of time intervals for crossing the overlapped areas, and the travel total time. From

this computation, we will derive the usage percentage of satellite connectivity. For the

analysis of PLMN outage performance. We are assuming that the train−control center

communication interrupts when the train across the radio coverage holes. Let li be the
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time interval for the train to cross the i-th area, served by two overlapping PLMNs,

namely PLMN 1 and PLMN 2, and let Ttot [s] be the total time of the travel. Then,

the overlap percentage L is defined as the ratio between the sum of time intervals for

crossing the overlapped areas, and the travel total time i.e.,

L =

∑Nl

i=1 li
Ttot

, (2.1)

where Nl is the number of overlapped areas. Moreover, let Qi be the time interval

required for the train to cross the i-th radio hole, and Ttot be the overall time required

for a ride, then the outage percentage Pout can be expressed as:

Pout =

∑NQ

i=1Qi

Ttot
, (2.2)

where NQ is the number of radio holes along the railway. Notice that the outage ratio

represents the fraction of time in which traffic essentially flows through the satellite

network. In practice, for a more accurate evaluation of the use of the satellite channel,

we need to consider also data traffic generated when the subflow priority logic adds

satellite flows in areas where service can be granted by some PLMNs.

For a more accurate evaluation of the use of the satellite network, we resorted

to a Monte Carlo simulation. The results reported here refer to an Italian scenario.

According to [51], in Italy the availability of each PLMN, with respect to land coverage,

including 2G and 3G, is not worst then 87%, while the availability of at least one PLMN

is 91%. In our simulations, the conservative hypothesis of a single PLMN availability

equal to 85%, and an overall PLMN availability of 90% have been adopted. A set of

synthetic scenarios compliant with these hypothesis is reported in Table 2.1.

2.4 Paths adding and dropping strategies based on

new architecture

The policy about “add and drop” subflows in MPTCP has been investigated in

several works, but still represents an issue since there are no efficient mechanisms to

identify the available paths between source and destination hosts. Then, the optimal
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Table 2.1: Synthetic Scenarios for PLMN Outage Performance Evaluation

Group
Availability Availability Overlap Average Outage
of Cellular of Cellular Perc. Outage Variance
Network 1 Network 2 (%) Perc.(%) (%)

1 85% 85%

80 26.00 3.81
75 22.12 3.57
70 18.25 3.33
65 14.37 3.09
60 10.50 2.86

2 85% 90%

80 23.99 2.65
75 20.00 2.48
70 15.99 2.32
65 12.00 2.16
60 8.00 1.99

3 90% 90%

80 24.00 2.66
75 19.75 2.48
70 15.50 2.32
65 11.25 2.16
60 7.00 1.99

path selection is still a challenge. Barzani et al. [52] investigate MPTCP performance

w.r.t three aspects i.e., (i) path characteristics, (ii) configuration parameters, and (iii)

scheduling policies. Moreover, they study the impact of the choice of initial path in

establishing a MPTCP connection [53].

Another packet scheduling has been introduced by Hwang in [54]. The authors

demonstrate that for low rate data transmissions, delay is much more important than

network bandwidth, and the existing default MPTCP packet scheduler may choose a

slow path if the congestion window of the faster path is not available, thus leading to

a longer flow completion time. Hence, in [54], the slow path is temporarily frozen, so

that data can be delivered quickly over faster paths. Krupakaran et al. [55] determine

the exact set of multiple paths existing between the source and destination hosts, and

make decision based on the number of subflows. They also propose a modified version

of Traceflow protocol that helps to determine the path taken by a flow through a

network. Authors of [56, 57] present a cross-layer signaling technique to get the path

diversity map offered by a Locator/Identifier Separation Protocol (LISP) network. This

approach helps MPTCP to create an adequate number of subflows to improve the
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transfer time. Also, Baidya et al. [58] use a slow path adaptation method to improve

the performance of MPTCP. In their method, each subflow will be marked as “good”

or “bad”, corresponding to its quality level. Once a subflow is marked “bad”, it will not

be involved in the data transmission, until its quality will become good enoughs.

Finally, the priority of adding and dropping subflows has been also discussed in [41],

where a subflow can be set as “backup subflow”, which will not take charge of the trans-

mission, unless all other subflows are congested or unconnected. However, this strat-

egy has some disadvantages, such as the participating nodes do not know in advance

whether associated forwarding path can actually support MPTCP subflows. Thus, as

a solution, the authors in [59] add a probe flag in MPTCP protocol to indicate to the

remote peer that the probing is associated with this subflow.

Leveraging on main research works in the field of MPTCP scheduler, we notice that

there are still some issues needed to be discussed, especially when adopting MPTCP in

the context of railway applications. First of all, all the previous works consider MPTCP

in data center scenarios, which are different form railway scenarios. With the term

“data center scenarios” we refer to applications like e-mail, social networking, Internet

browsing, which are not critical with respect to latency and delay. The main purpose

for MPTCP in the data center scenarios is to improve the throughput. In railway

scenario the main MPTCP scheduler goal is the integration of different communication

networks in order to reach high level of availability, reliability, and low latency, to

support train control and traffic management, while reducing the CAPEX and OPEX.

Second, many works are based on the stable network environments, but in the real

situations, the network environment changes at every moment (e.g., due to dynamic

network conditions).

To overcome the mentioned problems, we propose our new subflows adding and

dropping strategies of MPTCP, specially based on railway using scenario. Our dynam-

ical subflows adding and dropping strategies is aimed to guarantee the reliability and

availability of the ETCS communication subsystem. It is on the basis of the current

status of each PLMN and the predicted performance in the next ∆T seconds, in order

to prevent outages of the end-to-end TCP connection. We present a simple approach

exploiting MPTCP, in order to not affect the computational cost in the control system.
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The proposed strategies are a trade-off between the efficiency and complexity of the

system (hardware and software), with the focus on the cost reduction. A more complex

strategy needs more parameters, which require more probes installed on the train with

consequently higher cost.

The concept of building and updating an outage probability map has been already

exploited by the authors in [60]. Now, in this section, we refer to this concept as evolved

in the context of the rail scenario, based on the fact that trains usually travel on the

same tracks at the same time of the day. At this aim, we observe that, given the train

itinerary X[m], mapping the train mileage m into the track geographic coordinates X,

and the train mileage m(t), velocity v(t), and acceleration a(t), at time t provided by

the train Location Determination System, the predicted train location X̂(t + ∆t) at

time t+ ∆t can be computed as

X̂(t+ ∆t) = X[m̂(t+ ∆t)], (2.3)

where m̂(t+∆t) is the time predicted train mileage at time t+∆t, based on the current

train status i.e.,

m̂(t+ ∆t) = m(t) + v(t)∆t+
1

2
a(t)(∆t)2. (2.4)

Then, the predicted outage probability P̂ (n)
out (t) for the n-th network at time t, on

the time interval of ∆T seconds, can be computed as

P̂
(n)
out (t) = Max

∆t∈[0,∆T ]
P

(n)
outMap[X̂(t+ ∆t); (t+ ∆t) mod 24h] (2.5)

where P (n)
outMap[X, tday] is the outage probability of the n-th network, at location X, at

the time of the day tday = t mod 24h estimated on the basis of the recorded temporal

time series of radio coverage, link status, and effective QoS provided by the monitoring

system.

The estimation of the outage probability follows well-known approaches used in

traditional cellular networks. Indeed, the issue of expressing the outage probability in

cellular networks in terms of the features of the physical layer such as received power

level, signal-to-noise and interference ratio, etc., has been extensively addressed in the

literature.
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Since a direct estimate of the outage probability associated to each network would

require an extensive use of each link, in order to have the required accuracy, here

we resort to the prediction of the outage probability on the basis of some parameters

characterizing the link status measured either by means of traffic data or probe sig-

nals. Moreover, while the outage probability associated to the current location of the

receiver is derived from these measures, the outage probability associated to the loca-

tions that the receiver will occupy in the short future are predicted on the basis of the

outage probability map, compiled with the aid of historical data. Obviously, the outage

probability map accounts for seasonal trends derived from the observed time series. In

practice a cyclostationary model of the Pout(t) could be adopted.

As illustrated in Figure 2.5 where the block diagram of the “adding subflow” logic is

reported, a MPTCP connection is setup after the completion of the MPTCP handshake

and authentication over the subflow with QoS guaranteed bearer. Then data start to

be routed over it.

At the same time an empty list of active PLMNs is created, while the physical layer

starts to continuously scan the frequency bands associated to known PLMNs, in order

to determine if any PLMN is in the receiver range. When the n-th PLMN is detected,

the related predicted outage probability P̂ (n)
out , and the current Quality of Service QoS(n)

provided by the real time network status monitoring, are tested. If P̂ (n)
out is lower than a

predefined threshold Tadd and QoS(n) is greater than the minimum acceptable Quality

of Service QoSadd, the system will add the n-th network to the active PLMN set list,

will enable the corresponding logical interface, and add a new subflow over the new

PLMN. The distribution of packets among subflows is based on the congestion status

of each subflow and the network scheduling.

In addition to the discovery of new PLMNs, the system continuously monitors the

existing subflows in order to determine if any of them has to be dropped. As illustrated

in Figure 2.6, for each PLMN in the active set the related predicted outage probability

P̂
(n)
out and the current Quality of Service QoS(n) are tested.

If either P̂ (n)
out > Tdrop or QoS(n) < QoSdrop, where Tdrop is the outage probability

drop threshold, and QoSdrop is the minimum acceptable drop QoS level, and other active

PLMNs exist, the system will directly close the PLMN interface, drop the subflow, and
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Figure 2.5: Adding subflow strategy for the proposed MPTCP-based network architec-
ture.
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Figure 2.6: Dropping subflow strategy for the proposed MPTCP-based network archi-
tecture.

the data transmission will automatically move to other active paths. The subflow

selection is taken on the basis of both outage and cost metrics, and so the use of –less

expensive– PLMN subflows is privileged with respect to the use of –more expensive–

satellite subflows.

Notice that due to its global coverage, subflows with satellite networks are mainly

used in harsh environments. Moreover, in such scenario, there are areas along the

railway tracks that are not served by PLMNs or where the QoS level for successful

train control is not reached for the majority of the time. These areas are called as

“PLMN radio holes”, as depicted in Figure 2.4, meaning that the communication links

are provided only by satellite networks [37].
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In order to illustrate the logic behind subflows management in train control applica-

tions, let us consider a typical train journey. Typically, the train control communication

begins at the railway station, and the MPTCP session should start with the satellite

connection or, if available in station, a dedicated WiFi access link. After the com-

pletion of handshake and authentication, data start to deliver over the QoS subflow.

Meanwhile, the empty list of active PLMNs (such as Telecom Italia, Wind, Vodafone,

H3G, etc. in Italy) has been created. Then, the system begins to add new subflows

according to the “adding subflow” logic, and data transfer over all active subflows.

When there are more than two active PLMNs links in current MPTCP session, the

QoS link will be switched to a backup status. It means that the QoS link does not

transfer data but holds on as a backup line. Notice that PLMNs are best-effort net-

works, not ensuring connectivity links anytime and anywhere. Thus, in order to reach

higher connectivity level, it is expected to have several available PLMNs (i.e., > 2). In

general, the number of active PLMN subflows depends on the required throughput and

link capacities. Nevertheless, for train control, the throughput is a few kByte/s. There-

fore, the chosen threshold on the number of active PLMN subflows can be considered

enough in main applications.

With the movement of the train, if QoS level or predicted availability of n-th PLMN

changes, the corresponding subflow can be dropped according to the “dropping subflow”

logic. When active PLMNs links are less than or equal to two, the QoS (satellite) link

will wake up to normal status. The management logic of subflows is described in

Figure 2.7.

In railway scenario, the transmission of train controlling signal cannot be isolated

from network changes. Thus, real environment experiments should be executed. To ful-

fill the above-mentioned issues, we carry out the experiments according to the following

two aims:

1. To assess the stability, continuity and reliability of the proposed network ar-

chitecture, a test scenario has been implemented based on both city and harsh

environment characteristics;

2. To analyze the performance on typical railway scenarios, the experiments on
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Figure 2.7: The management of QoS subflow status.

“static network” 2 and a "dynamic network" 3 setting have been carried out.

2With the term “static network” we mean a network scenario where the network characteristics
are assumed that do not change.

3With the term “dynamic network” we mean a network scenario where the network characteristics
are assumed that change with time.

Università degli Studi di Roma Tre -Ingegneria Elettronica Yiwei Liu



2.5 33

2.5 Paths adding & dropping strategies evaluation

on proposed architecture

We describe the experimental setup for the assessment of the proposed network

architecture. A brief description of the scenarios considered in our testbed –namely,

city and harsh scenarios– is reported hereafter.

To better understand how the adding and dropping strategies work and to evaluate

whether the architecture can well support the communication between train and control

center, we give some examples for adding and dropping strategies based on the city and

harsh environment scenario, and execute an experiment for the assessment of proposed

network architecture. A brief description of the test design in our testbed for evaluating

the link adding and dropping strategy is reported hereafter.

We need to remark that a comparison with related architectures is a difficult task.

For the best of our knowledge, till now there are no related architectures for ERTMS/ETCS

exploiting the public communication systems.

2.5.1 Evaluation scenarios design

In the evaluation procedure, we assumed that the train departures from the city

and then it moves to the harsh environment, as depicted in Figure 2.8. City area is

usually well covered by overlapping PLMNs, thus in this area, PLMNs can achieve a

high QoS level. For this reason, the train control communication is expected to be

mainly provided by PLMN links.

In low density areas, (e.g. desert, wilderness, and primary forest) cellular network is

not always available and radio holes also exist at those places. In addition, trains travel

at higher speeds and this increases network disconnections. On the contrary, in a typical

harsh environment, where the number of satellite masking artifacts (i.e., buildings,

bridges, tunnels, etc.) is quite reduced, the availability of satellite connectivity is

guaranteed due to the global coverage. Thus, the communications in harsh environment

are generally guaranteed by satellite links.

In the case of mountains, satellite connectivity is not always available due to mul-
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tipath effect, and the links cannot work very well (i.e., the connectivity is not stable).

In case of tunnels, it is even harder and impossible to connect via satellite networks.

However, in case of no connectivity, we can exploit dedicated (5G) access networks

possibly with satellite backhauling.

2.5.2 Adding and dropping strategies description

Figure 2.8 depicts the test scenario including city and harsh environments. In city

scenario, communication is provided by both the satellite network and three cellular

networks (i.e., cellular network 1, 2, and 3). At startup, the train and control center

communication is established with the QoS guaranteed network (satellite link); if the

outage probability and the QoS level for cellular networks overcome the corresponding

thresholds, the train will start to execute the communication link adding strategy. In

this case, while train moving forward, the system checks for other available PLMNs

and adds them to the candidates network list. In the considered scenario, the system

adds another subflow supporting by cellular network 1 to the active session, other than

the satellite one, and data packets start to be delivered over multiple subflows. Later

on, the third subflow is added over cellular network 2 with the same adding strategy

as before. Then the fourth subflow is added via cellular network 3.

According to the paths management policy, once there are more than two active

PLMNs in a session, the satellite interface will shut down, and all data pass through

the best effort links. At this time, if the transmission capacity is good enough, the train

can provide Internet access through the on-board WiFi service to the passengers with

the exceeding bandwidth.

The train keeps on going forward and then comes into the harsh environment,

where the cellular network 3 falls below a corresponding threshold. At this moment,

the system initiates its link dropping strategy. Since the number of best effort links is

greater than two, the fading subflow is closed directly. Then, there are two PLMNs left

in this session, thus the satellite interface is turned on 4. Now, the data packets are

transported over both best effort and QoS network.

4Satellite interface should be switched on, if there are less than or equal to two best effort links
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Figure 2.8: Test scenario with overlapping QoS link and best effort links (cellular
network 1, 2 and 3).

Gradually, the cellular network 2 breaks down as well and train drives into harsh

environment. When the connection over cellular network 1 also drops, the train falls into

the radio hole, where only satellite connectivity is guaranteed and all data transmission

will be handled exclusively by satellite link. Finally, as soon as a new available PLMN

(cellular network 1) comes out, the adding strategy will be executed again.

2.5.3 Testbed software and hardware setting

The experiments have been executed at system level. The testbed has been built on

a Dell Inspiron 13 computer; with 2.5 GHz Intel four cores i7 processor, 8 GB RAM and

Windows 10 operating system. VirtualBox 4.3.16 [61] has been installed over the host

system. In the virtualized environment, there were set four Virtual Networks named

(i) vboxnet0, (ii) vboxnet1, (iii) vboxnet2, and (iv) vboxnet3.

Two virtual machines with Ubuntu 14.04 32 bit operation systems have been in-

stalled in VirtualBox. Each virtual machine has been configured with 2048MB RAM,

50 GB dynamic storage and four network adapters matching with four virtual networks,

respectively. In each virtual machine, a MultipathTCP enabled Linux Kernel (version

3.16) has been built [62]. The traffic was generated by D-ITG (Distributed Internet

Traffic Generator) [63]. With this software, we can also acquire the network perfor-
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mance features, such as average bit rate, delay, jitter, and delay standard deviation.

All the above features can be acquired on both two transceiver sides. An emulator,

written in Python, is used to create the dynamical network profile for the selected sce-

nario and the two virtual machines are time synchronized by Network Time Protocol

(NTP) [64]. Both inbound and outbound traffic was monitored and recorded through

Wireshark [65]. The testbed illustration is shown in Figure 2.9.

	�����������
������ �����
����
�

Figure 2.9: Illustration for testbed.

2.5.4 Obtained Results

A detailed picture for tested scenario is shown in Figure 2.10. For our test scenario,

the inner ellipses areas represent the regions covered by PLMNs. Values of delay and

bandwidth employed in the performance evaluation have been set in accordance to the

results of the trial campaign performed in ESA ARTES 20 3InSat Project [66]. The

data transmission rate has been set to 400 kbit/s.

The simulation result is shown in Figure 2.11. The communication begins with

satellite network (black line) at 0s. After 15s, cellular network 1 joins into the active

session and data pass through both two networks (black and red lines). Then, at 50s,

cellular network 2 joins in and at 150s cellular network 3 is added as well (green and

blue lines, respectively). Then according to the path management policy, the satellite

interface shuts down around 180s (black line goes down). Thus, from 180s to 280s the

data transmission is supported only by cellular networks. With the fading of cellular

network 3 at 280s (blue line goes down), satellite interface switches on (black line

appears again at 290s), and then cellular network 2 and 1 break down at around 370s

and 450s, respectively (green line and red line disappear one by one). The radio hole

lasts about 80s, from 450s to 530s, where only satellite network is active (all throughput
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is over black line). After that the cellular network 1 comes out again at 530s, and data

transport from both satellite network and cellular network 1 till the end of transmission

(black line and red line working together).

We evince that the proposed architecture can well support railway communications.

During the entire transmission interval, both in city and harsh scenarios, the total

throughput does not change so much. The adding and dropping procedures among

networks are taken smoothly. This can provide the required stability and reliability of

the data transmission for train and control center communication.

Figure 2.10: Test scenario for city and harsh environments. In the city environment,
three cellular networks exist with delay d = 150 ms, and bandwidth B = 2048 kb/s.
They are illustrated by dashed line, gray and grid ellipses. The city environment is also
covered by satellite network with higher delay and lower bandwidth (i.e., d∗ = 500 ms,
B∗ = 512 kb/s). In the harsh environment, there is a radio hole, and it is only covered
by one cellular network (dashed circle) and satellite network (big solid line circle). The
cellular network has delay d = 150 ms, and bandwidth B = 2048 kb/s; while the
satellite network has higher delay and lower bandwidth, d∗ = 500 ms, B∗ = 512 kb/s.
For easy of reference, the train moves from left to right along the railway track, and
the time corresponding to the transition between two adjacent areas is also reported.

2.6 Further studies on MPTCP performance

Now, in order to well evaluate the performance –expressed in terms of stability, con-

tinuity and reliability– of the proposed architecture, we present the analysis of MPTCP

performance, considering both static and dynamic experiments. With the term static,

we mean a scenario where channel delay does not change along time. On the other

hand, a dynamic scenario occurs where the channel delay changes in different channels,
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Figure 2.11: Throughput [bit/s] experienced for different connection links i.e., satellite
network (black line), cellular network 1, 2 and 3, corresponding to red, green, and
blue lines, respectively. Light purple bars show the total throughput during the entire
connection period.

Table 2.2: Parameters used in the simulations.

Network Delay [ms] Jitter [ms] Loss Rate
Cellular 150 15 0.5%
Satellite 500 50 2%

specifically one channel is meant having a fixed delay, and the other channel with a

dynamic delay.

2.6.1 Static Experiments

In static tests, all the scenarios have two subnets with round robin scheduler. Cel-

lular and satellite links are imitated as the network environment. The two links are

characterized by typical delay, jitter and packet loss values [66], as illustrated in Ta-

ble 2.2 . We assume two values for channel bit rate and buffer size i.e., (i) 512 kbit/s

with 512 kbit buffer size, and (ii) 2048 kbit/s with 2048 kbit buffer size. We assess

six test scenarios as shown in Table 2.3. For each scenario we consider two network

interfaces (i.e., eth0, and eth1), each characterized by specific values for network pa-

rameters. As an instance, for scenario S1, we consider eth0 interface with 500 ms delay,
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Table 2.3: Static Experiments Setting

Scenario Delay Jitter Pkt Capacity Buffer
[ms] [ms] Loss [kbit/s] [kbit]

S1 500 50 2 512 512
(asym) 150 15 0.5 2048 2048

S2 150 15 0.5 2048 2048
(sym) 150 15 0.5 2048 2048

S3 500 50 2 2048 2048
(sym) 500 50 2 2048 2048

S4 500 50 2 512 512
(sym) 500 50 2 512 512

S5 500 50 2 2048 2048
(asym + sym) 150 15 0.5 2048 2048

S6 150 15 0.5 512 512
(sym + asym) 150 15 0.5 2048 2048

50 ms jitter, and 2% of packet loss.

The terms “asym” and “sym” mean the scenarios have a (a)symmetric behavior

for the two interfaces i.e., eth0, and eth1, and for different features, respectively. The

terms (i) “(asym + sym)” and (ii) “(sym + asym)” mean that the scenario has a hybrid

behavior, with (i) asymmetric delay, jitter, and packet loss, with a symmetric capac-

ity and buffer, and (ii) symmetric delay, jitter, and packet loss, with an asymmetric

capacity and buffer, respectively. Each scenario lasts 60 seconds, and is comprised of

five experiments with transmission rates [24, 40, 120, 240, 400] kbit/s. On both sender

and receiver sides, packet information and network performance features are recorded.

Notice that the values of transmission rate are lower than the channel capacity, be-

cause we consider railway control data transmissions, and typically train-control center

communication bit rate is lower than 12.2 kbit/s (voice service) [37].

For the experimental results, we obtain (i) the average bitrate, (ii) the average

delay, (iii) the delay STD (standard deviation), and (iv) the average jitter, as shown

from Figure 2.12 to 2.15. Each result has been assessed for different scenarios (i.e.,

from S1 to S6), versus different transmission rates i.e., [24, 40, 120, 240, 400] (kbit/s).

In Figure 2.12, we find that different network environments do not strongly influence

the receiving bitrate, and we experience very similar values independently from the

particular scenario.
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Figure2.13 shows the average delay for different scenarios versus the transmission

rate. The behavior of each "cluster" (i.e., a group of experimental results obtained for

different scenarios and for a given transmission rate) looks similar to the others. As an

instance, for different bitrates, we notice that the highest value of delay is experienced

in S5, and the lowest value is for S6. S5 has the asymmetric setting on channel delay

and jitter, and the symmetric setting on channel capacity and buffer size, as shown in

Table 2.3.

Figure 2.12: Static experiments. Average receiving bitrate vs. transmission rate for
different scenarios. The behavior is independent from the particular scenario.

Figure 2.13: Static experiments. Average delay vs. transmission rate for different
scenarios.
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Figure 2.14: Static experiments. Average delay STD vs. transmission rate for different
scenarios.

Figure 2.15: Static experiments. Average jitter vs. transmission rate for different
scenarios.

This means that there are no big disparities for different transmission bitrates, but

the divergence appears among different scenarios.

From Table 2.3, S1 (asy) has the same channel delay and jitter as S5 (asy + sym),

but asymmetric channel capacity and buffer size. Hence, the average delay is evidently

lower than S5. This means that the best channel (i.e., smaller delay and jitter) should

have the biggest buffer size. This can force the large part of data transfer over the best

channel. Moreover, S5 has smaller channel delay than S3 and S4, same buffer size as

S3 and larger buffer than S4. However, S5 has the worse performance on average delay
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than the other two. It shows that with round robin scheduler the symmetric channel

delay and jitter scenario has better performance than the asymmetric scenarios.

S3 and S4 have the same symmetric behavior, but channel capacity and buffer size

in S3 are higher than those in S4. However, the average delay for those two scenarios

are almost the same (e.g., for 24 kbit/s we obtain an average delay of 0.787 s, and

0.773 s for S3 and S4, respectively). This means that, even if the channel capacity

and buffer size increase, the delay does not change because of the transmission rate is

always lower than the channel capacity.

Finally, we compare S2 and S5, S6 and S1. It is easy to know that under the

same channel capacity and buffer size setting, the symmetric channel delay and jitter

scenarios (i.e., S2 and S6) have the smaller average delay (i.e., 0.344 s in S2 is lower

than 1.159 s in S5). This means that if we use two PLMNs to support the transmission

simultaneously, it is better to select PLMNs with similar conditions (i.e., delay and jitter

settings). So, we can conclude that, with round robin scheduler when the transmission

rate is lower than the channel capacity and buffer size, the symmetric delay and jitter

scenarios should have the minimum average delay (e.g., S2 and S6 have very low average

delays).

In Figure 2.14 the delay standard deviation changes fast among different tests. But

we can find that for different transmission rates, S2 (minimal delay and jitter setting

and maximal channel rate and buffer size) always has the lowest STD. That means the

better channel condition can have more stable transmission status.

Finally, average jitters are quite similar for the same transmission rate, as depicted

in Figure 2.15. Unlike the average delay and the delay standard deviation, with the

same transmission rate, jitter does not change a lot among different scenarios. When

the transmission rate is much lower than the total buffer size, with the increase of

transmission rate, the average jitter decreases fast. Transmission rate at 400 kbit/s

gets the smallest average jitter in our experiments (i.e., 0.016 ms).

To summarize, the static experiments have shown that based on the typical param-

eters of cellular and satellite networks, when the transmission rate is lower than the

channel capacity and buffer size, the scenarios with symmetric delay and jitter have the

minimum average delay. Also, the scenarios with symmetric channel delay and jitter
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outperform the asymmetric one. Average jitter is mainly depended on the transmis-

sion rate, when the transmission rate is much lower than the total buffer size, and it

decreases with the increasing of transmission rate.

2.6.2 Dynamic Experiments

In the dynamic experiments, all the scenarios are tested with two network interfaces

(i.e., eth0 and eth1). The data transmission always starts through eth0. Each test lasts

1 minute, and the channel delay for eth1 is assumed dynamic, changing after 30 seconds.

In particular, we test two values of channel delay (i.e., 100 ms, and 1000 ms), and two

values of bit rates (i.e., 512 kbit/s, and 2048 kbit/s). We obtain 16 tests, each one

assessed for three values of transmission rates i.e., [12, 40, 400] kbit/s. Scenarios from

T1 (test 1) to T8 (test 8) have a 100 ms delay for eth0, while scenarios from T9 (test

9) to T16 (test 16) have a 1000 ms delay. The setting of the dynamic experiments is

illustrated in Table 2.4.

The analysis of the experimental results concentrates on the same factors for the

static experiments on the receiver side, such as (i) the average bitrate, (ii) the average

delay, (iii) the delay STD, and (iv) the average jitter.

The average receiving bitrate is shown in Figure 2.16. The behavior is very similar

among all the tests. This means that as far as the transmission rate is lower than

the channel capacity, different setting of delay and channel rate does not influence the

receiving bitrate. The same consideration has been taken for the static experiments as

well. On the other side, the average delay highly depends on the setting of different

tests (specifically, the delay of eth0 interface). As shown in Figure 2.17, scenarios from

T1 to T8 have less average delay than results in T9-T16. Notice that scenarios from

T1 to T8 with a sending rate of 40 kbit/s (gray columns) have the lowest average delay.

For all three kinds of sending rate, from T5 to T8 the average delay is lower than the

other scenarios. Finally, from T9 to T16 we can observe that the highest delays occur

for lowest transmission rate (i.e., 12 kbit/s).

The delay standard deviation shows the distribution of packet delay for each test.

As expected, the lower standard deviation means a more stable transmission. The delay

Università degli Studi di Roma Tre -Ingegneria Elettronica Yiwei Liu



2.7 44

Table 2.4: Dynamic Experiments Setting

Scenario
Delay [ms] Bitrate [kbit/s]

Eth0 Eth1 Eth1 Eth0 Eth1
0s-60s 0s-30s 30s-60s 0s-60s 0s-60s

T1 100 100 1000 512 512

T2 100 100 1000 512 2048

T3 100 100 1000 2048 512

T4 100 100 1000 2048 2048

T5 100 1000 100 512 512

T6 100 1000 100 512 2048

T7 100 1000 100 2048 512

T8 100 1000 100 2048 2048

T9 1000 100 1000 512 512

T10 1000 100 1000 512 2048

T11 1000 100 1000 2048 512

T12 1000 100 1000 2048 2048

T13 1000 1000 100 512 512

T14 1000 1000 100 512 2048

T15 1000 1000 100 2048 512

T16 1000 1000 100 2048 2048

STD does not only depend on the fix delay level, but also on the transmission rate, as

shown in Figure 2.18. In the first eight tests, the lowest delay STD occurs for a sending

rate of 40 kbit/s (gray columns). Also, scenarios T1-T8 have much higher STD than

T9-T16, but only in the case of 400 kbit/s.

Finally, the average jitter is depicted in Figure 2.19. Tests with 400 kbit/s (white

columns) have a stable behavior with respect to other transmission rates. Tests from

T1 to T8, for transmission rate 12 kbit/s (black columns) and 40 kbit/s (gray columns),

have less jitter than tests from T9 to T16.

To summarize, in the dynamic experiments we observe the following behavior:

• the largest average delay (i.e., 1.533 s) is experienced in T11 for 12 kbit/s, and

has the biggest average jitter (i.e., 0.172 s);

• tests with eth0 1000 ms delay (i.e., from T9 to T16) have larger average delay

and jitter w.r.t. other scenarios.

• the largest average delay has the smallest delay STD (i.e., 0.673 s);

• the largest sending rate has the smallest average jitter.
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Figure 2.16: Dynamic experiments. Average receiving bitrate vs. transmission rate for
different tests.
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Figure 2.17: Dynamic experiments. Average delay vs. transmission rate for different
tests.

2.7 Conclusions

In this chapter, a new communication system architecture is presented, as viable

alternative solution to GSM-R for train control/management system. We consider the

coexistence of multiple wireless networks (i.e., PLMNs) with satellite networks, so that

the communication can be executed simultaneously over multiple subflows via MPTCP.

A dedicated MPTCP “add and drop” subflow logic has been introduced, with the aim

of providing handover procedures for seamless connectivity.
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Figure 2.18: Dynamic experiments. Average delay STD vs. transmission rate for
different tests.
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Figure 2.19: Dynamic experiments. Average jitter vs. transmission rate for different
tests.

The static experiments have shown that based on the typical parameters of cellular

and satellite networks, when the transmission rate is lower than the channel capacity

and buffer size, the scenarios with symmetric delay and jitter have the minimum average

delay. Also, the scenarios with symmetric channel delay and jitter outperform the

asymmetric one. Average jitter is mainly depended on the transmission rate, when the

transmission rate is much lower than the total buffer size, and it decreases with the

increase of transmission rate.

Finally, the proposed architecture has been assessed also in dynamic scenarios. As

expected, best performance are for scenarios with lowest fixed channel delays. The

dynamic experiments have shown that larger average delay gets smaller delay deviation;
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while jitter depends on the sending rate, the larger sending rate the smaller average

jitter.

As future work, we aim to assess the proposed approach via an experimental testbed,

and compare the simulation results with those coming from the real testbed.
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Chapter 3

Train control voice service supporting

based on Multipath UDP links

3.1 Introduction

ERTMS has two main components, ETCS and GSM-R. There are four main services

carried by GSM-R: control information and signaling exchanging between train and

control center, voice communication between train driver and control center staffs,

regular voice communication between control center staffs and railway maintenance

workers, and emergency call between train drivers and railway maintenance worker.

In chapter 2, we have proposed the signaling data transmission solution by intro-

ducing MPTCP protocol in a new communication architecture with public networks.

In this chapter we will give out our MPUDP solution for the voice service which used

to be supported by GSM-R. In particular, we use IP based voice service for the train

control system instead of the traditional voice call. The RaptorQ encoded voice packets

will be dispatched over multiple UDP links.

In order to better understand our new MPUDP solution, first we need to answer

some easy questions. What is VoIP? How the VoIP works? Is there any advantage by

using VoIP? What is the business model for it? What is the different between our new

MPUDP solution and the traditional VoIP solution?

1. What is VoIP?

48
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VoIP is an acronym for Voice over Internet Protocol, which, in more common,

uses for phone service over Internet. It sends voice information in digital form

in discrete packets over Internet, rather than by using public switched telephone

network (PSTN). VoIP has a set of facilities to manage the delivery of voice

communications and multimedia sessions, which is supported by a methodology

and group of technologies over Internet Protocol (IP) networks. Some services

such as IP telephony, Internet telephony, broadband telephony, and broadband

phone service are always associated with VoIP.

2. How the VoIP works?

VoIP uses the real-time protocol (RTP) to ensure that packets are delivered in a

timely way, however, it is currently just offer the best effort service over public

networks. A better service is possible with private networks managed by an

enterprise or by an Internet Telephony Service Provider (ITSP).

The procedure to initiate a VoIP telephone calls are similar to the traditional

digital telephony, but also involves signalling, channel setup, digitization of the

analog voice signals, and encoding. Then the digital information is packetized,

and transmission occurs as IP packets over a packet switched network, where the

traditional call always delivers over PSTN.

Currently, there are many instruments, platforms and software, which can sup-

port the VoIP services, such as WeChat, WhatsApp, and Skype. A standard

implementation is shown in Figure3.1

3. Is there any advantage by using VoIP?

There are two major reasons to use VoIP: lower cost and increased functionality.

a) Lower Cost

In general, phone service via VoIP costs less than equivalent service from

traditional sources. This is alternative function of traditional phone services.

There are some cost savings due to using a single network to carry voice and

data. This is especially true when users have existing under-utilized network
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Figure 3.1: VoIP Standard implementation

capacity that they can use for VoIP without any additional costs. In the most

extreme case, users see VoIP phone calls (even international) as free. While

there is a cost for their Internet service, using VoIP over this service may

not involve any extra charges, so the users view the calls as free. There are a

number of services that have sprung up to facilitate this type of "free" VoIP

call. Examples are: Free World Dialup and Skype.

b) Increased Functionality

VoIP makes easy some things that are difficult or impossible with traditional

phone networks. For example:

i. Incoming phone calls are automatically routed to your VoIP phone wher-

ever you plug it into the network.

ii. Take your VoIP phone with you on a trip. Anywhere you connect it to

the Internet, you can receive your incoming calls.

iii. Call center agents using VoIP phones can easily work from anywhere

with a good Internet connection.

4. What is the business model for it?

The continuous development of network technology has influence in many in-

dustrial sectors. In particular, VoIP is one of the representative changing in

telecommunication industry.
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The VoIP providers can be divided into three main groups. The first group of

VoIP providers offer the same business models, technical solutions and architec-

tures as the legacy telephone network. The second group of providers, such as

Skype, has created closed networks for users, who can get the benefit of free calls

and convenience while potentially charging for access to other communication

networks, such as the PSTN. However, this has limited the freedom of users to

mix-and-match third-party hardware and software. Third generation providers,

such as Google talk, use a Federated VoIP model to support the services. Feder-

ated VoIP uses voice over IP between autonomous domains in the public Internet

without the deployment of central virtual exchange points or switching centers for

traffic routing. These solutions typically allow dynamic interconnection between

users in two different domains on the Internet.

According to the payment model, the business model for VoIP can be classified

in three categories, free Internet telephony, advertising-based Internet telephony

and integration free Internet telephony.

a) Free Internet telephony: VoIP providers offer subscribers with full VoIP

functionality services. In order to increase the facilities, some of the providers

furnish hardware for VoIP services as well.

b) Advertising-based Internet telephony: a number of providers use advertising

as a business model. Most advertising-based products do not provide the

full functionality, in other words, they have limitations, such as limited in

specific locations or restricted by the time for each call.

c) Integration free Internet telephony: some platform offer this category ser-

vices for users such as Voxalot and Mysipswitch. Those platforms allow you

to merge several free Internet phone (VoIP) providers and effective use of

them.

5. What are the different between our new MPUDP solution and the

traditional VoIP solution?
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In the traditional VoIP solution, the voice date is delivered always over only one

link and it has no recovery strategy for lost packets. The service quality is highly

depending on the link delay and packet loss rate.

In our MPUDP solution, we introduce multiple UDP links in the communication

architecture to support the voice packets delivery. Meanwhile, a FEC(forward er-

ror correction) coding protocol-RaptorQ is used in MPUDP solution, too. Before

the voice packets sent to the UDP link, we encode them with RaptorQ protocol.

RaptorQ can bring in the redundancy during encoding procedure, and decoding

can be executed regardless with packets order. By the help of RaptorQ, MPUDP

solution well solves the packets arriving out of order problem, and rises up the

packet loss tolerance, as well.

3.2 Studies on existed VoIP multipath transmission

solutions

In the railway using scenario, we will implement the VoIP service over multiple

paths. That means during one communication session, the voice packets will be deliv-

ered over more than one flow, and the flows will not influence each other. Multipath

VoIP service should have more reliability and capacity than the traditional VoIP ser-

vice (Figure3.2). There are three solutions that we will discuss for the multipath voice

service.

3.2.1 Multipath RTP (MPRTP) protocol

Nowadays, the Internet devices always can support more than one network path

between two end users. Thus, some transport protocols, such as MPRTP and Multipath

TCP (MPTCP), can support the multiple transmissions.

Some researches have been done for the multiple transmissions based on RTP pro-

tocol. In [67], authors proposed multi-stream transmission of real-time voice over best-

effort packet networks. The results show that transport over multipath can significant

reduce end-to-end latency and loss rates compared to FEC protected single-path trans-
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Figure 3.2: VoIP normal implementation

mission at the same data rate. John G. Apostolopoulos in [68] introduced two archi-

tectures for achieving path diversity, and examine the effectiveness of path diversity in

communicating video over a lossy packet network.

3.2.1.1 Architecture and stack

In a typical scenario, an RTP session uses a single path. In an MPRTP scenario,

the control signal is over a TCP path; while an RTP session uses multiple subflows

(each subflow uses a different path), as described in Figure3.3. Figure3.4 illustrates the

stack for the MPRTP solution.

Application layer sends single flow to MPRTP manager and MPRTP manager splits

it into multiple RTP subflows. Each subflow is sent along a different path to the receiver.

To the network, each subflow appears as an independent, well-formed RTP flow. At

the receiver, the subflows are combined to recreate the original RTP session.

3.2.1.2 Advantages and disadvantages

This solution mainly bases on MPRTP protocol. MPRTP is independent protocol,

and it extends the RTP/RTCP protocol. It has several control mechanisms itself, such
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Figure 3.3: Architecture for MPRTP

Figure 3.4: Protocol stack for MPRTP solution

as connectivity check, adding new or updating interface and congestion control. Those

mechanisms can support the application layer to well manage the session connection.

Moreover, MPRTP protocol should be backward compatibility, all applications which

base on RTP protocol, can move to MPRTP protocol without modification. Meanwhile,

MTRTP usually bases on UDP protocol, and this should provide better performance

on delay and jitter compare with delivery over TCP protocol.

But there are also some disadvantages. The MPRTP protocol is still published as

draft version, thus it may change in the future. All RTP paths are based on UDP

protocol, thus the connections are best effort connections, which cannot guarantee the

QoS. That means some packet may be lost during the delivery. In addition, there is

only GStreamer implementation but not a system level implementation for this moment,

which brings in the difficulties for system level realization.

3.2.2 Multipath TCP (MPTCP) protocol

MPTCP protocol is the expending for TCP protocol, and it has been defined by

IETF with RFC6824 [41]. MPTCP can well use the network resource redundancy
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Figure 3.5: Architecture for MPRTP solution

Figure 3.6: Protocol stack for MPTCP solution

by delivery the packets through several path . All paths are independent with each

other, thus breaking or congestion of one connection path will not influence the other

connections.

3.2.2.1 Architecture and stack

The MPTCP based connection has at least one TCP connection path. The packet

will be delivered over several different TCP link. The architecture is shown in Figure3.5.

The protocol stack is shown in Figure3.6. Between application layer and TCP layer, the

protocol adds a MPTCP layer, which can distribute the packets in to different TCP

paths based on the scheduling strategy and the connection capacity and congestion

status. On the contrary side, before pass the receiving packets to the receiver, MPTCP

layer reorganize the packets with a correct order as it in the sender side.

3.2.2.2 Advantages and disadvantages

The MPTCP protocol has many advantages as a candidate solution. First, MPTCP

has been defined by IETF as RFC6824. It has been implement on the Linux system
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and many researches have tested the performance for this protocol. Second, we al-

ready have working experiences on MPTCP protocol. In last chapter, we proposed a

new architecture for the railway communication by means of MPTCP, and we have

successfully implemented this architecture on system level. Third, we have learnt the

MPTCP protocol characteristics on dynamic railway using scenarios. Hundreds tests

have been done for performance evaluation of MPTCP based dynamic symmetry or

asymmetry networks. Fourth, when the voice packets are delivered over TCP links, the

lost packets will be retransmitted by the retransmission mechanism. For this reason,

MPTCP solution can be considered as a QoS guaranteed solution for multipath VoIP

packets delivery.

However, this solution also has some disadvantages. First, the VoIP applications

are designed for UDP transmission, and they may need some modification to fit the

TCP based transmission. Second, the packets delivered over TCP will lead to the low

performance on delay. Third, since the packets are transported over different paths,

the out of order problem is also need to be taken into consider.

3.2.3 MPT-GRE in UDP solution

The single-path transmission cannot take the advantages from the multiple avail-

able interfaces. RFC 6824 "TCP Extensions for Multipath Operation with Multiple

Addresses" introduced extensions for the TCP protocol to extend the current TCP

implementations for supporting multiple paths. However, the MPTCP works in the

transport layer and is restricted to the TCP protocol. Multipath UDP has a significant

defect, since the UDP protocol is designed for single packet and with no states. The

packets arrived in different paths has no relevant with each other will cause the out

of order problem and this problem is really harm for the application. So we cannot

direct use multipath UDP as the solution. In order to solve this problem, MPT-GRE

in UDP (multipath-Generic Routing Encapsulation in User Datagram Protocol) can be

considered as a good solution based on UDP transmission. In this solution bases on the

IETF draft GRE-in-UDP Encapsulation [69], GRE protocol can generate a tunnel for

UDP encapsulation, and the multipath layer is under the GRE layer, then the packets
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are delivered over multiple UDP paths. MTP-GRE in UDP can fix the gap for multiple

UDP transmission [70]. Authors in [71] have successfully implemented the MTP-GRE

in UDP transmission for HD video streams.

3.2.3.1 Architecture and stack

The architecture for MPT-GRE in UDP solution is slightly different from the pre-

vious solutions. Because the multipath layer is between the GRE layer and UDP layer.

The architecture is shown as follow in Figure3.7. The application sends out packets and

those packets are delivered over UDP protocol. After that, packets are encapsulated

with GRE head and distribute by the MPT environment to different UDP flows. On

the receiver side, the MPT environment recollects the packets and saves in the buffer

to reorder the arrived packets. Then packets are passed to the receiver application by

UDP transmission. For applications on both sides, the transportations are executed as

in a normal UDP way. The protocol stack is picked in Figure3.8

Figure 3.7: Architecture for MPT-GRE in UDP solution

3.2.3.2 Advantages and disadvantages

The purpose of MPT is to support the multiple transmissions over UDP protocol.

The losing packets will not be retransmitted in this solution. This strategy can improve

the quality of using experience. That means the lost packet may leads to a small silence

slot instead of the long delay. MPT offers a map of packets to multiple interfaces

dynamically, and this can solve the out of order problem. In addition, MPT does not

require the modification of application software. Because from the application’s point
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Figure 3.8: Protocol stack for MPT-GRE in UDP solution

of view, it uses only single logical interface for the communication (doesn’t see the

multipath from application layer).

There are also disadvantages for this solution. For instance, MPT-GRE in UDP is

still in library state, in the other words, there is no reliable implement for this solution

now. What’s more, even the GRE in UDP is still in the draft status and it is not

a protocol yet. Beside, since the packets are delivered over UDP paths, there is no

significant relevant between different paths. For the reason that the different network

has different delay (e.g. WI-FI or 3G), the packets scheduling will be broken down

and that caused packets out of order effect. However, the MPT layer should be able

to reorder the packets by adding map on each packet. To reorder the arrived packets

may need a big buffer and that also leads to a large delay on the receiver side. MPT

environment can be considered as a good solution for multipath VoIP, but there are still

some problems for the multipath UDP transmission. For instance, when one of the UDP

paths gets congestion, MPT environment cannot automatically distribute the packets to

other paths, but continuously distributes packets to all paths as the out-weight setting.

What’s more, for the MPT environment, when one physical interface shuts down and

restarts, the packets will not automatically deliver through this interface again. The

interface reactivation need to call the "./mpt int XXX up" command manually. For

this reason, we need another solution to deal with the path congestion and interface

reactivation problems.
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3.3 Proposed new solution for train control voice

service based on Multipath UDP links

All existed solutions have some drawback on the railway using scenario. Simple

implementation of multipath UDP transmission has significant defects. There isn’t a

literal standard for multipath UDP and there isn’t implementation for simple multipath

UDP as well. UDP is the protocol for packets transportation without state. Thus, there

is no relevance between two UDP packets. If we only focus on the transmission layer,

it doesn’t matter whether there is relationship between packets. But at the application

layer, two UDP packets delivered through different paths must be received in same

order as they were sent. Otherwise, the disordered packets will strongly influence the

application on receiver side. This may lead to a heavy deterioration on the QoS.

Leveraging on the above mentioned motivations, we need some better solution,

specially for railway scenario. In our work, we focus our attention on the railway

voice communication, based on both QoS and best effort networks. We coalesce the

RaptorQ protocol together with multipath UDP transmission to support the voice

communication. The RaptorQ can well solve the packet loss and out of order problem,

specially for big delay difference and large packet loss rate situations.

3.3.1 Architecture for MPUDP solution

The proposed communication system architecture is shown in Figure3.9. The multi-

ple UDP links are generated between two gateways. The data will be sent and received

by multiple UDP links simultaneously. The MP-UDP software should be installed on

both sides of the gateways. Media softwares connect to the gateway through single

link. It is worth to mention that the media software does not need to modify their

I/O interfaces. In the other words, for the media software, it seems to communicate by

the regular RTP protocol over single UDP link. In fact, when there is only one path

between two gateways, the connection falls back to the regular UDP connection.

The MP-UDP software is designed with three kinds of schedulers: basic, balance

and RaptorQ.
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Basic simply duplicates the packets and sends the same packets over each possible

UDP link.

Balance periodically sends the prob packets over each link, and the next few packets

will continually send over the lest delay UDP link till the next period, when the prob

packets reporting with the new delay condition of each link.

RaptorQ has the most complicated strategy. Thus, RaptorQ scheduler needs more

data processing time than other two schedulers. In fact, it has a limitation on through-

put for the real time processing. To maximum reduce the latency and improve the

throughput, RaptorQ binds a group of voice packets together and encodes/decodes

them at one time. In details, according to the length of waiting queue, RaptorQ en-

codeing module first gathers a dynamical number of packets in its encoding buffer, then

encodes them together. For example, after the RaptorQ encoding module fetching a

packet, if the media software waiting queue is empty, RaptorQ will encodes the packet

at once. But, when the waiting queue still contains 1 to 5 packets, RaptorQ will only

put the fetched packet in its encoding buffer and goes to fetch another packet at once.

The encoding happens only when the encoding buffer is equal to or more than 5 packets.

All packets in encoding buffer will be bounded together and encoded at one time. If the

waiting queue has more than 5 packets, the encoding procedure occurs when there are

no less than 10 packets inside encoding buffer. In addition, the encoding symbol size

automatically changes according to the packets size as well. Symbol size can be set as

32bytes, 64bytes, 128bytes, 256bytes and 512bytes. RaptorQ encoding module should

always choose the less padding symbol size to encode packet. This two strategies can

help RaptorQ scheduler to deal with the throughput limitation problem.

For better understanding how the MP-UDP software to work, here (Figure3.10)

comes an example on how the media softwares to send and receive the packets with

RaptorQ scheduler.

We assume that voice packets are first sent from software 1 (SW1) to software 2

(SW2), then SW2 replies SW1 and sends its own voice packets back to SW1. SW1

sends original voice packets to gateway 1 (GW1) through the physical interface eth0.

Once GW1 receives a packet, it passes this packet to a dynamic encode buffer, and

encode procedure will begin only if the buffer is full. The size of the encode buffer
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Figure 3.9: The architecture of proposed solution.

depends on how many packets waiting to be encoded. Packets in the encode buffer will

be bound together as a single big packet, and this big packet will be encoded into at

least two symbols according to the overhead rate by RaptorQ protocol. For example,

with 0% of overhead rate, each big packet will be encoded into two basic symbols, with

50% overhead, each big packet will be encoded into two basic symbols and one overhead

symbol. All symbols will be evenly distributed over all possible UDP links, that means

three symbols will be delivered over three different UDP links. On GW2 side, the

symbols are received by multiple physical interfaces (eth0 to ethn), and passed to the

dynamical decode buffer. Decode procedure can be executed when the receiver has the

same quantity of symbols as the basic symbols. For instance, with overhead 50%, three

symbols will be sent out, and the big packet can be decoded when any two of this three

symbols are received. Then the big packet will be converted to original voice packets.

MP-UDP software passes this packets to media software SW2 over only one interface

which connects with SW2. For replying to SW1, SW2 sends out its packets to SW1

following the same steps.

3.3.2 Stack of MPUDP solution

The architecture for RaptorQ codes solution is on the application level, and it is

different from all previous solutions. RaptorQ code environment receives a normal RTP

session from the application, and then it encodes and splits the packets into multiple
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Figure 3.10: Data sending and receiving example for MPUDP software.

UDP subflows. Each subflow is built on a different path. On the network point of view,

each subflow appears as an independent, well-formed UDP flow. At the receiver side,

the packets from different subflows are combined and decoded at the RaptorQ code

environment, and then RaptorQ code environment recreates the RTP session. That

means, the VoIP application receives an original RTP session from the RaptorQ code

environment. The architecture is shown as follow in Figure3.11, and the protocol stack

is picked in Figure3.12.

Figure 3.11: Architecture for MPUDP solution with of RaptorQ scheduler

Figure 3.12: Protocol stack for MPUDP solution with of RaptorQ scheduler
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3.3.3 Advantages and disadvantages for MPUDP solution

The aim for MPUDP solution is to support the real time RTP session over multiple

UDP paths and this solution can automatically move the traffic from congestion/broken

paths to the active paths and improve the total throughput. The decoder is able to

rebuild the source block from any set of encoding symbols equal to or slightly more than

the number of basic symbols. For this reason, RaptorQ protocol can well solve the out

of order problem for the multipath UDP solution. The MPUDP solution add an extra

environment between RTP/RTCP and UDP protocols, and from the VoIP application

point of view, the session stream is delivered over a single RTP flow. That means,

using MPUDP environment does not request the modification of VoIP applications.

During a communication session, all UDP subflows work as independent normal UDP

flows. In other words, the breaking of current path will not influence the other paths

and the switching on/off the current interface will not influence the other interfaces,

too. Moreover, since the MP-UDP software is on the application level, it can be used

in different operating systems with minor modifications.

There are also some significant defects. The most difficult problem is the implemen-

tation. Since we are the first one who propose this solution, there is no implementation

on this environment at all. Thus, we need to develop whole software by ourselves.

Second, in order to enlarge the tolerance of packet loss, RaptorQ encoder need to add

the redundancy overhead symbols, this will increase the network throughput overhead.

Third, the decoder can be execute only when there are enough encoding symbols re-

ceived, and this may need an addition requirement on buffer size and need to face a

delay problem as well.

3.3.4 Overview and related works of RaptorQ protocol

Raptor code is a kind of fountain codes, and it is based on the forward error cor-

rection (FEC) technology at the application layer. RaptorQ, which comes from Raptor

coder, is a new generation fountain code. It aims to minimum the redundant FEC

information during the en/decode procedure, and achieve a better performance on the

increased encoding and decoding complexity situation [72].
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In [73], the authors introduced the differences between RaptorQ code and Raptor

code, and they portrayed the advantages for RaptorQ code as well. Five important

differences are highlighted in their paper. First, the algebra in RaptorQ is over GF(256)

(Galois Field) as compared to GF(2) for Raptor codes. Second, the first encoding step

in RaptorQ is padding souse block with zeros. Third, RaptorQ use enhanced two-

step pre-coder to encode. Fourth, a superior algorithm for LT encoding is used in the

final step of RaptorQ. Finally, RaptorQ supports a wider range of source symbols and

encoding symbols. Based on all these differences, RaptorQ has more coding capacity,

efficiency and flexibility than Raptor codes.

Some other researchers have evaluated the performances of the RaptorQ code, and a

part of them have compared RaptorQ with Raptor code as well. C. Bouras et al.[74] as-

sessed the RaptorQ code over 3GPP multicast services. According to their experiments

results, in view of achieving a completed MBMS (Multimedia Broadcast/Multicast Ser-

vices) coverage, RaptorQ needs an overhead about 12% for 5MHz bandwidth system

and half for 10MHz bandwidth system. RaptorQ codes performs better under the

shorter source symbol and wider system bandwidth situation. T. Mladenov et al.[75]

involved RaptorQ on NIOS II embedded system co-working with inactivation decoding

Gaussian elimination (IDGE) algorithm. Their tests serviced for multimedia broadcast

and content delivery based on MBMS and Digital Video Broadcasting (DVB-H) stan-

dards. A plenty of simulation results showed that comparison between Raptor code

and RaptorQ code, RaptorQ has more reliability than Raptor code. For probability of

successful decoding of 99.9%, RaptorQ requires one extra symbol, while Raptor code

needs 16 extra symbols. But the decoding/encoding time for Raptor code is signif-

icantly shorter than RaptorQ code. Here we defined that K as block size and T as

symbol size. When K = 32, 256 and 1024, Raptor code with T=128 is 10.74, 13.97 and

14.02 times (respectively) faster than RaptorQ code in inverting the pre-code matrix

and decoding the encoded symbol vector. Comparing the RaptorQ code with itself,

the smaller symbol size can en/decode much more faster than the bigger symbol size.

For example, with K=32, 256 and 1024, the RaptorQ IDGE algorithm with T=128 is

2.92, 3.32 and 3.29 times faster than T=512, respectively. Always with K=32, 256 and

1024, the similar results were obtained on the case of comparison between T=128 and
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T=1024 are 6.03, 6.66 and 6.36. What’s more, RaptorQ consumes more energy than

Raptor code, especially in the large block and symbol size occasion. For this reason, in

case of the real-time application scenarios, it is better to have some strong processors

to support RaptorQ codes.

RaptorQ has been tested on many other different applications. Linjia Hu et al. [76]

used RaptorQ code on both graphics processing units (GPUs) and CPU. They got the

similar conclusion as we mentioned before. The en/decode time highly relates on the

block size and symbol size. In their test bed, the GPU (GPU-PACKED-GE) works

better than the CPU (CPU-SPARSE-IDGE). Authors in [77] introduced an efficient

application of AL-FEC scheme, and they deployed this policy over mobile multicast

standards based on RaptorQ code. Then, in [78–80], they further exploited their AL-

FEC scheme to online algorithm with the help of RaptorQ code. A. Andó and the

other researchers, who are from University of Palermo, have worked on the RaptorQ

code since 2012. They have involved RaptorQ code in the Free Space Optics (FSO)

link quality enhancement strategies [81–86]. Their experiments demonstrated that, all

rateless codes (e.g. Luby Transform codes, Raptor and RaptorQ codes) can improve the

link quality for FSO, especially the RaptorQ code. The employment of RaptorQ code

can strongly decrease the packet error rate, and even achieve the error-less status for

receiving data with a properly setting of encoding/decoding parameters. The authors

in [87] and [88] used RaptorQ code for the real-time transmission scenarios. In [87]

RaptorQ code was used for supporting a channel-adaptive transmission strategy. They

proved that RaportQ code can enhance the system transmission efficiency and reliabil-

ity. Authors of [88] used RaptorQ code in real-time MPEG Media Transport (MMT)

transmission. And RaptorQ code can recover the packet loss for unreliable UDP link.

Authors in [89] and [90] embedded RaptorQ together with 802.11 WLANs protocol, and

they demonstrated that RaptorQ enabled carousels (compared to standard carousels)

can significantly reduce the average response time and increase the percentage of users’

satisfactions in the multicast network.

From all above, we can conclude that, RaptorQ code is an FEC code, and it can

be considered as the next generation of Raptor code. Comparing with Raptor code,

RaptorQ code has higher capacity, efficiency, flexibility and reliability on en/decode.
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But the only defect is that with the same block size and symbol size, RaptorQ code

needs more en/decoding time and stronger processor than Raptor code, in particular

in the big block and symbol size occasion. Comparing with RaptorQ code itself, the

en/decoding for smaller symbol size (such as T=128) is much faster than the bigger

symbol size (such as T = 1024). The RoptorQ code has been used in many different

scenarios, and on all those scenarios RaptorQ code can improve the reliability and

capacity for the link or transmission qualities.

3.4 MP-UDP software architecture design

This MP-UDP software is designed as process-oriented software. The RaptorQ

en/decode parts are written in C language, and the other parts are written in Python.

It should be run based on Linux system. MP-UDP software intents to create a multipath

UDP environment for media software (eg.VoIP).

The transmission is over UDP network protocol, which can well meet the strict

delay requirement from the real-time media software. The interfaces configurations for

this MP-UDP software can be divided into two different categories: sending interface

and receiving interface. Sending interface refers to the interface which sends data to

the network. Sending interface sends out those UDP data packets which come from

encode block. Receiving interface refers to the interface which receives UDP data from

the network. Those received UDP packets will be passed to the decode block.

MP-UDP software has transmission paths management methods and congestion

control mechanism, which can increase the capacity, flexibility, stability and reliability

for the data transmission.

MP-UDP software includes 8 parts: flow acquisition, flow delivery, encoding, de-

coding, congestion control, path scheduling, MP data splitter, and logging. The com-

ponents structure is shown as follow in Figure3.13.
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Figure 3.13: MPUDP system components

3.4.1 Flow Acquisition

Component Flow acquisition is the outside data accessing interface for MP-UDP

software. In the other words, it can be considered as the media stream data input

interface between the user software (media software) and MP-UDP software. This part

should continuously receive data from the connected user software and it should pass

the data streaming to the encode module with the predefined data format, block size

and symbol size.

For RaptorQ scheduler, the Flow acquisition module should be able to get or receive

the useful UDP packets form the income flow. It should be able to set/change the buffer

size, and of course pass those received data to Encode RaptorQ module. The coming

data with dynamic data rate will be put into a buffer. When buffer is full or the received

data reach a certain block size, Flow acquisition module should pass this data to the

Encode RaptorQ module. The size of the Flow acquisition buffer is decided by the

waiting queue of income voice data and the output data rate should be more stable

than the input data rate.

For other schedulers, flow acquisition packages the packets with additional informa-

tion, such as packet IP, time stamps.
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3.4.2 Encode RaptorQ

Encode RaptorQ is only used for RaptorQ scheduler. This module is the data

processing part for the input data from media software.

The Encode RaptorQ module is one of the most important part for MP-UDP soft-

ware. The RaptorQ encoding method helps the packets to solve the packet loss and

out of order problems in the receiver side. Because, in the multiple link case, the UDP

packets will be delivered over different UDP links and each of the UDP link may have

different delay and the packets may disorderly arrive at the receive side, but RaptorQ

decoding method does not crucial rely on the packets order, it can decode the block of

data once it gets a certain subset of the encode packets.

The encode RaptorQ module should be able to encode the input block and encoding

velocity should fast enough to meet the requirement for real-time communication. The

overhead rate of RaptorQ encoding can be changed according to the channels capacities.

3.4.3 MP Data Splitter

MP data splitter is the inside and outside interface for the encoded UDP packets

between two gateways.

The purpose for MP data splitter is to distribute the packets in the proper subflow

according to the scheduling strategy and it collects the data from the contrary gateway

as well.

For sending mode, data from encode module or flow acquisition module should be

able to deliver over multiple paths. The MP data splitter takes the role to distribute

data packets in different links. MP data splitter will choose a link path for each packet

according to the path scheduling.

For receiving mode, with RaptorQ scheduler, MP data splitter collects the RaptorQ

encode UDP packets form the counterpart gateway, and pass those data to the decode

RaptorQ module. With other schedulers, MP date slitter should pass the packaged

packets to flow delivery module directly.
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3.4.4 Decode RaptorQ

Decode RaptorQ is only involved in RaptorQ scheduler. This module is the data

processing part for the data which will be pass to media software.

The Decode RaptorQ module takes charge of the decoding work for the received

packets from the contrary gateway. Once the received packets reach a certain subset of

the original encode set for each block, the RaptorQ decode processing will begin and

Decode RaptorQ part also connects with the Flow delivery, in the other word, decode

module prepares the UDP stream data for Flow delivery module.

The decode RaptorQ component should be able to decode the data block from a

certain number of the receiving UDP packets from the remote gateway. The decoding

should not depend on the order of the received UDP packets. The decoding process-

ing velocity should meet the requirement from real-time communication. In order to

continuously receive packet from MP data splitter, once the decoding finishes for one

block, the data, which stay in the decoding buffer, should be clear out. The decoded

data should be send to Flow delivery and wait for the delivery to media software.

3.4.5 Flow delivery

Component Flow delivery is the MP-UDP software data export interface to media

software.

The Flow delivery module is the data export interface between user software and

MP-UDP software. This module should continuously deliver the date to the terminal

software with correct packets order and stable data rate.

For RaptorQ scheduler, the Flow delivery module should be able to receive the

decoded data from Decode RaptorQ module and save in its buffer temporarily in order

to make sure the correct order for the block packets. This module should also be able

to send out the data streaming to media software with a stable data rate.

For other scheduler, the flow delivery module should be able to unpackage the

receiving data from MP data splitter and pass the pure and reordered stream date to

media software.
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3.4.6 Congestion Control

This module servers only for the balance scheduler.

Congestion control is designed to make the best decision for distributing the received

packets which come from the streaming. The decision should base on the link delay

status of each UDP link.

The congestion control part contains the congestion control algorithm and carries

out the distribution plan based on the link status and congestion algorithm. Congestion

control module can help MP-UDP software to carry out an optimization solution to

distribute the packets on multiple UDP links. In order to get the link capacity for each

possible link, we send probes over every possible path in a given time interval. The

time interval can be set in the configuration file. All these link condition information

will be passed to the congestion control module as the features, which will be used in

the congestion algorithm.

3.4.7 Path Scheduling

Users can set/change the path scheduling with this module. This module aims to

give the scheduling to all possible UDP links for the encoded packets distribution. Sev-

eral path-scheduling functions are predefined in this module. The user can set/change

the scheduling strategies through this module.

3.4.8 Logging

Logging module is the recording component for the MP-UDP software. This part

aims to record all activities occurring during the usage of MP-UDP software. Logging

module takes the role of recording all activities form every module of the software.

Every module output their real-time activity information to the logging module. And

the logging module recorders all activities information in the logging file and generates

a logging document if need.
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3.5 MP-UDP software behaviors evaluation with

RaptorQ scheduler

In order to know if our MP-UDP software can work well or not, first we should have

a basic knowledge about the requirements of VoIP service. For this reason, we did some

researches on the works relating to the quality assessment of VoIP.

3.5.1 Related works of VoIP quality assessment

The voice can be IP based and seamlessly delivered over Internet with an integrating

of different kinds of networks. Voice quality is ultimately adjudged by the listener and

thus, speech quality is inherently perceptual or subjective in nature [91]. The Mean

Opinion Score (MOS) test provides a widely accepted measure for subjective speech

quality [92]. A numeric scale ranging from 1 (unacceptable) to 5 (excellent) has been set

in the MOS test and the final result is considered as the average of accepted subjective

score for the testing audio piece.

According to [93], the MOS score can be convert to the R value and there are a big

amount of factors which can lead to an impairment in the voice quality such as packet

loss, delay and jitter. Recommendation [94] depicts the different delays for VoIP based

on diverse codec types. It also draws up the relation between the user satisfied level

and the mouth-to-ear-delay time. The curve is shown in Figure3.14.

From Figure3.14 we can see that when the mouth to ear delay is less than 200ms,

most of the users are very satisfied. Delay from 200ms to 280ms, users are still satisfied.

In the interval of 280ms to 380ms, a part of the users are not satisfied, and from 380ms

to 550ms, many users are dissatisfied. When the delay is larger than 550ms. Nearly

all users are dissatisfied. Based on this result, we can summarize that for our test, the

maximum total delay should be less than 550ms.

In fact, many other researchers have done a great number of works on the VoIP

quality assessment. Amit Chhabra, et al [95] gave the assessment of VoIP E-model over

802.11 wireless mesh network. They mentioned the different attributes of corresponding

codec, and highlight that the R value can be diminished by many artifacts, which mainly
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Figure 3.14: R value versus Mouth to ear delay

include the codec type, packet loss, jitter and delay. But some times the R value can

be compensated with an Ad factor, that is advantage parameter that a person in an

environment can tolerate. The value of Ad is more in satellite networks than in others.

In addition, the Ad factor usually lies in the rang of 0 to 20. Y. Han, et al, in [96] have

done some researches on the accuracy analysis of PESQ [97] (Perceptual Evaluation of

Speech Quality) and E-Model [98], which are two main objective quality assessment

functions. They tested the different impairments for the same packet loss rate based on

different languages. In addition, they did quality evaluation on different languages and

figured out that this two methods can well indication the quality in a certain period

of the time during the call. In [99] H. Assem, et al, proposed an APU (Acceptable,

Poor, Unacceptable) approach. They separate the MOS value into three categories(i.e.

Acceptable, Poor, Unacceptable groups) according to different codec types, shown in

Table3.1.

And they also defined delay into three intervals (i.e. 0-150ms, 150ms-400ms, and

400ms-infinity) respecting to the same APU categories, respectively. Meanwhile, they

illustrated the MOS trends with different packet loss rate, codec type and burst ratio.
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Table 3.1: APU model for the MOS of some codecs [99]

In [100], N. Khitmoh, et al, did a subjective test for VoIP quality, and the test based on

Thai language. They set three kinds of delays (0ms, 400ms, and 800ms) and different

packet loss rate (from 0% to 10% ). And from their results we can find even with

10% of packet loss rate and 0.8 second delay, the MOS value can arrive at 3.29 (with

standard deviation 0.53). If we compare this MOS to APU method, we can conclude

that end users can still accept the voice quality with 10% of packet loss rate and 0.8

second delay. T. Daengsi, et al, in [101] introduced an enhanced objective method for

VoIP quality evaluation based on E-model for G.729. And they verified their method

with MOS values on Thai language as well. The experiments were taken under the

delay rang 0-400ms and the packet loss rang 0-6%. L. Angrisani, et al, in [102] depicted

the influence of IPDV (Internet Protocol Delay Variation) to the MOS. IPDV can be

simply considered as jitter. And from their results we can conclude that with enlarging

the jitter buffer, the MOS can be improved somehow. And the IPDV method can well

reflect the quality level. The authors in [103] they appraised the impairment of quality

with three factors Packet loss(0-30%, step 3%), Delay (0ms-300ms, step 25ms) and

jitter(0ms-50ms, step 5ms). And from their result we find that the jitter plot has the

fastest slop downgrade, while the delay has the slowest one and the MOS decline of

packet loss stays in the middle. Thus, we can conclude that with the amount of time,

the influence of jitter is stronger than delay. Besides, we can find from their result,

for AMR [104] (Adaptive Multi-Rate codec) codec, the higher bit rate gets the better

quality.
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3.5.2 Testbed hardware and software requirements

The RaptorQ library performances evaluation experiments are implemented at soft-

ware level. The test bed is built in a DELL inspiron 13 7000 series computer, with Intel

Core i7-6500U CPU 2.50GHz × 4; 7.5GB memory and Linux Ubuntu 16.04 operation

system.

The Raptorq test is written in C language. In order to run the C codes, the computer

must be installed with GCC compiler. In addition, to run the test, the RaptorQ library

[105], lz4 library, and pathread library are requested, too. In our case the codes are

edited, compiled and run under the integrated development environment (IDE) Eclipse.

The MP-UDP software is written in Python2.7. To run this code, you need make

sure the computer has been installed the python2.7 and all the libraries requested in

the code. Especially, the libraptorq library in python2.7.

To test MP-UDP software, we are emulate a real end to end communication envi-

ronment, for this reason, the communication will be taken place in two virtual machines

with three network interfaces on each, one for time synchronize, two for deliver traffic.

To make the time synchronize we need NTP to set one computer as time server and

the other as client. And always synchronize this two end terminals during all tests.

To generate the packet, we need two kinds of packet generator, one is iperf[106] the

other is D-ITG[63].

3.5.3 Path adding and dropping test for MP-UDP software

In the path adding and dropping test scenario, we assume that the train travels

along the track, which is represents with arrow line in Figure3.15 .

The entire trip lasts 100s, the train continuously sends out the packets to control

center, with a constant bitrate 100kbit/s, while the RaptorQ overhead rate is 150%.

The satellite network covers all travel distance, whilst PLMNs can be accessed from

0s to 40s and from 80s to 100s. From 0s to 40s, the communication is support by two

kinds of networks. Then, from 40s to 80s, all packets sent over PLMN are lost. Later,

from 80s to 100s, PLMN comes up again and is able to deliver packets. This means

that there is a radio hole in the middle, where is not covered by any PLMN network.
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Figure 3.15: Test scenario

Parameters Satellite PLMN
Delay 500ms 150ms
Jitter 50ms 15ms
Loss 15% 15%
Rate 512kbit 2048kbit

Table 3.2: Network parameters

Although, during the radio hole, only satellite takes charge of the data delivery, from

the media software point of view, there is no influence on sending and receiving data.

The satellite and PLMN network parameters are acquired from the real environment.

In our test, the PLMN is set with 150ms delay, 15ms jitter, and bitrate 2048 kbit/s.

The satellite network has a higher delay and jitter, that are 500ms delay and 50ms

jitter. Satellite has bitrate 512kbit/s, which is less than PLMN. Both networks have a

same packet loss rate 15%. All parameters are depicted in Table3.2.

3.5.3.1 obtained results

In this test, the total sending time is 100s while the total receiving time is 100.2s.

The sending bitrate on iperf client side is 100kbit/s, meanwhile, on iperf server side, the

receiving bitrate stays the same. Although, for both satellite and PLMN, the packet

loss rate are 15%, thanks for RaptorQ overhead algorithm, there is neither packet loss

nor out of order packet on iperf server side.

The traffic over satellite and PLMN depicted in Figure3.16 are monitored by Wire-

Università degli Studi di Roma Tre -Ingegneria Elettronica Yiwei Liu



3.5 76

Figure 3.16: Test results.

shark installed in router virtual machine. The red line represents the total throughput,

the green line describes the throughput over PLMN network, and the blue line is the

traffic over satellite. At beginning, packets delivered over both networks can be re-

ceived, then, the PLMN link is broken. It is easy to know that during the radio hole,

the traffic can pass only over satellite network. Finally, when the PLNM comes up, the

link can recover automatically.

The result shows that, the MP-UDP software can use more than one UDP links to

transmit the packets, and the paths can be added and dropped at any time during the

transmission time. If there is enough bandwidth to sustain the transmission, broken of

any UDP link will not give big influence on the overall communication.

3.5.4 Performance assessment for RaptorQ en/decode function

We propose a solution for VoIP service based on multiple UDP transmission links.

From the others previous works we can know that VoIP service is sensitive with the

time delay, since it is a kind of real time voice service. En/decode time may take a big

portion in the delay time budget. For this reason, we need some further researches on

the en/decode time with diverse relevance of symbol/subsymbol size and file dimension

on account of our particular using scenario.

Some of the researchers have done a few tests based on the RaptorQ code protocol,
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and from their results we can summarize that, RaptorQ code has higher capacity,

efficiency, flexibility and reliability on en/decode than the old Raptor code. But with

the same block size and symbol size, RaptorQ code needs more decoding time and

stronger processor than Raptor code, in particular in the big block and symbol size

occasion, and the symbol size influence the en/decode speed.

Besides symbol/subsymbol sizes, the overhead also has a big influence on the channel

transmission capacity, the success decode rate, and the en/decode time. It is one of the

most important features in the RaptorQ en/decode Receiving as well. In this chapter,

we will do some series of tests, and all of them will focus on the total encode and decode

time.

3.5.4.1 En/decode time consume with different symbol and subsymbol

sizes for various file dimensions with 100% overhead

From [107] we know that without packet loss, to have 99.9% of successful decoded

RaptorQ need one extra symbol. However, in out case, one overhead is not enough.

For this reason, in this type of test, we use 100% overhead to guarantee the successful

en/decode. Here, we want to find out some correlations among different symbol sizes,

different subsymbol sizes, and different file dimensions on en/decode time.

1. Test parameters setting and test design

ITUT-G.114 has displayed the relationship between the mouth-to-ear delay and

the R value, which has been shown in Figure3.14. As we mentioned before, after

delay of 550 ms, nearly every user is not satisfied with the quality. In other word,

we can say, if we follow a very strict principle, our delay budget will be total

550ms. But from [100] we learned that even with a 800ms delay and 10% of

packet loss, the MOS is 3.29 (with standard deviation 0.53), and converting to R

value is around 60. Based on this, we can consider that under the more loosen

condition, our delay budget can go up to 800ms. In fact, in the reality we can

got an even larger acceptable delay such as 1000ms, however, here we use 800ms

[94] as our delay budgets.
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The delay budget should include the VoIP codec delay (encoding and decoding),

the RaptorQ en/decoding delay, the burst delay, and transmission delay, shown

in Figure3.17. So, the delay budget for RaptorQ en/decode can be presented as

equation 3.1:

DRaptorQ = 400ms−DV oIPEncode−DBurst−DTransmissionT ime−DV oIPDecode (3.1)

Figure 3.17: Delay budget

In particular, on most of our occasions, we us PLMNs (Public Land Mobile Net-

works) as our transmission systems, and the typical delay for this system is from

80ms-110ms. Then, the variance of IP based VoIP codec delay is from 0.25ms to

97.5ms (one frame for per packet). We pick up the maximum values for both of

this two issues (for easy calculation, we consider the codec delay as 100ms). Since

comparing with the packet size, the burst speed is fast enough (1kbyte packet

need about 2ms), we ignore the burst time consuming here. In sum, our RaptorQ

en/decode delay budget equals to 490ms (see equation 3.2).

DRaptorQ = 800ms− 100ms− 110ms− 100ms = 490ms (3.2)

In this test, we would like to test en/decode time for fixed sized files with symbol

size 512 byte and 256 byte. We use the fixed overhead ratio, i.e. 100%. As an

example, when the file is 1024 byte, the overhead is 1024 byte as well. Later,

we also have some tests to carry out the relation ship between overhead and

toleration of the packet loss rate (we consider only on the packet loss rate less

than 20%).

The tests will be executed on the software level. The software include the con-

figuration file analysis, read in component, encode part, transmission simulation,
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decode part and the write out component. The procedure time is considered

from the beginning of encode part to the ending of decode part. The structure

has been shown in Figure3.18. The file sizes are selected as 1kbyte, 2kbyte and

5kbyte, while the symbol size are 512byte and 256 byte. Subsymbol sizes are

select as 64byte, 128byte, 256byte for symbol size 512 byte, while 32byte, 64byte

and 128byte for symbol size 256byte.

Figure 3.18: Set up for test 1

2. Results and analysis for various file dimensions with 100% overhead

The test results with symbol size 512 byte are shown in Table3.3 and with symbol

size 256 byte are shown in Table3.4.

Table 3.3: Results of test1, with symbol size 512 byte

From Table3.3 and Table3.4 we can find the follow points:

a) The en/decode time ascends with the increasing file size.

b) For file size 1kbyte, there is no significant different between symbol size

512byte and 256byte, and the en/decode time is around 26ms.
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Table 3.4: Results of test1, with symbol size 256 byte

c) For file size 2kbyte, symbol size 256byte is slower than 512byte, but still

comparable with 512byte. The en/decode time for 512byte is around 43ms

and 46ms for 256byte.

d) For file size 5kbyte, symbol size 256byte is much slower than 512byte, but

both of them are too slow to meet our delay budget. The delay for 512byte

is about 100ms and for 256byte, delay time is strongly depending on the

subsymbol size.

e) When the file size is less than 2kbyte, both the 512byte and 256byte symbol

size can fulfill with our delay request. But 5kbyte file is too slow to use in

our case.

f) At most cases, for same file size and sybmol size, the execution time for

different subsymbol size is similar with each other, exception the 5kbyte file

for 256byte symbol size.

3.5.4.2 Overhead requirement for different Packet Loss Rate (PLR<20%)

with 100% successful en/decode

RaptorQ decoding is regardless the symbol’s order, and on the other side, adding

more overhead can increase the toleration of packet loss rate. At previous, we did not

consider the packet loss and here we will focus on the indispensable overhead number,

which can help RaptorQ to successfully en/decode against a certain packet lose rate.

1. Test parameters setting and test design
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Figure 3.19: Set up for test 2

We test the same file sizes, symbol and subsymbol sizes as last section, except

5kbyte file with 256byte symbol size, because under this condition, the en/decode

delay is too large to achieve our request. However, for this group of tests, each

en/decode execution will be circulated for 50 times. And the indispensable over-

head number means it should ensure 100% of successful en/decode for all 50 times

of operations. The en/decode time is considered as the average receiving time of

50 operations. The packet loss rate are selected as 1%, 3%, 5%, 10%, 15% and

20%.

The tests will be executed on the software level as well. And test program in-

clude the configuration file analysis, read in component, loop start, encode part,

transmission simulation, decode part, the input & output comparison part and

loop finish. The procedure time is considered as the average of each running, and

the en/decode running time is from the beginning of encode part to the ending

of decode part. The structure has been shown in Figure3.19.

2. Results and analysis for different Packet Loss Rate (PLR<20%) with

100% successful en/decode

The test results for overhead versus packet loss rate are shown in Table3.5 to

Table3.12. From Table3.5 to Table3.12 and Figure3.20 and Figure3.21 we can

find the follow points:

a) From Table3.5 to Table3.10, we know that with same symbol size, file size

and packet loss rate, different subsymbol sizes have the same indispensable

overhead number and similar receiving time. So we can say that we can use
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Figure 3.20: Receiving time vs. packet loss rate

Figure 3.21: overhead vs. Packet loss rate
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Table 3.5: Packet loss rate 1%

Table 3.6: Packet loss rate 3%

any subsymbol size as we want, and this well not have big influence on the

en/decode results.

b) Since subsymbol size does not influence a lot the receiving time, we use

the average value for all three kinds of receiving times as the en/decode

time of a certain pair of symbol size and file size. Then we find that, for

512-1kbyte (i.e. 512byte symbol size and 1kbyte file size) and 256-1kbyte,

512-2kbyte and 256-2kbyte the receiving time are very similar for each pair.

But generally, 512 symbol size is a bit faster than 256 symbol size. See
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Table 3.7: Packet loss rate 5%

Table 3.8: Packet loss rate 10%
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Table 3.9: Packet loss rate 15%

Table 3.10: Packet loss rate 20%

Table 3.11: Receiving time vs. packet loss rate
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Table 3.12: overhead vs. Packet loss rate

Figure3.20.

c) With the increasing of packet loss rate, the en/decode times are increasing.

This because the lost packet adds the waiting time and difficulty of decode

receiving.

d) From Figure3.21 we find that 100% overhead can stand the packet loss rate

till 5%. Then some of the test occasions need more overhead to ensure the

successful decode.

e) In our test, for same packet loss rate, we need more overhead for 512 byte

symbol size than 256 byte symbol size for a same file size( here the file size is

always more than or at least equal to 1kbyte). But we should mention that,

in the test, the en/decode time for 5kbyte file with 256 byte symbol size is

too slow to use.

In brief, we can say that in our case, when the file size is more than 1kbyte,

the subsymbol size is not a very important variable. Besides, 512 symbol size

performance a litter better on the en/decode receiving speed. 100% of overhead

can talent 5% of packet loss rate, and under 5% packet loss condition, the 256 byte

symbol size performances a few better than 512 byte, but not a big difference.

However, for RaptorQ, every symbol should be sent separated, for this reason,

we should also take the IP packet head consuming into condition, and the larger

symbol size has the less IP packet head proportion.
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Table 3.13: The networks delay and jitter parameters, we use C as Cellular network
and S as satellite network from now on.

3.5.5 MP-UDP software performance evaluation with

RaptorQ scheduler

We will test the all these three kinds of schedulers for our MP-UDP software, they

are Basic, Balance and RaptorQ. From [108] we know that, the average call duration

is 107.1s. Thus, in our tests, to simulate the voice communication, we set 110s as the

our transmission duration. According to [95] and [97], E-model and PESQ are used as

two standard VoIP MOS value objective assessment tools. In those tools, the MOS is

calculated based on the noises, the delay, the packet loss and the other factors. In our

case, we can not change the environment noises and the factors, so we focus our test on

the channel delay and the packet loss. Especially, in the RaptorQ scheduler, the packet

size will influence the delay as well, so we well test the RaptorQ with different packet

size. To do the following tests, we use the same computer, which we have used in 3.5.4.

The hardware and software requirements have already been depicted in section 3.5.2.

3.5.5.1 Test design

We will test the RaptorQ scheduler with 2 subflows. These tests will help us to

study the performance of RaptorQ with different delay, packet loss rate and overhead

rate. RaptorQ scheduler is regardless the packet order, we would like to qualify if it

can well against the out-of-order problem.

The tests will over 2 separate networks (2 subflows), which cannot talk to each

other. The test will consider two main scenarios, one is the communication over two

PLMNs, the other is the communication over one PLMN and one satellite link. Respect

to [109], we set the cellular network with delay 150ms, Jitter 15ms, whilst the satellite

network with delay 500ms and Jitter 50ms. Parameters are shown in Table3.13. The

two main scenarios will be test under multiple packet loss rate, 0%, 5%, and 15%. As we
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Test Network Generator Duration overhead codec Packet
number (s) loss (%)

1 C / C D-ITG 110 0 G.711.1 0 / 0
2 C / C D-ITG 110 1 G.711.1 0 / 0
3 C / C D-ITG 110 1.5 G.711.1 0 / 0
4 C / C D-ITG 110 0 G.711.2 0 / 0
5 C / C D-ITG 110 1 G.711.2 0 / 0
6 C / C D-ITG 110 1.5 G.711.2 0 / 0
7 C / C D-ITG 110 0 G.729.2 0 / 0
8 C / C D-ITG 110 1 G.729.2 0 / 0
9 C / C D-ITG 110 1.5 G.729.2 0 / 0
10 C / C D-ITG 110 0 G.729.3 0 / 0
11 C / C D-ITG 110 1 G.729.3 0 / 0
12 C / C D-ITG 110 1.5 G.729.3 0 / 0
13 C / C D-ITG 110 0 G.723.1 0 / 0
14 C / C D-ITG 110 1 G.723.1 0 / 0
15 C / C D-ITG 110 1.5 G.723.1 0 / 0
16 C / C D-ITG 110 0 G.711.1 5 / 5
17 C / C D-ITG 110 1 G.711.1 5 / 5
18 C / C D-ITG 110 1.5 G.711.1 5 / 5
19 C / C D-ITG 110 0 G.711.2 5 / 5
20 C / C D-ITG 110 1 G.711.2 5 / 5
21 C / C D-ITG 110 1.5 G.711.2 5 / 5
22 C / C D-ITG 110 0 G.729.2 5 / 5
23 C / C D-ITG 110 1 G.729.2 5 / 5
24 C / C D-ITG 110 1.5 G.729.2 5 / 5
25 C / C D-ITG 110 0 G.729.3 5 / 5
26 C / C D-ITG 110 1 G.729.3 5 / 5
27 C / C D-ITG 110 1.5 G.729.3 5 / 5
28 C / C D-ITG 110 0 G.723.1 5 / 5
29 C / C D-ITG 110 1 G.723.1 5 / 5
30 C / C D-ITG 110 1.5 G.723.1 5 / 5

Table 3.14: Test design (part 1)
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Test Network Generator Duration overhead codec Packet
number (s) loss (%)

31 C / C D-ITG 110 0 G.711.1 5 / 15
32 C / C D-ITG 110 1 G.711.1 5 / 15
33 C / C D-ITG 110 1.5 G.711.1 5 / 15
34 C / C D-ITG 110 0 G.711.2 5 / 15
35 C / C D-ITG 110 1 G.711.2 5 / 15
36 C / C D-ITG 110 1.5 G.711.2 5 / 15
37 C / C D-ITG 110 0 G.729.2 5 / 15
38 C / C D-ITG 110 1 G.729.2 5 / 15
39 C / C D-ITG 110 1.5 G.729.2 5 / 15
40 C / C D-ITG 110 0 G.729.3 5 / 15
41 C / C D-ITG 110 1 G.729.3 5 / 15
42 C / C D-ITG 110 1.5 G.729.3 5 / 15
43 C / C D-ITG 110 0 G.723.1 5 / 15
44 C / C D-ITG 110 1 G.723.1 5 / 15
45 C / C D-ITG 110 1.5 G.723.1 5 / 15
46 C / C D-ITG 110 0 G.711.1 15 / 15
47 C / C D-ITG 110 1 G.711.1 15 / 15
48 C / C D-ITG 110 1.5 G.711.1 15 / 15
49 C / C D-ITG 110 0 G.711.2 15 / 15
50 C / C D-ITG 110 1 G.711.2 15 / 15
51 C / C D-ITG 110 1.5 G.711.2 15 / 15
52 C / C D-ITG 110 0 G.729.2 15 / 15
53 C / C D-ITG 110 1 G.729.2 15 / 15
54 C / C D-ITG 110 1.5 G.729.2 15 / 15
55 C / C D-ITG 110 0 G.729.3 15 / 15
56 C / C D-ITG 110 1 G.729.3 15 / 15
57 C / C D-ITG 110 1.5 G.729.3 15 / 15
58 C / C D-ITG 110 0 G.723.1 15 / 15
59 C / C D-ITG 110 1 G.723.1 15 / 15
60 C / C D-ITG 110 1.5 G.723.1 15 / 15

Table 3.15: Test design (part 2)
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Test Network Generator Duration overhead codec Packet
number (s) loss (%)

61 C / S D-ITG 110 0 G.711.1 0 / 0
62 C / S D-ITG 110 1 G.711.1 0 / 0
63 C / S D-ITG 110 1.5 G.711.1 0 / 0
64 C / S D-ITG 110 0 G.711.2 0 / 0
65 C / S D-ITG 110 1 G.711.2 0 / 0
66 C / S D-ITG 110 1.5 G.711.2 0 / 0
67 C / S D-ITG 110 0 G.729.2 0 / 0
68 C / S D-ITG 110 1 G.729.2 0 / 0
69 C / S D-ITG 110 1.5 G.729.2 0 / 0
70 C / S D-ITG 110 0 G.729.3 0 / 0
71 C / S D-ITG 110 1 G.729.3 0 / 0
72 C / S D-ITG 110 1.5 G.729.3 0 / 0
73 C / S D-ITG 110 0 G.723.1 0 / 0
74 C / S D-ITG 110 1 G.723.1 0 / 0
75 C / S D-ITG 110 1.5 G.723.1 0 / 0
76 C / S D-ITG 110 0 G.711.1 5 / 5
77 C / S D-ITG 110 1 G.711.1 5 / 5
78 C / S D-ITG 110 1.5 G.711.1 5 / 5
79 C / S D-ITG 110 0 G.711.2 5 / 5
80 C / S D-ITG 110 1 G.711.2 5 / 5
81 C / S D-ITG 110 1.5 G.711.2 5 / 5
82 C / S D-ITG 110 0 G.729.2 5 / 5
83 C / S D-ITG 110 1 G.729.2 5 / 5
84 C / S D-ITG 110 1.5 G.729.2 5 / 5
85 C / S D-ITG 110 0 G.729.3 5 / 5
86 C / S D-ITG 110 1 G.729.3 5 / 5
87 C / S D-ITG 110 1.5 G.729.3 5 / 5
88 C / S D-ITG 110 0 G.723.1 5 / 5
89 C / S D-ITG 110 1 G.723.1 5 / 5
90 C / S D-ITG 110 1.5 G.723.1 5 / 5

Table 3.16: Test design (part 3)
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Test Network Generator Duration overhead codec Packet
number (s) loss (%)

91 C / S D-ITG 110 0 G.711.1 5 / 15
92 C / S D-ITG 110 1 G.711.1 5 / 15
93 C / S D-ITG 110 1.5 G.711.1 5 / 15
94 C / S D-ITG 110 0 G.711.2 5 / 15
95 C / S D-ITG 110 1 G.711.2 5 / 15
96 C / S D-ITG 110 1.5 G.711.2 5 / 15
97 C / S D-ITG 110 0 G.729.2 5 / 15
98 C / S D-ITG 110 1 G.729.2 5 / 15
99 C / S D-ITG 110 1.5 G.729.2 5 / 15
100 C / S D-ITG 110 0 G.729.3 5 / 15
101 C / S D-ITG 110 1 G.729.3 5 / 15
102 C / S D-ITG 110 1.5 G.729.3 5 / 15
103 C / S D-ITG 110 0 G.723.1 5 / 15
104 C / S D-ITG 110 1 G.723.1 5 / 15
105 C / S D-ITG 110 1.5 G.723.1 5 / 15
106 C / S D-ITG 110 0 G.711.1 15 / 5
107 C / S D-ITG 110 1 G.711.1 15 / 5
108 C / S D-ITG 110 1.5 G.711.1 15 / 5
109 C / S D-ITG 110 0 G.711.2 15 / 5
110 C / S D-ITG 110 1 G.711.2 15 / 5
111 C / S D-ITG 110 1.5 G.711.2 15 / 5
112 C / S D-ITG 110 0 G.729.2 15 / 5
113 C / S D-ITG 110 1 G.729.2 15 / 5
114 C / S D-ITG 110 1.5 G.729.2 15 / 5
115 C / S D-ITG 110 0 G.729.3 15 / 5
116 C / S D-ITG 110 1 G.729.3 15 / 5
117 C / S D-ITG 110 1.5 G.729.3 15 / 5
118 C / S D-ITG 110 0 G.723.1 15 / 5
119 C / S D-ITG 110 1 G.723.1 15 / 5
120 C / S D-ITG 110 1.5 G.723.1 15 / 5

Table 3.17: Test design (part 4)
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Test Network Generator Duration overhead codec Packet
number (s) loss (%)
121 C / S D-ITG 110 0 G.711.1 15 / 15
122 C / S D-ITG 110 1 G.711.1 15 / 15
123 C / S D-ITG 110 1.5 G.711.1 15 / 15
124 C / S D-ITG 110 0 G.711.2 15 / 15
125 C / S D-ITG 110 1 G.711.2 15 / 15
126 C / S D-ITG 110 1.5 G.711.2 15 / 15
127 C / S D-ITG 110 0 G.729.2 15 / 15
128 C / S D-ITG 110 1 G.729.2 15 / 15
129 C / S D-ITG 110 1.5 G.729.2 15 / 15
130 C / S D-ITG 110 0 G.729.3 15 / 15
131 C / S D-ITG 110 1 G.729.3 15 / 15
132 C / S D-ITG 110 1.5 G.729.3 15 / 15
133 C / S D-ITG 110 0 G.723.1 15 / 15
134 C / S D-ITG 110 1 G.723.1 15 / 15
135 C / S D-ITG 110 1.5 G.723.1 15 / 15

Table 3.18: Test design (part 5): From test 1 to test 60 with two cellular networks,
from test 60 to test 135 with one cellular network and one satellite network. These
tests are focus on the different packet loss rate and codec types.

mentioned before, each test will last 110s. Each test will be done 3 times with different

overhead 0%, 100% and 150%. The test list is shown in Table3.14 to Table3.18. The

traffic is generated by D-ITG[63], and the codec group are G.711, G.729, G.723. In

particular, for G.711, there are two different functions to send out packets, G.711.1

sent out one voice slice at one time and G.711.2 send out two slices a time. The same

for G.729, G.729.2 send out two slices a time while G.729.3 send out three of them.

Since different slice number will lead to a different codec delay, here after, we consider

G.711.1 and G.711.2, G.729.2 and G.729.3 as different codec types.

The test is executed on the software level. The communication will be setup between

three virtual machines. One is used as a client, another is server, and the third as a

router in the middle. The router is used as a time server as well. In all tests„ the three

virtual machines are time synchronized with each other. The traffic will be generated on

the client side by two kinds of traffic generators D-ITG and iperf [106]. We use Netem

[110] to simulate the channels delay and packets loss. In order to avoid the influence

from MP-UDP software, the Netem is executed on the router virtual machine. In this
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Figure 3.22: Test setup for scheduler RaptorQ

way, the tunnel built up by MP-UDP has no effect on the delay and packet loss setting.

Further more, before each test, we use iperf to generate 5 seconds payload over each

possible link to confirm if the channel has been set with the correct packet loss rate,

and if the Netem is working properly.

Once we make sure that the test bed is working as our expecting, we will begin

our tests. The MP-UDP software will generate a tunnel containing two subflows. On

the client side, traffic is generated and sent to the server side though the tunnel. On

the server side, traffic will be received by the corresponding software and as well as

recorded with the performance parameters. From the media software’s point of view,

the communication is over single link. Two virtual machines are synchronized with time

server (router) virtual machine by one of the subflow, which will involve in the data

communication as well. The time synchronization is done by Network Time Protocol

(NTP) software. The time synchronization needs very few packets, thus it will not

influence the channel capacity. The structure has been shown in Figure3.22.

3.5.5.2 Results and analysis based on two cellular networks

We will separate the analysis in two main parts based on the simulated transmission

environment (the transmission over two cellular channels or one cellular channel and

one satellite channel). In both two parts, we will focus on the total receiving time, the

average delay and the lost packet number. In this section, we depict the results and

conclusions for two cellular networks.
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1. Receiving time

We plot the receiving time in Figure3.23 and Figure3.24. In Figure3.23, each

figure stands for a different kind of codec type. In every figure, according to

the different packet loss setting of these simulated channels, we group different

overhead rate in the same cluster. In Figure3.24, we separate the receiving time

based on the overhead rate. At this time, the clusters depend on the codec types,

the diverse packet loss settings are represent by mutative color columns. As we

can see in these following figures, they show that, there are not a unified rule

to summarize the receiving time changing. Generally speaking, the receiving

time always stays in the interval from 109 seconds to 111 seconds. The diversity

of codec types, packet loss rate and overhead rate, have no significant, or in

other word, have no visible influence on the receiving time. We can use this

characteristic to against the packet loss by adding more overhead.

2. Average delay

After we have analyzed the total receiving time, it comes to the average delay.

The average delay is measured by seconds, and the results have been plot as the

column chart in Figure3.25. According to Figure3.25, we conclude that, except

codec G.723.1, for all the other 4 codec with overhead 0%, channel packet loss

rate 5% / 15% has always the biggest average delay. In fact, the average delay for

same codec but different overhead rate does not change a lot. From Figure3.26,

we can find that the G.711.1 has the largest average delay, whilst G.723.1 has the

smallest average delay.

Figure3.27a respects to overhead 0%. The average delay of all kinds of codecs

and all kinds loss rates is 198.54ms. Loss rate 5% / 15% has the largest different

among different codecs. Loss rate 0% / 0% has the most stable performance on

average delay.

Figure3.27b is based on overhead 100%. The average delay of all kinds of codecs

and all kinds loss rates is 242.126ms. The maximum average delay, which is 315ms,

appears at the case of loss rate 15% /15% with codec type G.711.1, meanwhile,
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(a) Receiving time for G.711.1

(b) Receiving time for G.711.2

(c) Receiving time for G.729.2

(d) Receiving time for G.729.3

(e) Receiving time for G.723.1

Figure 3.23: Receiving time for different codecs
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(a) Receiving time for overhead 0%

(b) Receiving time for overhead 100%

(c) Receiving time for overhead 150%

Figure 3.24: Receiving time for different overheads

the minimum average delay is 168ms on the case of loss rate 0% /0% with G.723.1

codec.

Figure3.27c presents those behaviors with overhead 150%. The average delay of

all kinds of codecs and all kinds loss rates is 266ms. There is a strange average

delay behavior on the case of loss rate 5% / 15% with codec type G.771.1. This

unexpected behavior may cause by the error within the virtual machine environ-

ment, but not the problem of the MP-UDP software.

The last part of the average delay analysis is the comparison among overhead

rates. From Figure3.28, we easily notice that, the overhead with 150% has the

the biggest average delay. This because with larger overhead rate, we should
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(a) Average delay for G.711.1

(b) Average delay for G.711.2

(c) Average delay for G.729.2

(d) Average delay for G.729.3

(e) Average delay for G.723.1

Figure 3.25: Average delay for different codecs
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Figure 3.26: Average delay according to different codec types

spend more time to drop the useless overheads. When the channel loss rate is

0%, it is useless to use a high overhead rate, but with the loss rate increasing, the

higher overhead rate we have, the higher capacity to tolerant the packet loss we

get. Moreover, from left to right in Figure3.28, the average delay is decreasing

with different codec types. G.711.1 has the worst performance on average delay,

while the G.723.1 has the best behavior on this issue.

3. Jitter

Figure3.29 shows the average jitter for diverse codec types with all kinds of over-

head rates and packet loss rates. In Figure3.29, we know that, the G.711.2 stays

the worst place because of the largest jitter value. G.729.3 has the smallest jitter

value, this because the packets size for G.729.3 is 30 bytes and it is very close to

the RaptorQ symbol size 32bytes. In other words, G.729.3 is encoded with less

padding bytes than other codecs, so it has a perfect size for RaptorQ encode and

decode. This instinct has advantage on saving encode and decode time. G.711.1

and G.723.1 have a similar jitter grade. In last section, we have known that the

G.729.3 has the second last average delay. With both good performances on av-

erage delay and average jitter, G.729.3 can be consider as a good choice of the

VoIP codec type.

From Figure3.30a to Figure3.30c we can find that G.729.3 not only has the small-

est average jitter value, but also has the smallest jitter values in every kinds

of packet loss rates and with different overhead rates. We should say that the

G.729.3 has the best performance on the stability of the transmission.

Moreover, we can find from Figure3.26 and Figure3.30, that G.711.2 has not the
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(a) Average delay for Overhead 0%

(b) Average delay for Overhead 100%

(c) Average delay for Overhead 150%

Figure 3.27: Average delay for different overheads

Figure 3.28: Average delay according for different overhead rates
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Figure 3.29: Average jitter according to different codec types

largest average delay, but the biggest jitter. In MP-UDP software, the decode

capacity depends on both the packet rate and the packet size. According to our

old experiences, the packet size close to 1k byte has the best decode rate and the

lower packet rate has the better en/decode capacity. Back to this case, G.711.2

has the less bit rate than G.711.1, and half the packet rate. In details, G.711.1 has

the packet size of 120 byte whilst the G.711.2 has the packet size 200 byte. That

means, comparing with G.711.1, G.711.2 has the packet size closer to 1k, and has

less packets to send out. G.711.2 needs less en/decode time than G.711.1, this is

the reason why G.711.2 has less delay than G.711.1. However, when it comes to

jitter, obviously, since G.711.2 has less packet rate, it is easy to have more jitter

than the larger packet rate.

It is worth to notice that with packet loss rate equals to 0%, three kinds of over-

head rates have quite similar behaviors on jitter. This means, if the transmission

is over a perfect channel condition, add a certain rate of overhead will not in-

fluence the entire jitter performance. Or in other way to say, when the channel

capacity is good enough, overhead isn’t harmful for the jitter performance. Fur-

ther more, when the transmission channels are not with the perfect conditions,

the jitter performance isn’t disturb by the proper setting of overhead rate, too.

In fact, if we look twice at Figure3.31, it is easy to find out that not only G.729.3,

but also all this five types of codec, 100% of overhead (not the 0% overhead)

has the best performance on jitter. This may relate to the fact that, 100% over-

head has a good capacity to deal with most of the tested packet loss case. For

150% overhead, the additional overhead adds the processing time consuming on
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(a) Average jitter for Overhead 0%

(b) Average jitter for Overhead 100%

(c) Average jitter for Overhead 150%

Figure 3.30: Average jitter for different overheads

dropping the useless overhead symbols, which leads to an extra jitter.

The G.711.1 is the only codec has a very similar jitter value of all kinds of overhead

rate. This may due to the highest packet rate in this five codec types.

4. Packet loss

From the test results we figure out that, with no packet loss channels, the packet

loss rate for transmission generated by D-ITG is 0% as well. Thus, in Figure3.32

we have only three kinds of packet loss rate. Columns in the following figure

show that, the receiving packet loss rate increases with the increasing of channel

packet loss rate. For the reason that the MP-UDP software patches several packets

together at one time of encoding procedure, the 5% of the channel loss may lead
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Figure 3.31: Average jitter for different codec types with diverse overhead rates

Figure 3.32: Packet loss rate for five types of codec transmissions with 0% overhead for
three different kinds of channel packet loss rate setting

to more than 20% of the transmission packets loss. If we see carefully about the

last two clusters, which are the groups with channel loss rate 5% / 15% and 15%

/ 15%, there are no significant different between this two groups, all of them have

the values around 55%. For all three clusters, the codec G.729.2 performance the

best.

With the overhead 100% and 150%, many of the tests have no transmission packet

loss, and we use a table (Table3.19 ) to show the results. From Table3.19, we

learned that with overhead more than or equal to 100%, the packet loss rate for all

kinds of channel capacities is very close to 0% or even equal to 0%. This means,

overhead gives a huge contribution on dealing with the channel packet loss prob-

lem. Here, we conclude that adding overhead will not have harmful influence on

the total transmission time, the delay and jitter behaviors, but strongly improve

the toleration of packet loss.

5. Summary on two cellular networks scenario

We analyzed the total transmission time, the average delay, the average jitter and

the packet loss rate based on two cellular channel circumstances. Then we get
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channel loss rate Overhead G.711.1 G.711.2 G.729.2 G.729.3 G.723.1
(%) (%) (%) (%) (%)

5% / 5%
0% 25.61 26.33 21.38 35.13 32.92
100% 0 0 0.04 0 0
150% 0 0 0.04 0 0

5% / 15%
0% 52.45 53.7 43.81 56.47 57.79
100% 0 0 0.15 0 0
150% 0 0 0 0 0

15% / 15%
0% 51.08 52.82 46.72 58.27 60.77
100% 1.06 1.55 2.51 1.56 0.9
150% 0.1 0 0.25 0.08 0.18

Table 3.19: The packet loss rate for five codec types with different channel loss rates
and the overhead rates

following conclusions.

With different kinds of codec types, packet loss rate and overhead rate, there is

no significant differet on the total transmission time. In other word, codec types,

packet loss rate and overhead rate have no visible influence on the receiving time.

For the average delay, except codec G.723.1, channel packet loss rate 5% / 15%

has always the biggest average delay. When we focus on the codec types, the

G.711.1 has the largest average delay, whilst G.723.1 has the smallest average

delay, and the average delay is changing with different codec types. From the

angle of loss rate, Loss rate 0% / 0% has the most stable performance on average

delay. Finally, from the overhead’s direct, the overhead with 150% has the the

biggest average delay.

Now we move to the average jitter. The G.711.2 has the worst performance

on jitter and G.729.3 has the best. G.711.1 and G.723.1 have a similar jitter

grade. G.729.3 not only has the smallest overall average jitter value, but also has

the smallest value in every kind of packet loss rate and every different overhead

rate. In a word, the G.729.3 has the best performance on the stability of the

transmission. 100% of overhead has the best performance on jitter. The G.711.1

is the only codec has a very similar jitter value of all kinds of overhead rate.

The last parameter is packet loss rate. With no packet loss channels, the packet

loss rate for transmission is 0% as well. With 0% overhead, the packet loss rate
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increases with the increasing of channel packet loss rate. Due to the RaptorQ

encode strategy, without overhead, 5% channel loss may lead to more than 20%

of the transmission packets loss. For channel loss rate 5% / 15% and 15% / 15%,

there are no remarkable different between this two groups, all of them have the

loss rate around 55%. With overhead more than or equal to 100%, the packet

loss rate for all kinds of channel capacities is very close to 0%. Overhead gives a

huge contribution on dealing with the channel loss problem, at the meantime, it

will not impact the total transmission time, the delay and jitter behaviors.

3.5.5.3 Results and analysis based on one cellular and one satellite

network

We have analyzed four features based on the scenario one (two cellular networks),

now it is time to analyze those same four features under the second scenario: one

cellular and one satellite network.

1. Receiving time

From now on, we start the studies about the behaviors over one cellular link and

one satellite link. As previous, we begin with the total transmission time. The

receiving time should almost equal to the sending time.

From Figure3.33a we learned that similar as last scenario, with different codec

and different channel packet loss, the receiving time is always fall in the interval

109s to 111s. Thus, we can say that, for our MP-UDP software, the receiving

time is always acceptable for this 5 different type of codec.

From Figure3.33b we find that, the shortest receiving time is not with 0% of

packet loss, but on the high packet loss side (on the right side in this figure).

0% of overhead has the shortest receiving time (except for the 0% of channel loss

rate). The reason for this phenomenon is that overhead adds the probability of

successfully decode, however, it also leads the packet staying a longer time in the

buffer to be decoded. Meanwhile, the new arriving symbols, which belongs to

those decoded packets, need to be dropped, too.
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Figure3.33c and Figure3.33d show the receiving time respects to the codec types.

The overhead gives different influence on the receiving time for different codec

types. But showing as an average receiving time in Figure3.33d, the G.723.1

has the shortest receiving time whilst the G.729.3 has the longest one. In fact,

since the receiving times for different codec types and overhead values are all

acceptable, we don’t have to pay much attention on the codec. As a good result,

if we consider only with receiving time, we can freely choose any of codec types.

2. Average delay

Delay is one of the key features for the mean opinion score. In practice, we want

the delay as small as possible. Figure3.34a indicates average delay behaviors with

0% of the overhead rate, the largest average delay appears at the packet loss rate

0% for all kinds of codec types. The reason why is that the two channel with

a great gap of transmission delay, and the packet arriving though the cellular

channel should wait for the other packets arriving via the satellite link to decode.

This may enlarge the average delay. But when we add packet losing in connecting

channels, some of the packet can not be decode anymore. Though channel packet

loss impacts the receiving packet loss rate, it do decrease the average delay.

Figure3.34b demonstrates the average delay with overhead 100%. From this figure

we notice that the average delay with 5%/5% packet loss have a higher average

delay level comparing with 0% overhead situation. This because thanks for the

overhead symbols transmission, some symbols that can not be decoded with 0%

of overhead can be decoded at this time. The waiting time for symbols in the

buffer affects the average delay. In fact, if we see clear, with overhead 100%,

all this five kind of channel loss rate increase their average delay somehow. The

reason is the same as we have explain as 5%/5% packet loss rate.

Figure3.34c reflects the behaviors of 150% overhead. From the results we know

that the average delay increases a bit than the 100% overhead cases. This is not

only because the waiting symbols in the buffer, but also because some overhead

symbols need to be dropped after the packet has been decoded.
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(a) Average transmission time with different packet loss rates and differ-
ent codec types

(b) Average transmission time for different channel packet loss rates and
overhead rates regardless the codec type

(c) Average transmission time for different overhead rates regard different
the codec types

(d) Average transmission time for different codec types

Figure 3.33: Average transmission time for different overhead rates and codec types
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(a) Average delay time with different packet loss rate and different codec
types for overhead 0%

(b) Average delay time with different packet loss rates and different codec
types for overhead 100%

(c) Average delay time with different packet loss rates and different codec
types for overhead 100%

Figure 3.34: Average delay for different overhead rates

Figure3.35 is the average delay for different overhead. For example, the blue

column in the first cluster is the average for overhead rate 0%, 100% and 150%

of G.711.1 codic without packet loss. Generally speaking, the average delay goes

down with the rising of the packet loss rate. The reason for this phenomena can

be described as that the average delay in Figure3.34 is impacted by three kinds of

overhead rate. The dropping of useless overhead consumes processing time, and

this will increase a little to the average delay. With a higher channel loss rate,

some of the redundancy overhead symbols have been dropped naturally, and this

helps the decoding procedure to save time.
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Figure 3.35: Average delay all kinds of overhead rate.

Figure3.36a shows the average value of different codec types. For instance, the

first blue column is the average value for five kinds of codecs with 0% overhead and

0% /0% channel loss rate. From this figure, there is an interesting phenomenon,

which is the performances for overhead 100% and 150% are always similar. That

because in our MP-UDP software, we always separate a group of packet into

two symbols. So the overhead 100% will add 2 additional symbols whilst 150%

overhead adds 3 additional symbols. In account of the processors capacities, one

additional symbol for each encode and decode group will not affect the delay a

lot.

Figure3.36b talks about the reaction of each codec. The difference between the

different codec groups is larger than in side the same group. In details, the first

two clusters are the same codec group, the third and fourth clusters are the second

group, while the last cluster is the third group. In fact, from only the point of

average delay, the G.723.1 performs the best.

Those data shown in Figure3.37 are only separated by the codec. We got the

similar results as the cellular transmission environment, the overall average delay

diminishes from left to right.

3. Jitter

From Figure3.38 we got the data about the jitter for overhead 0%, 100% and

150%. If we compare each two of those three figures, we will see that the shape

of overhead 0% is different from the other two. On the contrary, overhead 100%

and 150% have very similar shapes. According to this, we can infer jitter is one

parameter may have some relation with the packet loss rate.
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(a) Average delay for different overhead rates regards the channel loss
rates

(b) Average delay for different overhead rate regards the codec type

Figure 3.36: Average delay for different overhead rates and packet loss rate

Figure 3.37: Average delay time with different different codec types

Figure3.39 gives us a view about the jitter of different codec types. The way to

calculate the data in Figure3.39 is similar to Figure3.35, which is the average with

all three kinds of overhead. G.711.2 has the largest jitter value. Except 0% of the

packet loss rate, the other channel packet loss rates have almost the same level of

jitter.

Figure3.40is the overall jitter for each codec type. Comparing Figure3.39 with

Figure3.29, which is the same figure for two cellular links, it is easy to find that

two figures have similar trend. For RaptorQ scheduler with a suitable setting of

overhead, the jitter is affected more by the codec types rather than the link delay.
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(a) AJitter with different packet loss rate and different codec type for
overhead 0%

(b) Jitter with different packet loss rate and different codec type for
overhead 100%

(c) Jitter with different packet loss rate and different codec type for
overhead 150%

Figure 3.38: Jitter with different overhead rates

Figure 3.39: Jitter with different packet loss rate and codec types

Università degli Studi di Roma Tre -Ingegneria Elettronica Yiwei Liu



3.5 111

Figure 3.40: Jitter with different codec types

4. Packet loss

Here we begin the analysis for packet loss rate of different overheads and different

codec types. Figure3.41a is the packet loss rate with overhead 0%. In Figure3.41a,

we can see the pure reacts only depending on the codec types. Here we haven’t

shown the results of 0% channel loss rate, because they are always 0. From

Figure3.41a we see that on one side, 5% / 5% and 5% / 15% have similar results,

here 5% / 15% represents the cellular link with 5% of the loss rate while satellite

link with 15% of loss rate. One other side 15% /5% has similar value as 15%

/15%, here the cellular link has 15% loss rate and satellite link has 5% loss

rate. According to this results, we can infer that, the transmission packet loss

mainly depends on the less delay channel. We say the RaptorQ shows the similar

feature as Balance. In another way to say, if there are two links to support the

transmission, one is the cellular link with less delay and the other is the satellite

link with more delay, the receiving packet loss rate impair more by the cellular

link.

Figure3.41b and Figure3.41c show the packet loss rate of overhead 100% and

150%. Obviously, in these two situations, for the channel loss 5% /5% and 5% /

15%, transmission loss rates are almost 0%. Moreover, for the channel loss rate

15% /5% and 15% / 15%, transmission loss rate has the maximum value 5.02% in

the case of 100% overhead, whilst 0.39% under the condition of overhead 150%.

That means adding overhead can significant improve the transmission quality over

lossy channels. Table3.20 shows some details about the packet loss rate we got

from these tests.
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(a) Packet loss rate with overhead 0%

(b) Packet loss rate with overhead 100%

(c) Packet loss rate with overhead 150%

Figure 3.41: Packet loss rate with different overhead rates

channel overhead G.711.1 G.711.2 G.729.2 G.729.3 G.723.1
loss rate rate (%) (%) (%) (%) (%)

5% / 5%
0% 22.83 27.88 34.2 36.13 34.24
100% 0 0.04 0.04 0 0
150% 0 0 0 0 0

5% / 15%
0% 26.14 28.15 18.76 33.67 34.21
100% 0 0.04 0 0 0
150% 0 0 0 0 0

15% / 5%
0% 52.51 53.18 47.34 51.47 58.25
100% 4.48 2.77 3.33 1.1 0.61
150% 0.17 0.15 0.39 0 0

15% / 15%
0% 50.14 51.87 56.22 56.07 60.06
100% 2.1 4.66 3.31 5.02 0.64
150% 0.14 0.13 0.19 0.17 0.07

Table 3.20: The packet loss rates for one cellular link and one satellite link
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5. Summary for scenario two: one cellular and one satellite networks

Receiving time is always fall in the interval 109s to 111s. The overhead gives

different influences on the receiving time for different codec types, and it adds

the probability of successfully decode, however, it adds the receiving time as

well. Delay is one of the key feature for the mean opinion score, channel loss can

increases the transmission packet loss rate, but somehow decreases the average

delay. Overhead will recover the packet loss, but increases a bit the average

delay, too. Delay depends on the codec type, and the behaviors for two kinds of

link environment (two cellular links and one cellular link one satellite link) got

similar delay performance trend. Jitter is one parameter may also relate to the

packet loss rate, and it strongly depends on the codec type rather than the link

delay condition. The transmission packet loss mainly depends on the less delay

channel, and overhead can significant improve the transmission quality over a

lossy channel.

3.5.6 Performance comparison among basic, balance and

RaptorQ schedulers

In this section, we will compare three kinds of schedulers, which we have involved

in MP-UDP software, those are Basic, Balance and RaptorQ (overhead 150%). We will

test the transmission always over two main scenarios, which are two cellular networks

and one cellular one satellite network. The comparison will focus on the bandwidth on

receiving side, the jitter, the packet loss rate and the out-of-order rate. By comparing

those behaviors features, we can get some useful conclusion on the scheduler selection.

3.5.6.1 Test design

This time, we need the parameter of out of order packet rate. For this reason, we

change our traffic generator from D-ITG to iperf. Each test lasts 110 seconds as before.

In order to simulate the same codec packet size, and packet rate as previous, we set the

packet length and bandwidth for five codec types (G.711.1, G.711.2, G.729.2, G.729.3

and G.723.1) as Table3.21.
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codec IP head voice payload total packet bandwidth bandwidth
type (byte) (byte) payload rate (pps) real(kbps) test(kbps)

G.711.1 40 80 120 100 94 100
G.711.2 40 160 200 50 78 80
G.729.2 40 20 60 50 24 25
G.729.3 40 30 70 33 18 20
G.723.1 40 20 60 33 16 20

Table 3.21: The transmission packets length, packet rate and bandwidth for each codec

In this test section, we use the same channel loss rate as last section: for two cellular

networks, we test with 5% / 5%, 5% / 15% and 15% / 15%; for one cellular and one

satellite network, we test with 5% / 5%, 5% / 15%, 15% / 5% and 15% / 15%. The

tests list is shown in Table3.22 to Table3.24.

The test set up is same as before, the simulation involve in two subflows. Two

virtual machines work as the client and the server. Another virtual machine works as

the router. Three computers are time synchronized. The transmission is over UDP

protocol. Only difference is that the traffic generator is iperf but not D-ITG.

3.5.6.2 Results analysis

1. Receiving bandwidth

The analysis will begin with the bandwidth on the receiving side. The sending

bandwidths for different codec type are shown in Table3.21. The receiving band-

width is influenced by the receiving time, receiving packets number and packet

size. Since the packet size is fixed as it sent out, we say that the receiving band-

width is decided by the receiving time and packets number. During our tests, all

these tests have receiving time from 109.9 to 110.2 seconds. Most of these tests

have 110 seconds the same as sending time. For this reason, we can consider that

comparing between the sending bandwidth and receiving bandwidth depends on

the packet number sent and received. Figure3.42 shows the bandwidth for two

cellular networks with different schedulers. Basic has the receiving bandwidth

as twice of the sending bandwidth, while Balance and RaptorQ have the similar

receiving bandwidth as the sending one.
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Test Network Generator Duration Scheduler codec Packet
list (s) loss (%)
136 C / C iperf 110 basic G.711.1 0 / 0
137 C / C iperf 110 balance G.711.1 0 / 0
138 C / S iperf 110 basic G.711.1 0 / 0
139 C / S iperf 110 balance G.711.1 0 / 0
140 C / C iperf 110 basic G.711.1 5 / 5
141 C / C iperf 110 balance G.711.1 5 / 5
142 C / C iperf 110 RaptorQ(OH1.5) G.711.1 5 / 5
143 C / C iperf 110 basic G.711.2 5 / 5
144 C / C iperf 110 balance G.711.2 5 / 5
145 C / C iperf 110 RaptorQ(OH1.5) G.711.2 5 / 5
146 C / C iperf 110 basic G.729.2 5 / 5
147 C / C iperf 110 balance G.729.2 5 / 5
148 C / C iperf 110 RaptorQ(OH1.5) G.729.2 5 / 5
149 C / C iperf 110 basic G.729.3 5 / 5
150 C / C iperf 110 balance G.729.3 5 / 5
151 C / C iperf 110 RaptorQ(OH1.5) G.729.3 5 / 5
152 C / C iperf 110 basic G.723.1 5 / 5
153 C / C iperf 110 balance G.723.1 5 / 5
154 C / C iperf 110 RaptorQ(OH1.5) G.723.1 5 / 5
155 C / S iperf 110 basic G.711.1 5 / 5
156 C / S iperf 110 balance G.711.1 5 / 5
157 C / S iperf 110 RaptorQ(OH1.5) G.711.1 5 / 5
158 C / S iperf 110 basic G.711.2 5 / 5
159 C / S iperf 110 balance G.711.2 5 / 5
160 C / S iperf 110 RaptorQ(OH1.5) G.711.2 5 / 5
161 C / S iperf 110 basic G.729.2 5 / 5
162 C / S iperf 110 balance G.729.2 5 / 5
163 C / S iperf 110 RaptorQ(OH1.5) G.729.2 5 / 5
164 C / S iperf 110 basic G.729.3 5 / 5
165 C / S iperf 110 balance G.729.3 5 / 5
166 C / S iperf 110 RaptorQ(OH1.5) G.729.3 5 / 5
167 C / S iperf 110 basic G.723.1 5 / 5
168 C / S iperf 110 balance G.723.1 5 / 5
169 C / S iperf 110 RaptorQ(OH1.5) G.723.1 5 / 5

Table 3.22: transmission test list (part1).
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Test Network Generator Duration Scheduler codec Packet
list (s) loss (%)
170 C / C iperf 110 basic G.711.1 5 / 15
171 C / C iperf 110 balance G.711.1 5 / 15
172 C / C iperf 110 RaptorQ(OH1.5) G.711.1 5 / 15
173 C / C iperf 110 basic G.711.2 5 / 15
174 C / C iperf 110 balance G.711.2 5 / 15
175 C / C iperf 110 RaptorQ(OH1.5) G.711.2 5 / 15
176 C / C iperf 110 basic G.729.2 5 / 15
177 C / C iperf 110 balance G.729.2 5 / 15
178 C / C iperf 110 RaptorQ(OH1.5) G.729.2 5 / 15
179 C / C iperf 110 basic G.729.3 5 / 15
180 C / C iperf 110 balance G.729.3 5 / 15
181 C / C iperf 110 RaptorQ(OH1.5) G.729.3 5 / 15
182 C / C iperf 110 basic G.723.1 5 / 15
183 C / C iperf 110 balance G.723.1 5 / 15
184 C / C iperf 110 RaptorQ(OH1.5) G.723.1 5 / 15
185 C / S iperf 110 basic G.711.1 5 / 15
186 C / S iperf 110 balance G.711.1 5 / 15
187 C / S iperf 110 RaptorQ(OH1.5) G.711.1 5 / 15
188 C / S iperf 110 basic G.711.2 5 / 15
189 C / S iperf 110 balance G.711.2 5 / 15
190 C / S iperf 110 RaptorQ(OH1.5) G.711.2 5 / 15
191 C / S iperf 110 basic G.729.2 5 / 15
192 C / S iperf 110 balance G.729.2 5 / 15
193 C / S iperf 110 RaptorQ(OH1.5) G.729.2 5 / 15
194 C / S iperf 110 basic G.729.3 5 / 15
195 C / S iperf 110 balance G.729.3 5 / 15
196 C / S iperf 110 RaptorQ(OH1.5) G.729.3 5 / 15
197 C / S iperf 110 basic G.723.1 5 / 15
198 C / S iperf 110 balance G.723.1 5 / 15
199 C / S iperf 110 RaptorQ(OH1.5) G.723.1 5 / 15
200 C / S iperf 110 basic G.711.1 15 / 5
201 C / S iperf 110 balance G.711.1 15 / 5
202 C / S iperf 110 RaptorQ(OH1.5) G.711.1 15 / 5
203 C / S iperf 110 basic G.711.2 15 / 5
204 C / S iperf 110 balance G.711.2 15 / 5
205 C / S iperf 110 RaptorQ(OH1.5) G.711.2 15 / 5
206 C / S iperf 110 basic G.729.2 15 / 5
207 C / S iperf 110 balance G.729.2 15 / 5
208 C / S iperf 110 RaptorQ(OH1.5) G.729.2 15 / 5
209 C / S iperf 110 basic G.729.3 15 / 5
210 C / S iperf 110 balance G.729.3 15 / 5
211 C / S iperf 110 RaptorQ(OH1.5) G.729.3 15 / 5

Table 3.23: transmission test list (part2).
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Test Network Generator Duration Scheduler codec Packet
list (s) loss (%)
212 C / S iperf 110 basic G.723.1 15 / 5
213 C / S iperf 110 balance G.723.1 15 / 5
214 C / S iperf 110 RaptorQ(OH1.5) G.723.1 15 / 5
215 C / C iperf 110 basic G.711.1 15 / 15
216 C / C iperf 110 balance G.711.1 15 / 15
217 C / C iperf 110 RaptorQ(OH1.5) G.711.1 15 / 15
218 C / C iperf 110 basic G.711.2 15 / 15
219 C / C iperf 110 balance G.711.2 15 / 15
220 C / C iperf 110 RaptorQ(OH1.5) G.711.2 15 / 15
221 C / C iperf 110 basic G.729.2 15 / 15
222 C / C iperf 110 balance G.729.2 15 / 15
223 C / C iperf 110 RaptorQ(OH1.5) G.729.2 15 / 15
224 C / C iperf 110 basic G.729.3 15 / 15
225 C / C iperf 110 balance G.729.3 15 / 15
226 C / C iperf 110 RaptorQ(OH1.5) G.729.3 15 / 15
227 C / C iperf 110 basic G.723.1 15 / 15
228 C / C iperf 110 balance G.723.1 15 / 15
229 C / C iperf 110 RaptorQ(OH1.5) G.723.1 15 / 15
230 C / S iperf 110 basic G.711.1 15 / 15
231 C / S iperf 110 balance G.711.1 15 / 15
232 C / S iperf 110 RaptorQ(OH1.5) G.711.1 15 / 15
233 C / S iperf 110 basic G.711.2 15 / 15
234 C / S iperf 110 balance G.711.2 15 / 15
235 C / S iperf 110 RaptorQ(OH1.5) G.711.2 15 / 15
236 C / S iperf 110 basic G.729.2 15 / 15
237 C / S iperf 110 balance G.729.2 15 / 15
238 C / S iperf 110 RaptorQ(OH1.5) G.729.2 15 / 15
239 C / S iperf 110 basic G.729.3 15 / 15
240 C / S iperf 110 balance G.729.3 15 / 15
241 C / S iperf 110 RaptorQ(OH1.5) G.729.3 15 / 15
242 C / S iperf 110 basic G.723.1 15 / 15
243 C / S iperf 110 balance G.723.1 15 / 15
244 C / S iperf 110 RaptorQ(OH1.5) G.723.1 15 / 15

Table 3.24: transmission test list for two main kinds of scenarios with different codec
types, schedulers and channel loss rates (part3).
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For Basic scheduler, Figure3.42a, with the increasing of channel packets loss

rate, most of codecs have a decreasing receiving bandwidth (except G.729.3 for

5%/15%, this maybe the problem happened just once). This because, Basic

scheduler simply duplicates the same packet in two subflows, and the more pack-

ets lossing, the less bandwidth getting on receiving side.

Figure3.42b show the bandwidth of Balance scheduler. It gets the similar perfor-

mance as the Basic, but with less amount of decreased bandwidth. The reason is

that Balance send every packet just once, and it will select the less delay channel

to send the packet. We get less receiving bandwidth with 5%/15% than 5%/5%.

The decision of choosing subflow will not relate to the channel packet loss rate

and two channel with same delay setting, so the packet will be send to any of this

two subflow randomly.

Figure3.42c is the bandwidth of RaptorQ scheduler. We can find that with dif-

ferent packet loss rate, the bandwidth does not change too much, and just few

degeneration appears. As we have discussed before, with 150% overhead, the

RaptorQ can well cover the channel packet loss. That is why RaptorQ has few

degradation on the bandwidth on receiving side.

Figure3.43a shows the bandwidth for one cellular and one satellite networks of

Basic scheduler. Comparing with last scenario, we find that because the Basic

repeat the packets twice during the transmission, the 5%/15% and 15%/5% have

the similar performances. The total amount of packets received are more or less

the same.

Figure3.43b is the receving bandwidth of Balance, most of the codecs have more

bandwidth on 5% / 15% than 15% / 5% because the packets are sent over the

faster link but may not be the less loss link.

RaptorQ (Figure3.43c), as we have analyzed, can recover the lost packets by

receiving those overhead symbols. We have got to know that the RaptorQ de-

pends more on the faster subflow as well. For this reason, the RaptorQ gets lest

bandwidth on the channel loss rate 15%/5% than 5% /15%.
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(a) Receiving bandwidth with two cellular networks by Basic scheduler

(b) Receiving bandwidth with two cellular networks by Balance scheduler

(c) Receiving bandwidth with two cellular networks by RaptorQ sched-
uler

Figure 3.42: Receiving bandwidth with two cellular networks

2. Analysis of jitter

The average jitter for two cellular networks is shown in Figure3.44. Figure3.44a

counts the average of different packet loss rate for each codec type. So we call

it "the average jitter with different channel loss rate". Meanwhile Figure3.44b is

the average for all kinds of codecs for diverse channel loss rate, for this reason, we

call Figure3.44b the average jitter with different codecs. In Figure3.44 RaptorQ

always has the largest jitter (except G.711.1, in Figure3.44a). Because RaptorQ

always gathers more packets together to encode and decode at one time. This

instinct will introduce some more jitter on the receiving side. Basic has the most

stable jitter performance, since the packet is sent repeat on two subflows and

the subflows have the same delay and jitter performances. Balance makes the
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(a) Receiving bandwidth with one cellular and one satellite networks by
Basic scheduler

(b) Receiving bandwidth with one cellular and one satellite networks by
Balance scheduler

(c) Receiving bandwidth with one cellular and one satellite networks by
RaptorQ scheduler

Figure 3.43: Receiving bandwidth with one cellular and one satellite networks

selection of subflow according to the prior delay testing, and the current subflow

used may not be the faster one. Thus, comparing with other two scheduler it

changes more its jitter with different codecs.

Figure3.45 depicts the average jitter for one cellular and one satellite network,

the name principle we have explained before with Figure3.44. As we explained

before, the Basic fairly sends on both subflows, so it has the average jitter around

200ms. Balance decides the subflow by prior delay knowledge, and under this

scenario, the faster one is clear to be the cellular network, so that Balance sends

it packets continuously on the cellular link. However, Balance sometimes needs
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(a) Average jitter for two cellular networks with different channel loss
rate

(b) Average jitter for two cellular networks with different codes

Figure 3.44: Average jitter for two cellular networks

to send prob packets over satellite link to keep this link alive. RaptorQ mainly

depends on the faster link, and its jitter is more stable than other two.

3. Packets loss rate

The packet loss rates for two cellular networks are shown in Figure3.46. Generally

speaking, RaptorQ has the best performance on the packet loss rate, while Balance

has the worst performance on this issue. This results match with what we expect.

Because Balance has no recover strategy for the lost packet, but RaptorQ can

decode with only a certain subset of the symbols. Figure3.46b says that for Basic

and Balance, with the increase rate of channel loss, the packet loss rate increases

at the same time.

Figure3.47 show the packet loss rate of the cellular and satellite networks. We got

the same conclusion as before. But the other thing we should mention is that for

Basic and Balance schedulers, the increasing of channel delay increases the packet

loss rate, too. However, RaptorQ gets some similar results for two scenarios. We

can suggest that when the channel condition is not good enough, RaptorQ can
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(a) Average jitter for one cellular and one satellite networks with different
channel loss rate

(b) Average jitter for one cellular and one satellite networks with different
codes

Figure 3.45: Average jitter for one cellular and one satellite networks

(a) Average loss rate for two cellular networks with different channel loss
rates

(b) Average loss rates for two cellular networks with different codecs

Figure 3.46: Average loss rate for two cellular networks
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(a) Average loss rates for one cellular and one satellite networks with
different channel loss rates

(b) Average loss rates for one cellular and one satellite networks with
different codecs

Figure 3.47: Average loss rate for one cellular and one satellite networks

be consider as a good solution to get the higher reliability.

4. Out of order rate

Figure3.48 is the out of order rates for the two cellular networks scenario. The

differences between three schedulers are very big. The Basic has a serious problem

on the out of order rates. In Figure3.48a G.711.1 has more than 100% of the out

of order rates, and other codec has around 85% of the out of order rates. This

because Basic duplicates all packets and the software considers all duplicated

packets as the out of order packets. Balance has less problem than Basic. But

sometimes the out of order happens as well. For Balance, the subflow selection

is based on the prior delay feedback, the channel condition may have changed

for the current packet. RaptorQ does not have this problem. Since RaptorQ

gathers several packets together to encode at one time, and the decode procedure

is regardless to the symbols order. Thus, the decoded packets are always in the

correct order.

Figure3.48b talks about the disorder rate of different channel loss rate. It is
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(a) Average out of order rates for two cellular networks with different
channel loss rates

(b) Average out of order rate for two cellular networks with different
codecs

Figure 3.48: Average out of order rate for two cellular networks

clear that for Basic and Balance, the out of order rates are decreasing with the

increasing of packet loss rates, and the reason we have discussed before.

Figure3.49 illustrates the behaviors on the second scenario. The out of order rates

are increased by the increasing channel delay gap. Basic increases it rates from

101.52% to 112.34% for G.711.1 codec and other codecs from around 85% to 93%.

RaptorQ still has a very good capacity on recover the out of order problem, and

the out of order rates are always less than 0.1%.

3.5.6.3 Advantage and disadvantage summary for different schedulers

We have done all the tests for better understand the behaviors of RaptorQ and for

comparing these three kinds of schedulers. According to the tests results, we conclude

the advantages and disadvantages for each scheduler as follow.

1. Advantage

Basic scheduler has the simplest packets sending strategy. It is the easiest one

to implement, and has the lest processing time among three schedulers. It just
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(a) Average out of order rate for one cellular and one satellite networks
with different channel loss rate

(b) Average out of order rate for one cellular and one satellite networks
with different codecs

Figure 3.49: Average out of order rate for one cellular and one satellite networks

duplicates each packet and sends the same packet on each subflow. This instinct

helps Basic to recover some channel packet loss on the receiving side when the two

channels have similar channel delay and jitter. Moreover, in two cellular networks

scenario, Basic has a smaller jitter than the other two schedulers.

Balance scheduler sends the current packet by picking up the less delay link

that is tested in every certain interval by the prob packet. It can achieve a

high throughput about 7 mega bit per second. Comparing with Basic, Balance

requests less bandwidth to send the packets, and when the channels have big gap

on channel delay and jitter, Balance can have a stable performance on average

jitter. Besides, since Balance always tries to send packets over faster link, there

is less out of order problem than Basic.

RaptorQ scheduler collects more packets together and encode at one time. Rap-

torQ can decode the packet with a subset of sending symbols, thus with a proper

setting of overhead, RaptorQ has no problem to recover the lost packets in any

tested packet loss rates. Further more, the decoding procedure is regardless the
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symbols order, this make RaptorQ tolerance more delay difference between two

channels. As a result, in one cellular and one satellite networks scenario, Rap-

torQ has the outstanding performances on all the jitter, packet loss rate and out

of order rate.

2. Disadvantage

Basic scheduler needs two times of the sending bandwidth, and it has heavy

problems on the out of order rate. Not only for this, in the cellular and satellite

networks scenario, the big delay difference also introduces a large jitter value and

more packet loss rate for Basic scheduler.

Balance scheduler has no packet loss recover strategy, thus in two cellular network

scenario, it has the largest packet loss rate. In fact, for one cellular and one

satellite network, it has a bad performance on packet loss rate, too. Balance has

around 7% and 20% of out of order rate for two scenarios, so we can say it has

some problems on the out of order rate due to the different channels delay.

RaptorQ scheduler is very difficult to implement. The encode and decode proce-

dure time is around 150ms. This consumes a lot of mouth to ear delay budget.

Moreover the RaptorQ has a limitation on the transmission bandwidth. For the

voice service there is no significant drawback by the limitation bandwidth, be-

cause the maximum bandwidth for VoIP is less than 100k/s. But if we shift his

technology to other service, such as the real time video stream transmission. The

bandwidth limitation could be one of the critical problems.
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Chapter 4

On Board media quality assessment

method

Nowadays, video camera starts to be used in the train positioning service in order

to achieve a higher level of positioning accuracy. Meanwhile, with the increasing train

speed, real time video monitor for supervising driving conditions, and video call service

between driver and control center are also required in the train control system.

Up to now, our architectures only service for the data and voice transmission of

railway control system, but in the future, they should bear the railway driving monitor

or position reference video transmission and on board public services as well.

In addition, from the passenger’s side, nearly every people has the experience of

travel with train. Sometimes, it takes us several hours to arrive at our destination.

What can we do to kill the boring on board time? Most of the passengers prefer

to watch a video/film or play video games during their journey. However, this two

entertainments always need the real time communication support over wireless network.

In fact, the video quality has a big influence on the on board quality of experience.

In order to guarantee the transmitted video quality in control system as well as to

achieve a high quality of experience for train passengers, train operators need some

methods to monitor the real time transmitting video quality. Video quality assessment

method is one of the most important monitor manners. The video quality assessment

can be mainly separated in subjective and objective ways. For each single piece of
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video, the subjective one needs involve in many observations. Thus, it is very difficult

to implement. On the counterpart, the objective evaluation can be classified to full

reference, half reference and no-reference assessment according to the amount of source

video information presenting in the measurement.

In the railway using scenario, the video quality assessment method should be able to

evaluate the real time video quality with as less original video information as possible.

Because, on one side, during the video quality evaluation, it is difficult to have the

original source video as reference; on the other side, attaching additional reference

information to the transmitted video requests more bandwidth and increase the Internet

traffic usage to the passenger.

To solve this problem, in this chapter, we will introduce one no-reference video

quality assessment method by means of spatial and temporal degradations from the

received video.

4.1 State of art studies of video quality assessment

methods

No-Reference video quality assessment is a challenging task since the quality evalua-

tion is not based on a priori knowledge of the original signal. we propose a No-Reference

quality metric for IP-based video transmission. It is based on the evaluation of the ar-

tifacts introduced by H.264/AVC coding and by the impairments caused by the specific

transmission system. In particular, estimated temporal and spatial impairments are

pooled by means of an Additive Log-logistic Model. Performed experiments show the

effectiveness of the proposed system in matching the subjective judgment. Further-

more, the collected scores have been compared with the state of art video quality

metrics. The goal of objective image and video quality assessment research is to design

quality metrics that can automatically predict perceived image and video quality.

The design of No-Reference (NR) metrics, is a challenging task and is broadly

investigated in the literature. A neural network based Video Quality Metric (VQM),

to evaluate the impact of temporal jerkiness due to frame freezing resulting from the
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packet loss or late arrival has been presented in [111]. A NR-VQM dedicated to MPEG

coded video has been proposed in [112]. In [113] a decision tree based impairments

detection technique for high definition H.264/AVC encoded video is presented. Where,

the impact of Packet Loss Rate (PLR) artifact is largely been considered. In [114],

VQM based on genetic algorithm is presented by considering losses on the video content

and other several parameters (i.e. number of consecutive slice drops, the percentage

of picture’s slices, etc.) which have been extracted from the received video stream.

Authors in [115] proposes a analytical model for no-reference video quality assessment

model called pulse intensity metric. The metric is designed by considering both video

play-out rate and network throughput. A video quality metric based on the spatio-

temporal natural scene statistics and motion coherency in the video scenes has been

proposed in [116]. A VQM based on the statistical estimation of the Peak Signal-to-

Noise Ratio (PSNR) of the coded transform coefficients is presented in [117] and the

approach has been exploited for H.264/AVC encoded sequences in in [118]. The metric

with the consideration of the characteristics of the human visual system estimating the

coding error and the perceptual weighting of this error is presented in [117].

Moreover, in [119] the video quality is assessed by considering specific features of the

H.264/AVC encoding such as blocking, blurring, and spatial activity. Those features

have different impact on the perceived quality depending on the characteristics of the

video itself such as low bit rate, the presence of blocking and/or blurring. According

to these parameters the authors define four classes that are characterized by different

weights for the considered features. As mentioned in [120], the categories of artifacts

mainly affecting the perceived quality of a compressed video are block distortion (block-

ing artifacts introduced by block-based motion compensation and transform coding),

jitter, and jerky/unnatural motion. In [121], the perceived annoyance of artifact com-

binations and the perceived strength of the respective coding artifacts are analyzed.

In [122], the modeling of the distortion due to the lack of motion vectors, prediction

residuals and temporal propagation in H.264/AVC encoded videos is performed.

Here our aim is to propose a VQM which could work in more generic scenario by

considering the overall impact of different channel impairments and encoding artifacts.

For the metric design correlation values between the successive frames, repeat line and
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number of the broken blocks of the received video has been considered as a possible

features which are resulting due to the transmission impairments and encoding artifact.

Moreover, to estimate the quality score from the features a Additive Log-logistic Model

(ALM) [123] has been used. To validate the results estimated from the proposed metric,

a subjective study has been conducted. The performance of the proposed metric is also

compared with other widely discussed metrics. The results of the analysis shows that

the proposed metrics outperform than the considered no reference metrics.

4.2 Proposed Approach

The proposed metric is aimed at evaluating the impact on the perceived quality of

the distortions caused by packet losses as well as by the presence of packets affected

by errors. Since the overall effects depend on the lost information (e.g, motion vectors,

Discrete Cosine Transform (DCT) coefficients, etc.) as well as on the concealment al-

gorithms adopted, we first employ a set of detectors, each tuned to a specific type of

impairment, in order to evaluate the strength and the length of each type of distortion.

Then the partial distortions are combined into an overall distortion. Based on [123], in

presence of multiple impairments, the frame quality score can be obtained by combin-

ing the partial distortions di, associated to each type of impairment, by exploiting an

ALM model, defined as follows:

fframe(d) =
1

1 + [
∑
dpi ]

1
p

(4.1)

where d = ( d1 d2 . . . dN )T , p is constant, which is obtained by linear regression

during training section. The video quality is considered as the average of each frame,

show in equation (4.2):

Scorevideo =

∑i=N
i=1 fframe

N
(4.2)

where N is total number of frames.

Università degli Studi di Roma Tre -Ingegneria Elettronica Yiwei Liu



4.2 131

Impairment detection and visibility are evaluated on the basis of indicators extracted

from some features of the rendered video, mapping of those indicators to partial distor-

tions has been performed by matching the related ALM to experimental observations

providing subjective quality assessment as in [123]. Here, we focus on two main im-

pairments: broken blocks and repeated lines, shown in Fig 4.1. It worth to mentioned

that we consider three color components Y,Cb, Cr for each frame, and we calculate

partial distortions di for three components, respectively. In the following, we take out

one component as the example. First, we describe how to obtain the correlation coef-

ficient between consecutive frames. Then, we present the information about temporal

and spatial degradation, which contribute to the different types of partial distortions.

Finally, we discuss the generation of partial distortions and the combination of overall

distortion vectors.

Figure 4.1: Two main artifacts appear in the frame, they are broken blocks and repeat
lines.

In order to detect and classify impairments at the output of the video player, the

received video sequence is first partitioned into static and dynamical shots, according to

the amount of changes between consecutive frames. Next, the static shots are evaluated

to detect if the small amount of changes corresponds to a real static scene or to the freeze

of entire frames or part of them. The freezing effect is due to the decoder repetition of
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portions or whole of the last correctly decoded frame until the next correct information

is available. In this case, the perceived quality of the played video will depend on the

dynamics of the scene. In fact, although only error free frames are played, the motion

of objects composing the scene may appear unnatural, due to its stepwise behavior

(jerkiness effect). The dropping mechanism can also be caused by a playback system

that is not fast enough to decode and display each video frame at full nominal speed.

It is worth noticing that the same experience is perceived in presence of frame freezing

artifacts or by repetition of the same frame. At the same time, the dynamical shots are

tested to verify the presence of isolated and clustered corrupted blocks.

4.2.1 Global temporal analysis

Let Fk be the kth generic frame of the video sequence. It can be partitioned inNr×Nc

blocks B(i,j)
k of r × c pixels with top-left corner located in (i, j). Let ∆Fk = Fk − F̄k

and ∆B
(i,j)
k = B

(i,j)
k − B̄(i,j)

k denote the deviation of the luminance of the kth frame and

of the block B(i,j)
k from the corresponding mean values.

The normalized inter-frame correlation coefficient ρk between the kth and the (k− 1)th

frames is defined as:

ρk =
〈∆Fk,∆Fk−1〉

‖∆Fk‖L2 ‖∆Fk−1‖L2

. (4.3)

The inter-block correlation ρB(i,j)
k can be computed as:

ρ
B(i,j)
k =

〈
∆B

(i,j)
k ,∆B

(i,j)
k−1

〉
∥∥∥∆B

(i,j)
k

∥∥∥
L2

∥∥∥∆B
(i,j)
k−1

∥∥∥
L2

. (4.4)

where < •, • > denotes the inner product and ‖•‖L2
the L2-norm.

The inter-frame correlation presents a spiky behavior with values close to one in cor-

respondence of frozen frames. However, such a behavior is not sufficient to identify a

partial or total frame loss, since in the case of static scenes, consecutive frames present

a high inter-frame correlation.
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4.2.2 Local temporal analysis

The local temporal analysis is performed in two stages. The aim of the first one

is to identify and to extract from each frame the blocks that are potentially affected

by artifacts. This analysis is performed by classifying the blocks as: with medium

content variations, affected by large temporal variations, with small content variations,

depending on their temporal correlation ρB(i,j)

k .

The corresponding temporal variability map ΓV
k = {ΓV B(i,j)

k } is computed by comparing

the inter-frame correlation of each block with two thresholds θl and θh:

ΓV B(i,j)

k =


1, if ρB

(i,j)

k < θl

0, if θl ≤ ρB
(i,j)

k ≤ θh

2, if ρB
(i,j)

k > θh

(4.5)

where the two thresholds, θl and θh have been selected in order to grant |Pfa−Pmd| < ε1,

where Pfa is the Probability of False Alarm, Pmd is the Probability of Missed Detection,

and ε1 has been experimentally determined, during the training phase, by comparing

the performances achieved by the temporal analysis algorithm with the scores provided

by a group of video quality experts in an informal subjective test.

4.2.3 Spatial analysis

The blocks classified as potentially affected by packet loss undergo a spatial analysis

that is performed by analyzing the presence of static regions, the presence of repeated

lines and a check on the consistency of edges. In this work we focus on the detection

of static regions detection for verifying whether a high correlation between the current

block B
(i,j)
k and the previous one B

(i,j)
k−1 is due to the loss of a single or multiple blocks

or to the presence of a static region. To this aim, for each block with ΓV B(i,j)

k = 2,

it is checked if at least v among the surrounding blocks present a strong temporal

correlation. In case of positive result, the block is classified as belonging to a static

region and its potential distortion index ΓCB(i,j)

k is set to zero. The parameter v has

been identified by experimental test. That is:

ΓCB(i,j)

k =

 0 if |ς| > ν

ΓV B(i,j)

k otherwise
(4.6)
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where ς equals to how many surrounding blocks of B(
ki, j) with ΓV B(p,q)

k = 2.

Let El and Er be the L1 norms of the vertical edges respectively on the left and on

the right boundary of the block, and with Ac, Al and Ar the average values of the L1

norms of the vertical edges inside the current block and of the left and right adjacent

blocks,shown in Figure4.2. A block with ΓCB(i,j)

k 6= 0 is classified as affected by visible

distortion if: ∣∣∣∣El −
(Ac + Al)

2

∣∣∣∣ > θ or

∣∣∣∣Er −
(Ac + Ar)

2

∣∣∣∣ > θ (4.7)

where the threshold θ has been defined on the basis of experimental trials. In

particular it corresponds to JND (Just Noticeable Difference) collected evaluated for

the 90% of subjects. The same procedure is then applied to the horizontal direction.

If the block edges are consistent (i.e. no visible distortion has been detected along

horizontal and vertical directions) ΓCB(i,j)

k is reset to 0.

Let TOTk be the total broken block numbers in the kth frame. TOTk is presented

by the total amount of blocks where ΓCB(i,j)

k 6= 0.

Figure 4.2: El and Er are the vertical edges on the left and on the right boundary of
the block, and with Ac, Al and Ar are the average values inside the current block and
of the left and right adjacent blocks.

Let fk[i] be the ith row of the kth frame. Starting from the mth line of the frame,

the L1-norm of the horizontal gradient component is computed and compared to a

threshold λH . If ‖∇fk[i]‖L1>λH , the procedure is repeated on the previous line (i− 1)

to check if consecutive lines are identical by comparing the L1-norm of their difference
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with a threshold λV

‖fk[i]− fk[i− 1]‖L1 < λV . (4.8)

This procedure is iterated until the test fails, thus meaning that there is a different

information carried out by consecutive lines. After the repeated lines test has been

performed, a binary spatial degradation map, ΓRLB(i,j)

k of [0,1] entries, is created where

1 corresponds to a block belonging to a vertical stripes region and 0 otherwise. The

two thresholds, λV and λH have been set after a training process with a pool of experts

trying to match the subjective impression of repeated lines.

Let RPk be the total block numbers in the vertical stripes region of kth frame. RPk

is counted by the total amount of blocks where ΓRLB(i,j)

k 6= 0.

The evaluation of the video quality metric NRALM is based on pooling together the

total broken block numbers TOTk, the total repeated line block numbers RPk and the

inter frame correlation ρk. Since the impairments influence not only the current frame,

but also the consequent decoding frames, we joint the correlation coefficient ρk to both

two types of artifacts. In order to balance the affect between ρk and two artifacts, we

use logarithmic values to all the three metrics and considered only the positive value.

In particular, d1 presents the distortions caused by broken blocks, as:

d1 = a1log(ρk + 1)m1log(TOTk + 1)n1 (4.9)

d2 presents the distortions caused by repeat lines, as:

d2 = a2log(ρk + 1)m2log(RPk + 1)n2 (4.10)

where a1, a2,m1,m2, n1, n2 are constant, which are obtained by linear regression during

the training process. Respect to equation (4.1), d = ( d1Y d2Y d1Cb
d2Cb

d1Cr d2Cr
)T

4.3 Results and Discussion

To evaluate the effectiveness of the proposed method a widely used and publicly

available video quality database [124] has been considered. Where 12 heterogeneous

source sequences with different frame size (CIF and 4CIF) and six Packet Loss Rate

(PLR) values (0.1%, 0.4%, 1%, 3%, 5%, and 10%) have been simulated and two channel
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realizations have been selected for each PLR value. Accordingly, a total number of 156

test sequences and their corresponding MOS scores have been considered.

For each test video sequence the Y, Cb and Cr components have been considered.

Impairment detection techniques have been applied for each component and their cor-

responding features (correlation between the successive frames, repeat line and broken

block block) have been computed frame by frame basis and finally the average values

have been considered for the video. Finally, to get the final quality score the Additive

Log-logistic Model (ALM) [123] has been used and the coefficient of the ALM has been

computed by using linear regression with the help of the training videos with their

corresponding subjective scores. Out of 12 source video sequences which has been con-

sidered during the subjective study, 6 (3CIF and 34CIF) are used for training and 6

(3CIF and 34CIF)are used for testing. Performance of the proposed NRALM metric

has been compared with four no-reference mercies (Naturalness Image Quality Evalu-

ator (NIQE)[125], Blind Image Quality Index (BIQI)[126], Blind/Referenceless Image

Spatial QUality Evaluator (BRISQUE)[127] and BLind Image Integrity Notator using

DCT Statistics - II (BLIINDS-II) Index [128]) and three full reference metrics (Peak

Signal to Noise Ratio (PSNR), Structural SIMilarity (SSIM) [129], and Pixel domain

version of Visual Information Fidelity (PVIF) [130]) by considering the video with two

different frame sizes: CIF and 4CIF. The quality score is computed for every frame and

finally the average score is used to represent the video quality.

Table 4.1: Performance comparison for CIF and 4CIF video sequences.

Metrics
CIF 4CIF

PLCC SROCC PLCC SROCC
BIQI 0.3418 0.3109 0.0718 0.0747
NIQE -0.7638 -0.7326 -0.0538 -0.3628
BRISQUE -0.0954 -0.1012 0.5006 -0.3901
BLIINDS-II 0.4851 0.4610 0.6656 0.7050
NRALM 0.8464 0.9040 0.8779 0.9103
SSIM 0.8925 0.9725 0.9238 0.9674
PSNR 0.9178 0.9399 0.6286 0.9397
PVIF 0.9017 0.9723 0.8266 0.9510

Università degli Studi di Roma Tre -Ingegneria Elettronica Yiwei Liu



4.4 137

To compare the performance of the metrics the Spearman Rank Order Correlation

Coefficient (SROCCs) and Pearson’s Linear Correlation Coefficient (PLCCs) between

subjective and predicted scores have been computed. From Table 4.1, we can clearly

notice that among all the considered no reference metrics: BIQI, NIQE, BRISQUE,

BLIINDS-II and NRALM , the proposed NRALM has the highest value of PLCCs and

SROCCs for both of the considered CIF and 4CIF video sequences. This is due to the

fact that the proposed model not only consider the impact of the impairments as a

broken block and repeat line, but also the correlation between the successive frames at

the receiver sides. Furthermore, it is also notice that the performance of the NRALM

metric measured in terms of PLCCs and SROCCs has very close score with widely used

full reference metricises SSIM, PSNR and PVIF. From these results we can conclude

that the proposed NRALM metric perform better than other considered no reference

matrices and also the predicted score is also very close to full reference matrices. This

means that the proposed no-reference NRALM performs as close as widely used full

reference metrics.

4.4 Conclusion

Our No Reference video quality metric NRALM for IP based video transmission has

been introduced in this chapter. It is based on the estimation of spatial and temporal

degradations from the received video. Prediction video quality score is computed via

pooling all features by means of additive log-logistic model. The performance of the

metric has been compared with other widely discussed no-reference and full reference

matrices with the help of CIF and 4CIF video sequences with their corresponding MOS

score. The result shows that the proposed no-reference metric NRALM perform better

than other considered no-reference metrics and also perform very close to widely used

and discussed full-reference metric.
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Conclusion and Future Development

In this thesis, we proposed two communication solutions for railway using scenario

and a no reference video quality assessment method. These two communication solu-

tions are MPTCP solution and MPUDP solution, which service for the data and voice

transmission, respectively. Both these two architectures are based on the best effort

networks and satellite network.

The MPTCP (multipath TCP) protocol has been adopted into the MPTCP solu-

tion. In this solution, we give the follow three contributions: the new communication

architecture for the train signaling links, the subflows adding and dropping strategies,

and the MPTCP protocol performances study based on the railway scenarios. On the

target of supporting the VoIP service on railway, our MPUDP solution have three main

contributions: the implementation of the MP-UDP software merging with RaptorQ pro-

tocol, the realization of three kinds of schedulers: Basic, Balance and RaptorQ, and

the performance studies on RaptorQ with UDP protocol and the comparison of three

kinds of schedulers.

Till now, we have carried out the solution for both the data and real time voice

services for the ERTMS/ETCS system. However, along with the increasing of safety

level in ERTMS system, the railway control communication system will not satisfy with

supporting only real time voice service, also requires the real time video service, such

as the real time driving monitor. Hence, our future work will focus on improving of

MPUDP throughput, and try to realize the real time video service supporting, too.

No reference video quality assessment method helps train control system to guar-

antee the video call and real time monitor video quality. It can help the train operator

to know if their service can meet the passengers requirement or not as well. It is based
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on the estimation of spatial and temporal degradations from the received video. The

performance of the metric has been compared with other widely discussed no-reference

and full reference matrices with the help of CIF and 4CIF video sequences with their

corresponding MOS score. The result shows that the proposed no-reference metric

NRALM perform better than other considered no-reference metrics.
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