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Abstract

In recent years, the information and communications technology evolution joined the in-
dustrial control systems development, leading to new significant enhancements. After the
first Supervisory Control And Data Acquisition monolithic systems, conceived in the 60s,
the networked generation was born. Nowadays, the Internet of things and Industry 4.0
paradigms foresee the use of network communication for remote monitoring and control
critical infrastructures. Even though the benefits are noticeable, new security challenges
concerning industrial facilities arise: typical vulnerabilities of the cyber domain emerged in
industrial control systems. The classic cyber-security tools are ineffective, since industrial
control systems are designed to operate in standalone or isolated configurations and are
characterized by hard real-time and bandwidth constraints. As a consequence, in the last
decade, critical infrastructures have experienced a large number of cyber-attacks. Despite the
impact of such alarms, the paramount importance of the information traveling in the control
system networks and its protection is still underestimated.

In this thesis the protection of industrial control systems for critical infrastructures is
addressed. It is supposed that the attackers are able to gain the access to industrial control
system network, they are able to bypass the information technology security defense and
exploit the system by changing control information. However, they cannot hide their target:
the side-effects of cyber-attacks on physical plants reveal the malicious intents. In order to
address this problem, this thesis explores attack detection mechanisms that identify attacks
by monitoring both the physical system under control and the cyber layer.

This thesis considers both security issues arising at control level and supervisory level.
The first one is related to the operational level of the system, the second one is related to
the presence of the human in the control loop when emergencies occur. A defense-in-depth
approach is adopted by developing a deep detection architecture able to combine information
from both physical and cyber levels and reduce false alarm rates.
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Chapter 1

Introduction

1.1 Overview

Industrial Control Systems (ICSs) are computer-based systems devoted to monitor and
control physical plants. Nowadays, ICSs represent a wide variety of networked Information
Technology (IT) infrastructures connected to the physical domain: to this end, they can be
regarded as Cyber-Physical Systems (CPS).

Modern ICSs have a multi-layer structure and are arranged as a set of network agents,
such as sensors, actuators, control units (Programmable Logic Controller - PLC), remote
communication devices (Remote Terminal Unit - RTU), etc. The targets of ICSs are to
maintain safe operational goals by avoiding or mitigating undesirable behavior, to meet the
production demands by keeping process values within certain thresholds, and to maximize
production.

Some control applications are safety-critical: their failure may significantly hamper the
economy, the environment or may even lead to loss of human life. For instance, ICSs for
Critical Infrastructures (CIs) (e.g., electric power distribution, oil and natural gas distribution,
water and waste-water treatment, and transportation systems) perform control on the main
national assets. The disruption of these control systems could have a significant impact on
public health, safety and lead to large economic losses.

Thus, security is crucial to guarantee safe operations in CIs: the research community
has acknowledged the importance of addressing the challenge of designing secure CPS [3].
Although ICSs have not been considered as target of cyber-attacks in the past, they are now
at a higher risk due to their exposure to the network and due to motivated and highly-skilled
attackers.

Many computer-based incidents in control systems have been recorded in the last few
years: computer accidents can be caused by any unexpected software error, non-targeted,
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and targeted attacks, which represent the major threats. Targeted attacks, indeed, occur
when the adversary know the control system and the attack strategy aims at damaging the
physical system under control. Cyber-attacks are a natural evolution of physical attacks: they
have the same effects, but are cheaper, less risky for the attacker, and easier to replicate and
coordinate.

A well known targeted attack to ICSs for CIs is the one to Maroochy Shire Council sewage
control system in Queensland [4]. There are many other reported targeted attacks [5, 6],
however, no other attack has demonstrated the threats that control systems are subject to as
well as the famous Stuxnet [7]. Stuxnet disclosed to the world that there are groups with the
motivation and skills to set up sophisticated computer-based attacks to CIs. The ultimate
goal of Stuxnet is to sabotage the attacked asset by reprogramming PLCs to operate out of
their specified thresholds. Many security companies, including Symantec and Kaspersky
claimed that Stuxnet is the most sophisticated attack they have ever analyzed: Stuxnet uses
four zero-day exploits, a Windows rootkit, the first known PLC rootkit, antivirus evasion
techniques, peer-to-peer updates, and stolen certificates from trusted certification authorities.
More recently, an extremely dangerous malware targeting Schneider Electric’s Triconex
safety instrumented system (SIS) has been discovered [8].

Therefore, it is not surprising that the security of ICSs for CIs has become an active
research area in recent years. However, it is worth noticing that securing an ICSs is different
compared to traditional IT security. Software patching and frequent updates are not well
suited for control systems: upgrading a system may require months of advance in planning
how to take the system offline, which it is not economically convenient. ICSs are composed
by legacy systems: several research efforts have tried to provide mechanisms to protect data
integrity and confidentiality, however these can be considered short-term solutions. Not all
operational differences are more severe in control systems than in traditional IT systems.
ICSs exhibit comparatively simpler network dynamics: they use fixed topology and user
population, regular communication patterns, and a limited number of protocols. Therefore,
implementing network Intrusion Detection Systems (IDSs), such as anomaly detection is
easier than in traditional enterprise systems.

There are several industrial and government-led efforts to improve the security of ICSs.
These efforts increase the awareness on ICS security issues, providing security design guide-
lines for control systems operators and IT security officers, and introducing basic security
mechanism for prevention. These recommendations help in maintaining the operational level
when the system is under attack, however the security of ICSs involves additional challenges
in control layer.
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1.2 Scope of the Work

These thesis explores and addresses new research problems that arise in an ICS under attack.
The research efforts carried out are related to the analysis of threats affecting ICS specific in
the context of CIs.

When adversaries bypass basic security defenses, they are able to have impact on the
physical domain. Traditional computer security focuses on how to protect information.
Here, a novel perspective is adopted, considering how attacks affect estimation, control and
monitoring algorithms, how they affect the plant, and how they affect the decision made by
the human operators.

In this thesis it is supposed that the attackers are able to gain the access to the Control
Zone [2] of an ICS for CI, they are able to bypass the IT security defense and exploit the
system by changing control information. However, they cannot hide their target: the side-
effects of cyber-attacks on physical plants reveal the malicious intents. Corrupted sensor or
controller data will not match the ones expected by the control or the supervisory system. In
order to address this problem, this thesis explores attack detection mechanisms that identify
attacks by monitoring both the physical system under control and the cyber layer.

This thesis considers both security issue arising at control level and supervisory level.
The first one is related to the operational level of the system, the second one is related to
the presence of the human in the control loop when emergencies occur. A defense-in-depth
approach is adopted by developing a deep detection architecture able to combine information
from both physical and cyber level and reduce false alarm rates.

1.3 Contributions

The proposed thesis is based on several contributions. The first one is related to the design of
a security architecture for ICSs. The proposed architecture fills the gap between computer
science and control theoretic approaches. The physical layers connected to ICS, indeed,
are prone to disrupt when facing cyber-attacks. Considering the modules of the proposed
architecture, we focus on the development of a practical framework to compare information
about physical faults and cyber-attacks. Moreover, concerning the interface between the
operator and the system, we proposed an effective Decision Support System (DSS). Finally,
to validate the proposed approaches, several tools have been developed: the HYDRA testbed,
a tool for emulating a water distribution system, has been implemented, as well as simulation
tools. This contributions are further detailed in the followings.
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1.3.1 Design of Deep Detection Architecture for Industrial Control Sys-
tem Security

The Deep Detection Architecture is a modular framework conceived to provide security in
the Control Zone [2] and can be implemented in a distributed fashion. It is composed by
three main levels, the Deep Detection System (DDS), the Mimepot, and the Decision Support
System (DSS). These three levels are designed to cope with different actors.

The Deep Detection System represents the core of the architecture and is devoted to
analyze the communication traffic and the operations of physical plant. It is able to set alerts
by comparing information from both the cyber and the physical domains.

The Decision Support System exploits the alerts provided by the DDS and the some a
priori knowledge to propose different solutions to the human operators.

The Mimepot is devised to define a resilient control system according to the security-by-
detection paradigm. It is implemented as an advanced honeypot. Once an attack is on, the
malicious network traffic is redirected to the Mimepot by an advanced Software Defined
Network (SDN) controller. The Mimepot emulates the operation of the physical system to
collect data from the attacker. It allows forensic investigations that are fundamental in CPS:
when the system knowledge of the attacker, indeed, is extensive, he/she has the possibility to
hide its malicious actions.

1.3.2 Development of Framework to Compare Physical and Cyber In-
formation

The main novelty introduced by the proposed architecture is a security framework able to
compare and combine the information gathered from cyber and physical domains. This is
represented by the modules in the DDS, specifically, the Fault Detection module and the
Network Anomaly Detection Engine.

The first one is devoted to identify the side-effects of cyber-attacks on the physical plants.
To this end, it is implemented exploiting techniques borrowed from fault detection field.
The main novelty of the approach with respect to the literature is represented by the use of
nonlinear model to detect misbehaviors. The nonlinear fault detection filter and the extended
Kalman filter are adopted to produce expected measurements that are compared with the
ones provided by the plant. The residual is analyzed to detect faults or attacks.

The Network Anomaly Detection Engine analyzes the communication traffic. Most
of the anomaly detection systems proposed in the literature are based on the analysis of
communication parameters (e.g., network throughput, number of packets, etc.) with respect
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to a nominal behavior. Here, a different perspective is adopted: the payload of the packets is
further analyzed and compared with the standard operation cycle.

1.3.3 Implementation of a Decision Support System for the Operator

The proposed DSS is based on the data forwarded by the DDS and the a priori knowledge
of experts. These two elements are merged using Analytic Hierarchy Process (AHP). This
methodology turns out to be more efficient with respect to the one proposed in the literature
since it allows to select the most important alternative as linear combination of the absolute
importances according to the different and heterogeneous criteria. Thus, the issues related to
the interdependencies are addressed during the definition of the a priori knowledge, that is
performed once.

1.3.4 Validation Tools

Several validation tools have been developed during the doctorate to prove the effectiveness of
the proposed security architecture. The majority of the approaches presented in the literature,
indeed, has not been largely validated in a real scenario. Since tests can be hardly performed
directly on CIs, simulated and emulated environments have been designed and implemented.
The HYDRA testbed emulates a water distribution system. At physical level, it is composed
of 7 tanks; at cyber level, it is composed of the control system, the fault detection system, the
signature-based IDS, and the Human Machine Interface (HMI). The HYDRA testbed can be
used to emulate different scenarios (e.g., reproducing the water consumption in a small city
over a day). The simulation tool Mininet has been used to test the communication system
in a virtual environment: a preliminary version of the Mimepot, the SDN controller and the
fault detection system have been implemented using this tool. Finally, some simulation tools
have been developed in the Matlab/Simulink environment for rapid prototyping.

1.3.5 List of Publications

In this section, the publications relevant to the thesis development are listed:

J-1 G. Bernieri, E. E. Miciolino, R. Setola, F. Pascucci. “Monitoring System Reaction
in Cyber-Physical Testbed under Cyber-Attacks”. Special Issue on Critical Systems
Modeling and Security, Computers & Electrical Engineering, Elsevier.

J-2 G. Bernieri, E. E. Miciolino, S. Panzieri, F. Pascucci, M. M. Polycarpou, R. Setola.
“Fault Diagnosis and Network Anomaly Detection in Water Infrastructures”. Special
Issue on Cyber-Physical Systems Security and Privacy, Design & Test, IEEE.
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C-1 G. Bernieri, E. E. Miciolino, F. Pascucci, R. Setola. “Communications Network Anal-
ysis in a SCADA System Testbed Under Cyber-Attacks”. 23st Telecommunications
Forum, TELFOR 2015, November 24-26, 2015, Belgrade, Serbia.

C-2 G. Bernieri, F. Del Moro, L. Faramondi, F. Pascucci. “A Testbed for Integrated Fauld
Diagnosis and Cyber Security”. 3rd International Conference on Control, Decision
and Information Technologies (CoDIT), Malta, 2016.

C-3 G. Bernieri, S. Damiani, F. Del Moro, L. Faramondi, F. Pascucci, F. Tambone. “A
Multiple-Criteria Decision Making Method as Support for Critical Infrastructure Pro-
tection and Intrusion Detection System”. IEEE IECON 2016, 42nd Annual Conference
of the IEEE Industrial Electronics Society.

C-4 G. Bernieri, F. Pascucci, J. Lopez. “Network Anomaly Detection in Critical Infrastruc-
ture Based on Mininet Network Simulator”. First Italian Conference on Cyber Security
(ITA-SEC), Venice, Italy 2017.

T-1 G. Bernieri, E. E. Miciolino, F. Pascucci, R. Setola. “Analysis of Critical Infrastruc-
ture Testbed Under Integrity Cyber-Attack” (Poster). Automatica 2016, Roma 5-7
Settembre 2016.

T-2 G. Bernieri, N. Vastarella, F. Pascucci. “Networked Control System Simulation Using
Mininet For Cyber-Physical Security” (Poster). Automatica 2017, Milano 11-13
Settembre 2017.

S-1 G. Bernieri, F. Battisti, M. Carli, M. Lopardo, F. Pascucci. “Detecting integrity attacks
in IoT-based Cyber Physical Systems: a case study on Hydra testbed”. Submitted to
Global Internet of Things Summit (GIoTS) 2018.

1.4 Outline of the Thesis

The remainder of the thesis is organized as follows:

• Chapter 2 presents the related works on the topic covered during the doctorate. Specifi-
cally, the ICS for CI and related security issues are introduced.

• In Chapter 3, the design of the proposed architecture for the DDS is sketched. All the
modules are described: the novel theoretical approaches adopted in the design of the
architecture are explained.
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• In Chapter 4, the tools developed during the doctorate are introduced. The modeling
techniques for cyber-attacks according to control theoretic perspective are proposed.
Concerning the emulated environment, the hardware and software design and the
implementation of the testbed HYDRA is detailed. The simulated environment based
on Mininet is also presented.

• In Chapter 5, the experimental results on the DDS combining fault detection and
intrusion detection modules are reported and discussed. The experimental results on
the DSS based on AHP are also presented.

• Some conclusive remarks and suggestions for future development are drawn in Chap-
ter 6.

The interested reader can find some introductory material on the Modbus protocol and
the testbed already developed during the FACIES project in the Appendix.



Chapter 2

State of the Art

This chapter introduces the literature on security for ICSs. The solutions proposed in the
literature are presented and analyzed to set the work of this thesis against the state of the art.

2.1 Background

During the last two decades, technological evolution has extended classical ICS domain
towards the Networked Control System (NCS) one, where monitoring and control routines
are managed through communication channels. Modern Supervisory Control And Data
Acquisition (SCADA) systems take advantage of communication channels to distribute
monitoring and control activities over large geographical areas. This opening towards wide
geographical communications has improved the control and monitoring scopes of industrial
systems and, at the same time, has also expanded the spectrum of potential threats to which
they are exposed. According to this perspective, the analysis carried out is based: cyber
security plays a topical role in the management specifications of modern industrial systems.

According to the literature on cyber security, there are three main properties of data and
IT services: Confidentiality, Integrity, and Availability (CIA) [9].

• Confidentiality is the characteristic of maintaining sensitive information or resources
reserved. The need to keep certain types of information secret is absolutely necessary
in sensitive sectors such as industry and government, but it is also necessary to protect
the digital identities of today’s Internet users. One of the access control mechanisms
that allows data privacy to be preserved is encryption. For the specific industrial sector,
the confidentiality refers to restricted information related to the plant that unauthorized
person should not know.
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• Integrity refers to data (cyber integrity) and to resources (physical integrity) reliability.
This feature shows the need to prevent improper or unauthorized changes by malicious
actors. Integrity is intended to both the content of the information and its origin: if the
source is not authenticated, the integrity characteristic is missing. Considering the ICS,
the integrity is related to data generated by sensors, actuators, and workstations. It is
important that the data integrity remains preserved during the transmission through
communication channels.

• Availability refers to the ability to use the information or resource of a system. If a
system is not available, it cannot provide any services to users. The issue of resource
availability is relevant to security: a malicious actor could intentionally organize to
deny access to data or a service by making it unavailable. In the industrial scenario, the
availability regards the effective operation of any industrial plant component. When a
sensor deployed to the field becomes unreachable it represents an availability problem.

For the traditional IT community, the importance order of the characteristics described
above follows the CIA paradigm, where confidentiality is the most important, followed by
integrity and availability. On the other hand, for industrial systems, the paradigm is reversed
to AIC, where availability plays the role of main feature. The reason for this is that the
non-availability of resources in an industrial system could cause serious damage to people
and/or the environment [10].

The specific ICS security is capturing noteworthy relevance in scientific literature and
it is hard to manage: while for the IT the mission is to protect data, for the Operational
Technology (OT) is to protect plants and critical assets. For this reason, it is not easy to study
and implement security solutions because these should be tested in real ICS scenarios where
problems can arise.

According to [11], hostile governments, terrorist groups, disgruntled employees, ma-
licious intruders, and illicit or accidental actions by insiders represent sources of threats
for control systems. When considering a ICS, a malicious event could lead to incident, for
instances:

• A delay or interruption of the network data flow may downgrade the operational level
of the plants;

• Unauthorized changes to licit data integrity (such as actuator commands, sensor reads,
alarm thresholds) may results in damages affecting the industrial equipment, human
operators, and environment;
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• Incorrect information sent to human operators or system components may cause
unauthorized changes or incorrect actions to provoke negative side-effects;

• Industrial control software or configuration settings illicitly modified (e.g. using
malware) may lead to loss of control for the systems;

• Interference with the protection or safety systems operation may expose to danger the
industrial equipment and human life.

Considering the possible issues identified above, it is possible to highlight which security
objectives should be taken into account for industrial networked system scenarios:

Restricting logical access to the ICS network and network activity. This approach
envisaged the use of unidirectional gateways, a demilitarized zone network architecture with
firewalls to prevent network traffic from passing directly between the corporate and ICS
networks. To this end, different authentication mechanisms and credentials for users of the
corporate and ICS networks need to be adopted. A multiple layer can be implemented for the
network topology of the ICS, to guarantee that the most critical communications occur in the
most secure and reliable layer.

Restricting physical access to the ICS network and devices. Physical access control
policies (e.g., locks, card readers, and guards) are used to prevent that unauthorized physical
access to components could cause serious disruption of the ICS functionality.

Protecting individual ICS components from exploitation. The protection of ICS com-
ponents includes some good practices: the deployment of security patches, after testing them
under field conditions, the disabling of unused ports and services; the control of ICS user
privileges according to person’s role; the tracking and monitoring of audit trails; the use
of security controls such as antivirus software and file integrity checking software where
technically feasible to prevent, detect, and mitigate malware.

Restricting unauthorized modification of data. This issue includes data forwarded across
the network boundaries and data at rest.

Detecting security events and incidents. The security-by-detection foresees the develop-
ment of security events, which have not yet escalated into incidents: in this way the defenders
break the attack chain before adversaries attain their objectives. This includes the capability
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to detect failures in ICS components, unavailable services, and exhausted resources that are
important to provide proper and safe functioning of the ICS.

Maintaining functionality during adverse conditions. The business continuity needs
to be granted by redundancy. Moreover, the ICS should implement degradation from
fully automatic to fully super-visioned process: in this way, if the ICS operational level is
downgraded, the continuity is guaranteed by the commitment of the operators.

Restoring the system after an incident. When the incidents are unavoidable, their impact
needs to be reduced by applying response plans: one of the fundamental characteristic of a
security program is how quickly the system can be recovered after an incident has occurred.

Attacks previously unknown can targeting ICSs more than other IT systems: cyber issues
can affect the physical layer since ICSs are complex systems. As a consequence, it is not
possible to apply the traditional IT security measures which are designed to react to already
known attacks. Therefore, a more complex defense-in-depth approach is necessary: besides
the first layer of conventional IT security tools that aim at preventing attacks, the design of
advanced monitoring tools that aim at detecting and reacting to attacks that are able to breach
the first layer is mandatory [12].

2.2 Cyber-Physical Attack Space and Taxonomy

As noticed in [1], cyber-attacks over CPS pose different security challenges. Thus the design
of a control system resilient to cyber-attacks show different characteristics with respect to
design a control system tolerant to faults. Cyber-attacks, indeed, may be executed over a
certain number of attack points in a coordinated way. As opposed, faults are unexpected
events that affect the physical system: in this way, it is assumed that they are not colluding and
are not performed in a coordinated fashion. Moreover, cyber-attacks have specific malicious
objectives to achieve, on the other hand, faults do not have objectives.

According to [9, 13] a resilient control system is designed by considering three actions:
prevention, detection and mitigation. These actions need to consider both faults and cyber-
attacks, addressing these two category of issues in different ways. Concerning prevention,
detection, and mitigation of faults it is fulfilled by maintenance, on-line monitoring, and
timely repair of the physical components of the system, respectively. The prevention,
detection, and mitigation of cyber-attacks encompass both the physical and the cyber layers
of a system: to this end, approaches to securing CPS consider techniques adopted in the
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Fig. 2.1 The Cyber–Physical attack space [1].

physical domain (e.g., fault detection) and in the cyber space (e.g., encryption and improved
algorithms [14]). Moreover, the design of the security system for a CPS needs to address
large number of threats and requires attack impact analysis and the use of risk assessment
methods [15].

2.2.1 Cyber-Physical Attack Space

As already state, both cyber and physical layers need to be considered addressing the security
issue in CPS. To get insights on a cyber-attacks over a CPS, it is fundamental to evaluate the
resources and the overall knowledge of the malicious actors. To this end, in [16], the authors
proposed to classify the cyber threats according to the attack space shown in Fig. 2.1.

The attack space is characterized by three dimensions:

• System knowledge: represents the a priori system knowledge gained by the adversary.
The a priori model knowledge can be used by the adversary to set up complex attacks,
harder to be detected and arising severe consequences.

• Disclosure resources: are the assets discovered by the attacker. Disclosure resources
operations (e.g., data sniffing) enable the adversary to obtain sensitive information
about the system during the attack by violating data confidentiality. However, dis-
closure resources (e.g., the eavesdropping attacks) alone cannot disrupt the system
operation.
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• Disruption resources: are the assets compromised by the adversary. Disruption re-
sources, such as data spoofers and jammers, impact the system operation. For instance,
the system operation may be disrupted when data integrity or availability properties
are violated. During Denial of Service (DoS) attack, the data required for correctly
operating the system is made unavailable. The Stuxnet malware had resources to record
and manipulate data in SCADA network.

The proposed three dimensions are relevant from a control theory perspective and allow
to classify several attack scenarios described in the literature.

2.2.2 Cyber-Attack Taxonomy

Cyber-attacks can be further classified by considering the features compromised by the
adversary, such as availability, integrity, and confidentiality. A complete taxonomy of
cyber-attacks can be found in [17].

Availability. The objective of availability attacks is to disrupt services or resources of a
system. The DoS attack represents the classical example for this category. When addressing
ICS, a DoS attack exploitation can prevent the actuator and/or sensor data from reaching
their respective destinations, thus compromising the whole system.

In [18, 19] the availability attack has been analyzed considering a resource-constrained
adversary having information about the whole system. Particularly, the authors considered
DoS attacks in which the adversary could tamper the communication channels preventing
measurement and actuator data from reaching their destination. In [18], DoS attack without
a priori model knowledge is addressed.

Integrity. Attacks targeting the integrity are conceived to manipulate network data, such
as sensor readings and actuator commands. Several types of methodologies belong to this
kind of attack. The deception attack, also known as data modification, is the general term for
all the methodologies that intercept and modify the content of data during the transmission.
For instance, replay attacks are deception attacks that record network traffic and then reuse it
identically at a later stage.

Integrity attacks are discussed in [14]: the authors propose an encryption and predictive
control scheme to prevent and mitigate deception attacks on control systems. Replay attacks
have been deeply analyzed in [20]: the authors consider attacks against sensors and detection
methodologies are proposed. In this attack scenario the adversary does not have any model
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knowledge but he/she is able to access and corrupt the sensor data, thus having disclosure
and disruptive resources.

Another class of integrity attacks is represented by the false-data injection ones. For
this type of attack, the malicious actor injects false-data in the communication channels
of a networked system. Particular case of false-data injection is the bias injection attack,
where the adversaries goal is to inject a constant bias in the system without being detected.
In [21], the author characterizes the set of attack policies for covert (undetectable) false-
data injection attacks with detailed model knowledge and full access to all sensor and
actuator channels. In [22], the set of undetectable false-data injection attacks for omniscient
adversaries is introduced: these threats, named zero-dynamics attacks, compromise only a
subset of existing sensors and actuators. Concerning multi-agent systems, optimal adversary
policies for data injection using full model knowledge and state information are proposed
in [23]. In [24], the authors consider the detection and mitigation of false-data injection
attacks on linear information dissemination algorithms over communication networks. In
these attack scenarios confidentiality is violated, as the adversary gains access to either
measurement and actuator data or full-state information. The impact of false-data injection
attacks has also been considered in the literature. In [25], the reachability methods are applied
to dynamic nonlinear model of power networks to analyze the impact of a false-data injection
attack on a two-area power network. In [26], the authors propose methods to approximate
the reachable set of states for stealthy adversaries, considering a linear networked control
systems under false-data injection attacks. It is worth noticing that the hazards related to an
integrity attack depends on the level of knowledge about the system gained by the malicious
actor. In [27], it is analyzed a power network attacked by an adversary having complete
knowledge about the model of the system. When the system knowledge is extensive, the
adversary has the possibility to hide its malicious actions from the security mechanism
implemented on the system under attack, so the integrity attack becomes a stealthy one.
In [28], stealthy attacks with limited resources are considered and an improved detection
methods is proposed. In [29], a methodology to identify the minimum number of sensors
required for stealthy attacks is presented. Moreover, a corresponding measurement security
metric for studying sets of vulnerable sensors is developed. Consequences of integrity attacks
have also been analyzed in [16, 30, 31]. Specifically, in [30], the authors analyze attack
policies with limited model knowledge, considering a power system control software: it
is shown that attacks are stealthy and can induce the erroneous belief that the system is
at an unsafe state. Data injection attacks on dynamic control systems are also considered.
In [3], integrity ad availability attacks that compromise measurements and control input are
considered: the physical impact of the attacks is further investigated. In [32], several attacks
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on the Tennessee-Eastman process control system are simulated and evaluated in terms of
detectability.

Confidentiality. Attack class targeting confidentiality is exclusively related to the resources
disclosure. As already mentioned above, confidentiality is crucial for IT security. A method-
ology concerning this class is the eavesdropping, also known as sniffing attack. This exploit
allows the interception of data exchange between nodes on a victim network. From the point
of view of networked control systems, it is possible to identify this attack as the first step
towards more complex malicious activities.

The pervasive connectivity of Internet of Things (IoT)-based systems demands for new
mechanisms to protect against industrial espionage and privacy of customers and employees.
Hence, confidentiality of data and configuration of modern ICSs is an important security
requirement to be considered [33].

Most of the recent work on cyber-security of control systems has considered scenarios
where the adversary owns access to a large set of resources and knowledge, thus being placed
far from the origin of the attack space. A large part of the attack space has not been explored
yet. In particular, the class of detectable attacks that do not trigger conventional alarms has
yet to be covered in depth.

2.3 Industrial Control System Security: the Computer Sci-
ence Perspective

In this section, techniques that are commonly used to defend and secure ICSs from the
Computer Science point of view are discussed. This includes analysis of tools and standards
conceived for the security of industrial networks. The configurations and the protocols
applied have a critical impact on the security of ICSs. Communication protocols implement
specific security characteristics and concerning the old protocols (e.g., Modbus) that are
still used today, the required security definitions may be missing. The standard application
of IT security practices is important to secure the industrial production assets. According
to the basic guidelines, the first issue to consider is the security education of industrial
operators and users: the security awareness and the security policies knowledge enforce
radically the defense against cyber threats. Subsequently, the use of tools and practices
permit the implementation of active or passive defensive methodologies able to cope with
potential malicious activities. In order to consider research and development activities for
the cyber security of ICS, it is necessary to analyze and use defensive strategies, tools, and
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methodologies but it is also important to investigate the offensive point of view. This because
the development of complex security methodologies is directly connected to the threats
sophistication advance.

2.3.1 The Intrusion Detection Problem

The intrusion detection refers to the passive process of monitoring events occurring on
computer networks and analyzing them for signs of possible incidents, which are violations
or imminent threats to computer security policies. The main techniques can be divided into
signature-based and anomaly-based intrusion detection. The signature-based detection, also
called misuse detection, uses well-known attack patterns to identify intrusions. Conversely,
the anomaly-based detection determines possible deviations from established patterns of
normal system usage [34].

The use of IDS to protect ICSs involves the semantic level of operations by inspecting
packet payloads. This highlights that IDS focusing on the depth inspection of ICS networks
requires expert knowledge for the specific protocol under analysis. Consequently, the
protection of ICS networks requires intrusion detection technologies that can deliver both
traditional IT security measures and more specific measures tailored to the unique features of
ICSs [12].

Relevant existing non-commercial IDS tools are:

• Snort is a well-known signature-based IDS that analyze communication traffic to
search malicious activities by using a set of rules. It is able to send alerts to operators.
The signature database can be extended using new rules specific for industrial network
protocols [35].

• Bro provides a platform for network traffic analysis and intrusion detection, with a
particular focus on semantic security monitoring. Respect to classical IDS, with this
tool it is possible to provide a flexible framework to the cyber security community. Bro
can work as a rule-based or anomaly-based IDS [36].

• Suricata is an open source IDS able to deal with real time network security monitoring.
This tool inspects traffic using an extensive rules set [37].

In the literature, efforts in [38–41] have been made towards the use of signature-based
IDS, while also several anomaly-based detection systems have been investigated [42, 43].

Concerning industrial control networks intrusion detection, specific works have been
provided [44, 45]. In [46] the authors discuss the history of research in intrusion detection
techniques and introduce two basic detection approaches: signature detection and anomaly
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detection for SCADA systems. Intrusion detection methodologies able to detect complex
attacks against SCADA systems networks are presented in [47, 48]. In [49], it is proposed
a distributed architecture that aims to secure CI communication networks using IDS and a
customizable flow monitor. Current research directions in protecting CI and CPS intrusion
using detection systems are described in [50, 51]. In [52], the authors provide details on
how Snort rules can detect DoS, Command Injections, Response Injections, and System
Reconnaissance vulnerabilities using a Modbus RTU/ASCII Snort implementation.

The development of new detection methodologies in the contexts of industrial scenarios,
represents a captivating challenge for cyber security research community. An extensive
work for the anomaly detection in SCADA systems is provided in [53]. In [54] a novel
domain-aware anomaly detection system that detects irregular changes in Modbus/TCP
SCADA control register values is presented. In [55], a novel approach to specification-based
intrusion detection in the field of networked control systems is presented. The development
of a sequence-aware IDS is proposed in [56], where a reference architecture and tests on real
ICS traffic samples are provided. Processes-related threats are investigated in [57] to address
detection in CI networks. In [58], an IDS for SCADA system network is presented. Here, the
OCSVM (One-Class Support Vector Machine) mechanism is exploited to provide detection
of anomalies in the real time system. In [59] a behavior-based IDS for industrial IEC 61850
protocol is presented.

Interesting model-based intrusion detection techniques are devoted to use Deterministic
Finite Automata (DFA) for anomaly detection. In [60], an approach based on model-
based intrusion detection is presented. The model proposed is built using DFA observing
Modbus/TCP traffic. In [61], the authors propose a new approach that addresses how to model
the network patterns of multiplexed ICS streams using DFA for anomaly detection. In [62],
the authors propose to complement DFA and Discrete Time Markov Chain Modbus/TCP
modeling problem for intrusion detection in SCADA systems with specification approaches.
In [63], a runtime-monitoring technology that provides additional protection of the ICS
against cyber-attacks and verification of the system efficiency is presented. The authors
consider the specific semantic attacks threat and design a passive monitoring solution. The
developed methodology has been validated using Arduino boards equipped with Ethernet
modules.

More recently, the evolving landscape of threats in ICS networks is described in [64].
In [65] a distributed IDS for SCADA systems is presented. In [66], an innovative IDS has
been conceived to detect anomalies that have distributed impact on the plant processes. It has
been tested on the Secure Water Treatment testbed [67].



2.3 Industrial Control System Security: the Computer Science Perspective 18

2.3.2 Defensive Tools

Besides IDS, more general IT security tools are also relevant for industrial network sce-
nario [68]. Important tools for defensive cyber analysis are:

Firewalls [69]. These systems represent the perimeter defense components of IT networks
that can perform connection functions between two or more network segments, thus ensuring
protection in terms of network security. In the field of ICS, firewalls are most often deployed
between the ICS network and the corporate network. Properly configured, they are able to
restrict undesired accesses to and from control system devices. Firewalls can also improve
network responsiveness by removing non-essential traffic. When properly designed, config-
ured, and maintained, dedicated hardware firewalls can contribute significantly to increasing
the ICS security.

Security Onion [70]. This is a Linux based distribution that provide a pre-configured set
of open source security solutions for vulnerability assessment purposes.

Wireshark [71]. It is a free and widely used packet sniffer and analyzer. Wireshark is used
by operators to inspect network traffic in real-time or offline.

Honeypots [72] are systems used to attract and lure attackers into interaction with them.
Honeypots are usually more vulnerable respect to real infrastructures and cyber-attacks
against these systems do not affect the normal functioning of real systems. One of the first
research examples of specific ICS Honeypot developed is described in [73]. More recent
works related to ICS networks honeypots are presented in [74, 75]. Moreover, within the
Honeynet Project, a low interactive server side ICS honeypot, namely Conpot, has been
designed to be easy to deploy and extend [76].

2.3.3 Offensive Tools

As already stated, in the context of ICS, it is mandatory to parallel analyze defensive and
offensive cyber strategies. This because the security community needs to be ready for
incoming new cyber threats. Useful tools for vulnerability assessment and penetration testing
for industrial control networks are:
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Kali [77]. It is an advanced Linux distribution used for penetration testing, ethical hacking
and network security assessments. Kali offers to users easy access to a wide range of security
tools already installed.

Nmap [78]. It is a free and open source utility for network discovery and security auditing.
Many systems and network administrators also find it useful for tasks such as network
inventory, managing service upgrade schedules, and monitoring host or service uptime.
Nmap can be used to maliciously map networks.

Nping [79]. It is an open source tool for network packet generation, response analysis and
response time measurement. Nping can be used to craft network packets for a wide range of
protocols, allowing users full control over protocol headers. Those packets can be used to
create specific attacks such as DoS by sending an elevated number of non-authorized flows.

Scapy [80]. This is a powerful interactive python framework devoted to packet manipula-
tion activities. It is able to forge or decode packets of a wide number of protocols, send them
on the wire, capture them, match requests and replies.

Ettercap [81]. It is an open source suite conceived for Man In The Middle (MITM) attacks.
Concerning packet manipulation, specific filters have been designed and compiled with
Etterfilter, a tool of the Ettercap suite, which consists of a filter compiler able to manipulate
the packets on the network with a content filtering engine.

Social Engineering Toolkit [82]. It is an open-source penetration testing framework de-
signed for social engineering attacks such as classical phishing or more advanced techniques
like spear phishing.

Metasploit [83]. It is a framework devoted to developing and executing exploits to damage
a remote machines.

2.3.4 Industrial Security Standardization and Guidelines

The IEC 62443 [2] series of standards are the only specifically dedicated to ICS networks
security. Produced by the original International Society of Automation (ISA)-99 committee,
the IEC 62443 standards provides a coherent security approach according to four general
categories of documents (Fig. 2.2) addressed to the ICS security operators. The intention of
the committee is to improve the confidentiality, integrity, and availability of components and



2.3 Industrial Control System Security: the Computer Science Perspective 20

Fig. 2.2 IEC 62443 standard work progress [2].

systems used for automation or control and provides criteria for implementing secure control
systems. The compliance with the IEC 62443 guidelines can improve ICS security, helping
to identify vulnerabilities. This approach could reduce the risk associated to control systems
failures. Industrial scenario benefits from the standardization of security implementations
to apply specific network protocols. A global standard on the use of role based security
combined to strong authentication process would support a cross-protocol interoperability.

According to the industrial security standards, the IEC-62443-3-2 [2] addresses how to
define security assurance levels by using zones and conduits. The model has been developed
by the ISA-99 Committee for manufacturing and control systems security and it represents
the baseline for the ICS security reference architecture.

The zones are defined by dividing the ICS network into segments including systems
having similar requirements or performing related functions. The key idea when using zones
is to split the network into smaller, more focused environments, where security controls can
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Fig. 2.3 Conduit representation.

be consistently applied. A zone is formally defined as a logical network segment within a
networking environment that has a well-defined security perimeter. Applications and systems
of ICS networks can be placed into different zones based on specific characteristics, such
as risk levels, business criticality, processes safeguarding. Despite segmentation, each zone
remains vulnerable and same threats can affect multiple zones. To this end, it is mandatory
to define specific security and detection measures within each zone to grant protection from
cyber threats.

According to zones paradigm, defense mechanisms are easier to apply: each zone, indeed,
satisfies it own particular security requirements. Moreover, segmentation and segregation
approaches can represent effective solutions for cyber security when adopted on ICSs. The
network segmentation and segregation purpose, indeed, is to minimize the access to sensitive
data for employees and systems that not require such information (e.g., an account manager
works in the Corporate zone, he has no need to have access to specific Control zone data).
The strength of segregation and segmentation is to ensure zones operation without generating
contrasts between uncorrelated operations. However, there is the need of a connection bridge
between different zones: this bridge is formally named as conduit. According to IEC-62443-
3-3 [2], a conduit is defined as a logical group of communication channels, connecting two or
more zones, that share common security requirements. A graphical representation of conduit
is sketched in Fig. 2.3, where network nodes of two different zones communicate using a
conduit.

In Fig. 2.4, zones and levels defined by the standard are described. Three zones and six
operational levels are identified:
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Fig. 2.4 ISA99 security levels and zones.

Corporate Zone: Levels 5 and 4. In Level 5 all the classic IT infrastructures are present.
Corporate users have Internet access and it is possible to perform remote access through
Virtual Private Network services. The Level 4 is considered an extension of Level 5. It
contains the IT systems that deal with reporting, scheduling, and inventory management
programs. Moreover, at this level e-mail, phone and printing services are possible. Classic
IT security teams are responsible for Enterprise level. A direct communication channel
between Corporate zone and Manufacturing one is strongly discouraged. Conversely, it is
not uncommon, especially in medium-low dimension companies, to see high risky connec-
tions between zones without the necessary security measures implemented. According to
satisfactory security practices, the inclusion of a Demilitarized zone between Corporate and
Manufacturing zones is recommended. It is an intermediate zone that provides secure shared
services and data between two zones.

Manufacturing Zone: Level 3. The systems in Level 3 are responsible for managing
control plant operations to produce desired end products. For instance, systems and services
that are present in this level include: plant historians, plant reporting systems, production
scheduling systems, and engineering workstations. Level 3 systems communicate with
network nodes in Corporate zone through conduits. On the other side, systems in Level 3 are
able to communicate with systems in the Control zone.

Control Zone: Levels 2, 1, and 0. This zone is also known as Plant zone, the closest
network to physical processes. Starting from the lower one, Level 0 basically represents the
field, where sensors, actuators, and machines are connected. These systems are controlled by
devices placed in Level 1. In fact, this level includes process control systems that receive
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input from sensors, process the data, calculate the control values and send control vectors
to Level 0 actuators. Example of devices that are present in Level 1 are PLCs and RTUs.
These devices run vendor-specific operating systems and are programmed and configured
from engineering workstations. High-level management and control routines are handled
by systems in Level 2. Supervisory control like SCADA stations, HMIs, control room
workstations, and alarm systems are developed at this Level. For systems in this zone it
is not possible to communicate with the Corporate zone directly. It is instead possible to
communicate with Manufacturing zone systems using conduits.

As already stated, if ICS and IT business networks must be connected, it is recom-
mended that the number of entry points into the ICS environment be kept to a minimum
and implemented through security patterns like conduits. This will reduce the number of
attack pathways that an intruder could use to get into the ICS network. It is well-known
that direct communication between Corporate and Control zones should be prohibited for
security reasons, anyway due to high cost of re-engeneerization or the impossibility of apply
security-by-design [84] paradigm on pre-existent infrastructures, numerous companies, also
CIs ones, use IT implementations where it is discouraged.

According to [85], the communication between Level 0, 1, and 2 are the most vulnerable
points of ICS systems. Based on the history, systems placed close to field operations
were traditionally isolated from the rest of the ICS network zones. Security-by-obscurity
was assumed as the de facto security measure necessary to protect the infrastructure from
malicious intruders. On the contrary, with the advent of the Internet, the more close is the IT
connection to the field, the most is the potential damage that could cause. From this point of
view, the Control zone assumed a critical role within ICS network system development. It is
for this reason that this thesis has been devoted to design and implement innovative security
solutions for the specific Control zone network.

2.4 Industrial Control System Security: the Control The-
ory Perspective

Different system model types can be used for the physical process description. The model
choice depends on the examined process dynamics, characteristics, and modeling aims. The
Linear Time Invariant (LTI) system is the simplest and the mostly used [86]. The standard
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Fig. 2.5 Control system schema.

state description form of a continuous time LTI system is given by:

ẋ(t) = Ax(t)+Bu(t) (2.1)

y(t) =Cx(t)+Du(t) (2.2)

while for a discrete time LTI system:

xk+1 = Axk +Buk (2.3)

yk =Cxk +Duk (2.4)

where x ∈ Rn is the state vector, u ∈ Rp is the input (or control) vector, and y ∈ Rq is the
output (or sensor) vector. Matrices A,B,C,D are real constant matrices and are defined
as follows: A ∈ Rn×n represents the state transition matrix, B ∈ Rn×p is the input matrix,
C ∈ Rq×n is the output matrix, and D ∈ Rq×p is the feedthrough matrix. The latter matrix
will be considered as D = 0 because in general cases most physical systems are strictly causal.
We will consider the discrete time LTI system, sketched in Fig. 2.5, as reference.

In presence of Gaussian noises, the systems described above become stochastic ones, for
continuous time LTI systems:

ẋ(t) = Ax(t)+Bu(t)+w(t) (2.5)

y(t) =Cx(t)+ v(t) (2.6)

while for a discrete time LTI system:

xk+1 = Axk +Buk +wk (2.7)

yk =Cxk + vk (2.8)
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Fig. 2.6 Industrial Control System schema.

where w(·)∼ N(0,Q) and v(·)∼ N(0,R) are identical independent Gaussian noises having
zero mean and variance Q and R, respectively.

In the case of ICSs, the discrete LTI system reference model changes. ICSs are spatially
distributed systems whose control loops are connected through communication networks [87].
The overall system design has to deal with theoretical challenges considering loss of mea-
surements and time-varying sampling due to the network communication channels [88]. The
physical space integration with the communication network creates a new degree of interac-
tion between these two domains [89]. Consequently, in the plant represented in Fig. 2.6, we
obtain:

xk+1 = Axk +Bũk +wk (2.9)

yk =Cxk + vk (2.10)

where ũk is the control vector passed through the communication channel:

ũk = uk +uc
k +ua

k (2.11)

where uc
k is the quantization error and ua

k is the attack vector. When uc
k = ua

k = 0 the ICS
schema is equal to the classical control system one. Delays are not considered at this stage.

Considering the schema in Fig. 2.7, it is possible to identify three potential attack targets:

• attack against the communication channel on the system outputs yk with ya
k action;
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Fig. 2.7 Industrial Control System under attack schema.

• attack against the communication channel on the system control system uk with ua
k

action;

• direct attack against the plant with malicious action on the physical system.

2.4.1 Control Techniques

Numerous control techniques can be used for LTI systems. The Linear Quadratic Gaussian
(LQG) approach is presented in [87]. The aim of an LQG controller is to produce a control
law u such that a quadratic cost J, that is function of both the state x and the control input u,
is minimized:

J = lim
n→∞

E[
1
n

n−1

∑
j=0

(xT
j Γx j +uT

j Ωu j)] (2.12)

where Γ and Ω are positive definite cost matrices [90].
Taking into account technical limitations and conditions, the LQG control approach has

an optimal solution made of two components that can be modeled separately:

1 the design of a Kalman filter that produces an optimal state estimation x̂k of the state
xk based on measurements with noise;

2 the design of the control action that produces the control vector uk.
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The Kalman filter [91] is an efficient recursive filter that evaluates the state of a dynamic
system starting from a set of noisy measurements. For its intrinsic features, it is an optimal
filter for noises and disturbances affecting Gaussian systems. The Kalman filter estimates the
state as follows:

• Predict (a priori) system state x̂(−)
k and covariance:

x̂(−)
k = Ax̂k−1 +Buk−1 (2.13)

P(−)
k = AP(+)

k−1AT +Q (2.14)

• Update parameters and (a posteriori) system state and covariance:

K f = (P(−)
k CT )(CP(−)

k CT +R)−1 (2.15)

x̂(+)
k = x̂(−)

k +K f (ỹk −Cx̂(−)
k ) (2.16)

P(+)
k = (I −K fC)P(−)

k (2.17)

where K f represents the Kalman gain, P(+)
k is the a posteriori error covariance matrix, and I

is the identity matrix.
The optimal control law uk provided by the LQG is a linear controller:

uk = Lx̂(+)
k (2.18)

where L is the LQG feedback gain which minimizes the control cost and it is defined as
follows:

L =−(BT SB+Ω)−1BT SA (2.19)

where S is the matrix that solves the following discrete time algebraic Riccati equation:

S = AT SA+Γ−AT SB[BT SB+Ω]−1BT SA. (2.20)

2.4.2 Detection Techniques

Detection techniques used in control theory take advantage of residues comparison with
pre-designated threshold values. There are two major statistic detection techniques: stateless
and stateful tests. The first one considers deviations at every time k, the second one considers
the historical changes of residual values [92].
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Fig. 2.8 Industrial Control System schema with detector, HMI, and controllers.

A stateless detection methodology concerns the χ2 detection scheme proposed in [20, 93].
This detector is applicable to discrete LTI systems controlled by a LQG controller and it is
classically used for fault or physical attack detection in control systems [94].

The presence of a HMI and the detector in the ICS schema is sketched in Fig. 2.8.
Hypothesis for the detector operation is that the steady state condition is established for the
transmission channel without delay. The residues are defined as follows:

rk = ỹk −Cx̂(−)
k (2.21)

It is important to notice that in this case the output vector yk, passing through the transmission
channel, can be subjected to data tampering by a malicious actor. For this reason, ỹk is used
instead of yk for the residual computation. Subsequently, an alarm signal gk is computed
based on the residues and is compared with a threshold γ to decide whether the system is in a
normal state or not. The threshold is refined to minimize false alarms. The alarm signal gk is
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Fig. 2.9 Industrial Control System under attack schema with detector, HMI, and controllers.

computed as follows:

gk = rT
k ℘

−1rk (2.22)

℘= (CPCT +R) (2.23)

There are two hypothesis concerning the alarm/no alarm states. If gk is less than the threshold
γ , then no attack or faults are detected on the network. Otherwise, if gk results greater than γ ,
then the networked system is under faulty or attack conditions. In Fig. 2.9 the under attack
situation is represented.

Gk =

no alarm if gk < γ

alarm if gk ≥ γ

(2.24)
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2.5 The Security Decision Problem

The DSSs are used in domains where it is not possible to directly apply optimization methods
due to the presence of heterogeneities. In fact, these aim to support the decision-maker with
the final aim to suggest the optimal solution. The expertise and the experience, as well as
the reasoning of a human can be hardly replaced by automatic machines, however DSS can
help operators to set up a reaction strategy. When an emergency or abnormal situation on the
system occurs, the human operator has to take decisions in order to manage the problem in
the best way. Concerning CI, such decisions can create several dire consequences.

Introduced by Saaty in the ‘70s, AHP represents a Multiple-Criteria Decision Making
method. It is exploited in this work since it is an useful tool to perform decisions in CI
security scenarios. To the best of our knowledge, approaches that use decision support
methods for the context of endorsing the CI human security operator have never been used.
In [95], the authors assess the risks in electric power SCADA systems using AHP as method
useful to build an index about vulnerability risk assessment. In [96], a comparison among
different IDSs is presented using the AHP multi-criteria decision making technique. In [97],
a risk management strategy called Risk Management Index is proposed: it provides a set
of indicators, based on predefined qualitative target and benchmarks, that allow to measure
risk management performance and reduce vulnerability and losses in a given area, using
the AHP method. In [98], the authors show how Safety Management can be performed
through the AHP approach which allows both multi-criteria and simultaneous evaluation; the
problem is presented using fuzzy numbers. In [99], both AHP and fuzzy AHP approaches
are exploited in order to choose the load priority in load shedding scheme for a large pulp
mill. In [100], a support framework based on AHP for the evaluation and the automation of
water and water-waste treatment is presented. In [101], a review of AHP is performed in the
assessment of the riskiness of constructing the Jamuana Multipurpose Bridge in Bangladesh.
In [102], the authors demonstrate a quantitative approach through the AHP and decision
tree analysis in order to support risk management in a case application of a cross-country
petroleum pipeline project in India. In [103], an application of AHP to assist decision makers
in banking industries is showed; the proposed model deals with both information security
policy and information security elements.

All the approaches described above are references present in the literature regarding the
use of the AHP method to support the decision maker mostly for risk management topics.
The approach presented in this thesis is innovative and will be presented with the appropriate
grade of details in Chapter 3.
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Fig. 2.10 General AHP evaluation structure for m criteria and n alternatives.

Table 2.1 Saaty’s scale

Intensity of importance Definition
1 Equal importance
3 Weak importance of one over another
5 Essential or strong importance
7 Demonstrated importance
9 Absolute importance

2.5.1 The Analytic Hierarchy Process

The AHP supports the decision among different alternatives based on certain criteria. Starting
from n given alternatives α1, . . . ,αn and m criteria c1, . . . ,cm, it is supposed that, for each
criterion ck and for each pair of alternatives (αi,α j) relative importance metric is given by:

ai, j,k =
wi,k

w j,k
, (2.25)

where wi,k,w j,k are the absolute importance of the alternatives αi and α j with respect to the
criterion ck, and they are in general unknown.

The AHP method represents a tool to find the absolute importance values wi,k for each
alternative and for each criterion; moreover, by ranking also the absolute importance of the
criteria, the method allows to select the most important alternative, considering the overall
importance for them. The most important alternative is a suitable linear combination of
the absolute importances according to the different criteria. The AHP evaluation scheme is
sketched in Fig. 2.10.
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During the analysis and construction of the support model, ad hoc relative weights have
been added considering the Saaty’s scale (Tab. 2.1) and the pairs of possible actions. Despite
large number of scales has been designed in the literature to derive priorities, the Saaty one
has become the de facto standard. The rationale of this choice is the direct and easy verbal
responses comparison with tangible numerical values [104]. This decision support method
considers a control process of data consistency by calculation of a specific index (Consistency
Index). That allows the decision maker to maintain consistency with all pairwise comparisons.
If the considered ratio is not acceptable, the inconsistency is distributed to the whole pairwise
comparisons matrix through the powers method [105].

Considering the analytic perspective, let stack the coefficients ai, j,k for a given criterion k
in the matrix Ak and let w(k) ∈ Rn be a vector containing the absolute weights for the k-th
criterion. It holds [105]:

Akw(k) =


w1,k
w1,k

. . .
w1,k
wn,k

...
...

...
wn,k
w1,k

. . .
wn,k
wn,k


w1,k

...
wn,k

=

=


w1,k 0 · · · 0

0
. . .

...
...

. . . 0
0 · · · 0 wn,k




1
w1,k

. . . 1
wn,k

... . . . ...
1

w1,k
. . . 1

wn,k


w1,k

...
wn,k

= n

w1,k
...

wn,k

.
As a consequence of the above equation, it can be noticed that Ak has rank equal to 1

and has only one non zero eigenvalue λ = n, while w(k) is indeed the associated eigenvector.
In [105], the author proposes to choose the one obtained by normalizing all the entries,
dividing them by the sum of each one of them. Taking advantage of the above results, the
weights w(1), . . . ,w(m) associated to the different criteria can be therefore calculated. In order
to rank the absolute relevance of all the criteria, it is supposed that for each pair of criteria
(ci,c j) their relative importance qi j can be expressed as:

qi j =
zi

z j
, (2.26)

where zi,z j are the absolute importance of the criteria and they are in general unknown. Let
Q be the matrix that collects the terms qi j, it turns out that this matrix has the same features
as Ak, so z = [z1, . . . ,zn]

T is the normalized eigenvector of Q associated to the unique non
zero eigenvalue λ = m. Knowing both the absolute importance of the alternatives, according
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to the specific criteria, and the relevance of the criteria, the method selects the best alternative
by solving the following optimization problem:

αi∗ s.t. i∗ = arg max
i=1,...n

{
m

∑
j=1

z jwi, j}. (2.27)



Chapter 3

Deep Detection Architecture

This chapter is devoted to introduce the logical framework for the ICS network security
designed during the doctorate. The development of new security architectures encompasses
the guidelines proposed from both academy and industry. Thus, it is mandatory to consider,
on the one hand, consolidated standards and directives, on the other hand, future perspectives.
Some key references for the design of this architecture can be found in [2, 11, 106–109]

3.1 Global Architecture Overview

There are many tools allowing security solutions on networks. However, in the framework
of ICS for CI, the classic cyber security methods, adopted in IT, do not represent an ideal
solution. Isolated signature-based IDSs, for example, perform a safety check of the traffic
based on static rules but are not able to identify a zero-day attacks since they do not consider a
dynamic analysis of the network. The zero-days, indeed, are cyber-threats that take advantage
of vulnerabilities that are not yet identified and represent the highest threat for ICS.

To overcome limits of classical detection methodologies and apply new solutions to
industrial network security scenarios, an innovative architecture has been developed. The
modules constituting the proposed security architecture, outlined in Fig. 3.1, have been
conceived to be located in the Control zone, characterized by network traffic coming from
Levels from 0 to 2. Connections between Control zone network and the Manufacturing one
it is assumed to be secured by conduits. For the sake of clarity, it has been assumed that
traffic from Levels from 0 to 2 is handled through a single switch, although the proposed
architecture can be implemented in a distributed fashion. The architecture is composed by:
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Fig. 3.1 Global architecture schema.

• Deep Detection System (DDS): is the core of the architecture, it represents the ad-
vanced detection system developed. This module is composed of different submodules
dedicated to different security tasks;

• Software Defined Networking Controller (SDN Controller): it is the network traffic
controller, able to redirect traffic according to specific laws and OpenFlow switch
potentialities. This module is realized according to SDN paradigm;

• Mimepot: it is an advanced honeypot able to reproduce the physical processes of the
plant and its control routines;

• Decision Support System (DSS): it is developed to support the security operator in
decision making procedures using a Multiple-Criteria Decision Making Method.

These modules will be deeply investigate in the followings. It is worth noticing that
the security architecture conceived is adaptive to different industrial network deployments
due to the high modularity. Moreover, it is possible to develop multiple modules to satisfy
distributed control system requirements. According to this, central security stations that take
in charge the activities of distributed modules can be developed.

To understand the interaction among the architecture modules, an attack situation is
described in Fig. 3.2. It is assumed that an attacker has been able to unfairly obtain direct
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Fig. 3.2 Global architecture under attack schema.

connection to the Control zone network. In this case, the DDS detects the malicious activities
on the network and it is able to send alerts to the security operator, to the DSS, and to the
SDN Controller module. Then, taking into account the suggestions provided by the DSS,
the operator directly applies or supervises the activity of the SDN Controller module. In a
malicious situation, the SDN Controller starts to redirect in a smart way the traffic coming
from the attacker node: the attacker continues to believe in a direct connection with the real
plant, but on, the contrary, he is connected with the Mimepot due to the traffic redirection
ability of the SDN Controller. Once trapped, the Mimepot starts to silently study the attacker
dynamics without interrupting the malicious connection. This is a novel perspective, where
the attacker is lured. Data provided by the Mimepot can be further exploited at forensic level
to investigate the malicious intents of the attacker.

This thesis collects the efforts in designing, implementing, and evaluating the most critical
modules of the proposed architecture, such as DDS and DSS.

3.2 Deep Detection System

The DDS represents an evolved network detection system able to differentiate between
cyber and physical issues affecting the industrial control system. The main objectives of the
architecture are
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• to detect the cyber threats affecting the global aspects of availability, integrity, and
confidentiality;

• to clearly identify and separate physical problems and cyber threats.

Unlike traditional IDS, that integrate the whole identification module in a single tool, the
DDS presented in this work has been conceived to include several flexible and interchange-
able modules for a better global security evaluation. It is composed by the following modules:
the Extractor, the Network Anomaly Detection Engine (NADE), the Finite Automata De-
tector (FAD), the Confidentiality Restriction Detector (CRO), the Signature-based Intrusion
Detection System (S-IDS), the Fault Detection System (FDS), and the Security Information
and Event Management (SIEM) system. The detection modules are shown in Fig. 3.3.

Three modules (i.e., NADE, FAD, and CRO) of the architecture require a pre-configuration
step, i.e., a learning phase. Assuming that it is possible in an implementation scenario to
foresee secure initial state of the plant, a learning phase is defined as the procedure for the
safe configuration and set-up of the modules that necessarily require historical database of
plant status as reference for the detection. For a formal representation, this stage has been
described in Fig. 3.4, where the target modules have been renamed in L-NADE, L-FAD, and
L-CRO, i.e., Learning-NADE, Learning-FAD, and Learning-CRO in order to highlight the
specific phase.
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Fig. 3.4 Deep Detection System learning phase.

The module operations and the functionalities will be described in the following sections.

3.2.1 Extractor

In a detection schema, a dedicated module is mandatory to extract data and forward them to
the corresponding detector module, since different network layers are analyzed and several
data characteristics are involved.

The Extractor is a network module able accomplish data filtering tasks, allowing the
detection phase for the modules devoted to the analysis. Exploiting different network filters,
this module extracts data from the network to provide information for the subsequent modules.
It receives all the network packets, selects the information and then sends these to the modules.
The operation of this module is fundamental since it allows a more efficient analysis.

3.2.2 Network Anomaly Detection Engine

The NADE is devoted to the behavioral-based anomaly detection. This module for his
functionalities requires two phases: a learning phase and an active detection phase. Both the
phases use the same data provided from the Extractor module but have different operating
mechanisms.

The two stages are described as follows:

• Learning - Network Anomaly Detection Engine (L-NADE): this component, sketched
in Fig. 3.4, uses the network data provided by the Extractor to generate a profile of
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the normal network behavior. The way the profile is generated represents the most
important fulfillment of the anomaly detection. The more accurate the model, the more
the possibility to identify system faults on the network traffic. This module is executed
in a nominal condition without undergoing attacks or anomalous situations. Multiple
data of the same operations are stored to better determine the normal behavior patterns.
The time required to complete the learning phase depends on the period of the system.
For example, for a water CI system, if cyclic monitoring and control operations that
last one week are identified, it will be necessary to save the network traffic for a week
to evaluate the normal behavior.

Comparing with the anomaly detection tools presented in the literature, the L-NADE
strength is represented by configuration possibilities: this allows to easily adapt the
proposed system to any network for the anomalies analysis. Moreover, this module
is able to extract necessary data from the network traffic: it is possible to select any
traffic characteristic of the protocol under analysis in order to provide ad hoc anomaly
detection solutions. This feature represents a valuable option for CI security research
scenarios due to the adaptability requirements. The L-NADE inputs are provided by
the Extractor and the output is a profile file, generally a Comma Separated Values file,
containing the network profile data.

The learning phase of NADE runs before the effective detection. However, it is possible
to regenerate the network profile, whenever an update is necessary.

• Network Anomaly Detection Engine (NADE): Once the creation of the network
profile is completed, this is exploited to perform anomaly detection active tasks.
The NADE analyses the traffic and compares it each sampling time with the set of
parameters generated from the L-NADE. The inputs of this component are the network
profile file and the up-to-date network data provided by the Extractor. The outputs are
the alerts provided to the SIEM for the security evaluations and are simultaneously
saved into a log file. It is important to highlight that zero-days attacks can be identified
by analyzing the behavior of the network. To this end, the periodic behavior of the CI
represents an advantage in terms of anomalies analysis on the network.

3.2.3 Finite-Automata Detector

The FAD system is an innovative module developed using deterministic finite automaton
state machine. Starting from the work in [60], this module recognizes predefined patterns to
differentiate between normal and anomalous packets chains in the transmission. Formally,
a finite automaton is defined as an idealized machine that uses patterns to recognize input
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taken from a character set. The final objective of a finite-state machine is to accept or reject
an input depending on the specific path defined by the states and transition functions. Each
state represents a predefined condition that the input can reach according to the functions
defined for the transitions. A deterministic finite automaton can be represented by a 5-tuple:

M = (Q,Σ,δ ,q0,F) (3.1)

where Q represents a finite set of states, Σ is the alphabet of input symbols, δ : Q×Σ → Q
is the transition function, q0 ∈ Q is the initial state, and F ⊆ Q is the set of feasible states.
This module can be used with multiple protocols: in the context of ICS networks it finds
usefulness into the DDS architecture to analyze specific control network protocols. It is
straightforward to understand that the development for specific protocols requires distinct
states and transition functions. This is a twofold characteristic: on one side, it is possible to
adapt this module to several protocols, on the other, the security operators have the chance to
customize the finite-state machine in order to best fit with deployment restrictions.

For the sake of completeness, considering peculiarities of this module, a specific FAD
conceived for the Modbus/TCP protocol is presented. The module is based on Modbus/TCP
query and response packets analysis. Referring to [110], query packets contain requests for a
specific operation to be done, characterized by Function Codes (e.g., Read Input Register,
Write Single Coil, etc.), whereas response packets include the corresponding responses to the
required operations. The FAD detection module, as outlined in Fig. 3.4, expects a learning
phase, namely L-FAD. During this phase, performed in safe system state, the module is
able to recognize the standard patterns of Modbus/TCP network traffic and specifically, the
Function Codes used in the normal behavior are stored as reference. For the FAD module
presented, the tuple M is composed of:

Q = {S0,S1,S2,S3,S4,S5,S6,S7,S8} (3.2)

Σ = {a,b,c,d, f ,g,h, i, l,m} (3.3)

q0 = S0 (3.4)

F = {S5,S6,S7,S8} (3.5)

δ is defined according to the two dimensional state transition table in Tab. 3.1. According
to Table 3.2, where finite-state machine states are described, the transition functions for the
schema in Fig. 3.5 are discussed below:
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Table 3.1 Two dimensional state transition table.

Current state
Next state

S0 S1 S2 S3 S4 S5 S6 S7 S8

S0 a b c - - - - - -
S1 - - - d - e - - -
S2 - - - - f - g - -
S3 - - - - - - m h -
S4 - - - - - - m - i
S5 - - - - - - - - -
S6 - - - - - - - - -
S7 - - - - - - - - -
S8 - - - - - - - - -

Table 3.2 Finite Automata Detector states description.

State Description
S0 packet check
S1 q packet arrived
S2 r packet arrived
S3 TrID(q) accepted
S4 TrID(r) accepted
S5 q retransmission
S6 integrity attack
S7 store q in queue
S8 accept r, remove qi from queue
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Fig. 3.5 Finite Automata Detector for Modbus/TCP.

start : specific packet data, sent by the Extractor module, arrives into the finite-state
machine for analysis. First state S0 represents the packet check analysis;

a → not Modbus/TCP packet : considering the analysis performed in S0, if a packet is
not attributed to the specific protocol under consideration, in this case the Modbus/TCP, then
the analysis steps forward to the next packet and the finite-state machine remains into the S0

state.

b → q packet : the packet received is a query Modbus/TCP packet, the transition function
b leads the analysis to state S1, query packet arrived. Transaction identifier of the packet,
TrID(q), is stored into a queue;

c → r packet : the packet received is a response Modbus/TCP packet, the transition
function c drives the analysis to state S2, response packet arrived. Transaction identifier of
the packet, TrID(r), is stored into a queue;

d → TrID(q) = TrID(qi), i ∈ {1, . . . ,nq} : checks are made to compare Transaction iden-
tifier of current query packet, TrID(q), with the already stored Transaction identifier of
previous query packets, TrID(qi) where i ∈ {1, . . . ,nq}. According to Modbus/TCP protocol
specifications [111], on a TCP connection, the Transaction identifier must be unique. In the
case of TrID(q) = TrID(qi) where i ∈ {1, . . . ,nq}, a retransmission occurred and investiga-
tions about this anomaly should be carried out. For this reason, the transition function d
arrives in the final state S5 which identifies a retransmission for the packet under investigation;
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e → TrID(q) ̸= TrID(qi), i ∈ {1, . . . ,nq} : after verifies that Transaction identifier of current
query packet is not equal to Transaction identifiers previously stored, this transition function
permits to reach S3 state, namely TrID(q) accepted;

f → TrID(r) = TrID(qi), i∈ {1, . . . ,nq} : checks are performed on the Transaction identifier
of the current response packet received, TrID(r). If the latter is already present in the queue
of queries Transaction identifiers, TrID(qi) where i ∈ {1, . . . ,nq}, the response packet is licit
and the transition function f can move the analysis to state S4 (TrID(r) accepted);

g → TrID(r) ̸= TrID(qi), i ∈ {1, . . . ,nq} : if the verification of TrID(r) reveals that the
Transaction identifier is not corresponding with any of the TrID(qi) where i ∈ {1, . . . ,nq},
it is possible to conclude with some degrees of certainty that the system is under integrity
attack, represented in state S6.

h → f c(·) admitted : after the query packet Transaction identifier approval, a legitimacy
function code verification is performed. As already stated, during the L-FAD phase, the
normally used function codes of Modbus/TCP packets are saved. According to the transition
function h, if the function code is licit, the state S7 is reached and the function code relative
to the query packet under investigation, f c(q) is stored in a queue.

i → f c(r) = f c(qi) AND TrID(r) = TrID(qi), i ∈ {1, . . . ,nq} : in this case, the function
code admittance is checked, as it is the Transaction identifier. The function code of the
packet under analysis is the same of the query packet with the same Transaction identifier.
Consequently, with the transition function h, the finite-state machine can reach to the final
state S8, where the response packet is accepted and the query qi is removed from the queue.

l → f c(r) ̸= f c(qi) AND TrID(r) = TrID(qi), i ∈ {1, . . . ,nq} : this transition function
identifies a response packet that has the licit Transaction identifier, TrID(r) = TrID(qi), with
a function code that is admitted but is not the same of the respective query, f c(r) ̸= f c(qi).
According to this, the transition drives to the integrity attack state (S6).

m → f c(·) not admitted : According to the transition function m, if the function code of
both query or response packet under analysis is not present in the admitted function code list,
generated during L-FAD phase, the FAD detects an integrity attack.
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Once reached one of the final states, there are two possibilities: continue the analysis or
generate alerts. In the first case, if final states S7 or S8 are reached, the module continues its
analysis without generating alerts. Otherwise, if final states S5 or S6 are reached, the module
generates alerts according to the specific issue identified and transmits these to the SIEM
module.

The combination of both FAD and NADE modules allows to reduce the false positive
alarms rate. This issue related to the unusual-but-normal situations is more relevant for the
anomaly-based detection module due to the direct correlation with the normal behavior profile
with well defined thresholds. Thus, a very important feature of the proposed cyber-physical
security architecture is highlighted: the joint use of the modules supports the monitoring
strengths of the Deep Detection Architecture conceived.

3.2.4 Confidentiality Restriction Detector

The CRO represents a security module dedicated to find issues inherent data confidentiality.
Although the confidentiality for ICS networks is not considered as a priority, with the IoT
advent and the ever-increasing ease of sharing confidential information, becomes important
to not underestimate it.

This module requires a learning phase, sketched in Fig. 3.4, namely L-CRO, devoted to
populate a database with white-listed devices. Assuming the learning phase performed in
a safe ICS state, the L-CRO is able to list all the devices connected in the Control zone in
order to create the white-list. The L-CRO provides an automatic learning mechanism for
permitted users and devices. In addition, during L-CRO activity, there is an implementation
choice which considers the insertion of an entity twice in order to apply a simple but effective
security check: if a malicious actor finds a way to alter the white-list, he/she would not be
aware of the necessity to insert twice the same entity. In this way, during legacy user database
analysis, if there were entities with a single presence, a security alert would be generated.
The authentication provided by the CRO manages users directly within the Control zone
in order to prevent any intrusion into this area. CRO module receives connected devices
information (e.g., IP address, MAC address) and it verifies that these devices are present into
the white-list. As output, this module generates alerts directed to the SIEM module.

The operation mechanism is simple but it allows to prevent multiple potential cyber
threats, such as Address Resolution Protocol (ARP) Poisoning. The CRO module integrates
and not replaces the recommended security conduit between Manufacturing and Control
zones. The main difference between CRO and conduit is the following: the first checks
network devices and users within the Control zone, the second serves as authentication gate
for who try to enter the Control network coming from a different zone.
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The implementation of this module has not been directly addressed in this thesis, since it
focuses on security against integrity and availability attacks, that represent the main issues in
CI scenarios.

3.2.5 Signature-based Intrusion Detection System

The S-IDS is a detection tool based on predefined rules. It is fundamental in IT security
applications, however its importance has been recognized also in ICS. Even if there should
not be classic IT threats inside the Control zone, it is not possible to exclude a priori the
possibility that these should arise. For this reason, the use of signature-based intrusion
detection techniques can be useful also for the Control network. Moreover, it is possible to
define ad hoc rules for network protocols that operate in the Control zone, normally different
from those present in the Corporate zone. This allows to use rules for redundant security
control of physical processes through the analysis of network traffic related to specific
protocols.

3.2.6 Fault Detection System

Control Theory has contributed with frameworks to handle model uncertainties and distur-
bances as well as fault detection and mitigation respectively. In Figure 3.6, the structure of a
system and the associated entities devoted to the identification of faults are depicted. The
physical plant, together with actuators and sensors, are all subjected to faults and attacks.
Thanks to the analysis of input and output, the FDS is able to identify problems. After
the detection, the operators apply decisions considering the evaluation of the specific post
filtering methodologies implemented.

The classical FDS [86] consists in the identification of anomalies on the system behavior
due to the occurrence of physical faults. Since cyber-attacks on networked control systems
also affect the physical behavior of the system, fault detection can be used to detect cyber-
attacks and mitigate their consequences. In many works in the literature, the fault detection
problem is addressed using linearized systems, as shown in Chapter 2. In this work, this
problem is approached using non-linear control dynamics, in order to produce a more accurate
reliable model. On the other hand, computational load is higher.

Cyber-attacks and faults have inherently distinct characteristics, which pose different
challenges on the secure control and fault-tolerant approaches. Faults are considered as
physical events that affect the system behavior, where simultaneous events are assumed
to be non-colluding (e.g., the events do not act in a coordinated way). On the other hand,
cyber-attacks may be performed over a significant number of attack points in a coordinated
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Fig. 3.6 Fault Detection System schema.

fashion [21, 30]. Moreover, faults do not have an intent or objective to fulfill, as opposed to
cyber-attacks that do have a malicious intent.

FDSs are the simplest fault diagnosis systems: they trigger alarm signals to indicate
the fault presence. Different approaches for fault detection using analytical models have
been developed in the last 20 years. The task consists in the detection of faults in the
processes, actuators, and sensors by using the dependencies between different measurable
signals. Analytical process models express these dependencies. In the same way, also attacks
on sensors and actuators can be modeled. In most practical cases, the process parameters
are partially not known or not known at all. Then, they can be determined with parameter
estimation methods by measuring input and output signals, if the basic model structure is
known.

Model based fault detection methods is addressed in this thesis in two different ways.
First, the concepts of analytical redundancy and residual generation under the assumption of
a perfect system model are introduced. According to this assumption, the non linear Fault
Detection Filter (FDF) is considered. It is a deterministic observer. Second, the Extended
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Kalman Filter (EKF) is introduced as observer for system affected by disturbances and
uncertainties. EKF turns to be an observer for stochastic systems.

Nonlinear FDF is based on the first FDF observer-based residual generators developed
by Beard and Jones in the early 70’s [112]. The FDF by Beard and Jones represents the
development beginning of model-based FDI techniques. The core of the non linear FDF
proposed in this thesis is a full-order state observer

x̂k+1 = f (xk,uk)+L[yk −h(xk,uk)] (3.6)

ŷk+1 = h(xk+1,uk+1) (3.7)

which is built on the nominal system model described by the map f (·) and h(·), where x̂k and
ŷk+1 are the state estimate and the output estimate, respectively, uk is the input vector and yk

the output vector of the real system. L is the observer matrix, able to reduce the estimate error.
The selection of the observe matrix is crucial. For stochastic systems, the EKF is considered.
The estimate of the expected measurement and the associate uncertainty are computed by
means of prediction and correction steps. In the prediction, the state estimate is performed as

x̂k|k−1 = f (k, x̂k−1|k−1,uk) (3.8)

Pk|k−1 = AkPk−1|k−1AT
k +FQFT (3.9)

where f (·) is the state transition map, Pk|k−1 is the state covariance matrix, and

Ak =

[
∂ f (·)

∂x

]
x= x̂k|k

. (3.10)

In the correction step, the estimate is further refined according to the following equation:

Sk =CkPk|k−1Ck
T +HRHT (3.11)

Kk = Pk|k−1Ck
TSk

-1 (3.12)

γ = yk −h(k, x̂k|k−1,uk) (3.13)

x̂k|k = x̂k|k−1 +Kkγ (3.14)

Pk|k = (I −KkCk)Pk|k−1 (3.15)
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where Kk the Kalman gain and Sk the innovation covariance matrix and:

Ck =

[
∂h(·)

∂x

]
x= x̂k|k−1

. (3.16)

In both cases the computation of the residual is defined as

rk+1 =V [yk+1 − ŷk+1] (3.17)

where V is a weight matrix associated to the residual vector.
To achieve a successful fault detection based on the available residual signal, further

efforts are needed. A widely-accepted way is to generate such a feature of the residual
signal, by which we are able to distinguish the faults from the disturbances and uncertainties.
Residual evaluation and threshold setting serve for this purpose. A decision on the possible
occurrence of a fault will then be made by means of a simple comparison between the
residual feature and the threshold. Depending on the type of the system under consideration
(i.e., deterministic or stochastic), there exist two residual evaluation strategies: norm based
residual evaluation and statistic testing. Driven by the process input signal, the value or
average value or the energy of the process output may become very large.

It is assumed that for the fault detection purpose a residual vector, r is available. Next, we
describe some standard evaluation functions that are a generalization of the above-mentioned
evaluation functions of J:

Peak value. The peak value of residual signal is defined as rk:

Jpeak = ∥r∥peak := sup
k≥0

∥rk∥ (3.18)

∥rk∥=

√√√√ kr

∑
i=1

r2
i,k. (3.19)

Average value.

Javerage = ∥r∥average := sup
k≥0

∥r̄k∥peak (3.20)

∥r̄k∥=
1
N

N

∑
j=1

r(k+ j). (3.21)



3.3 SDN Controller 49

From an engineering point of view, the computation of a threshold corresponds to deter-
mine the tolerant limit for disturbances and model uncertainties under fault-free operation
conditions. There are several factors that can significantly influence this procedure. Among
them are:

• the dynamics of the residual generator;

• the way of evaluating the unknown inputs (disturbances) and model uncertainties;

• the bounds of the unknown inputs and model uncertainties.

A threshold can be generally defined by

Jth = sup
f=0,d,∆

J (3.22)

where ∆ denotes the model uncertainties and J the feature of the residual signal.
Concerning system with uncertainty, the most common residual evaluator is implemented

using a χ2-detector: the weighted power of residual gk = rkS−1rT
k is compared with a

threshold β defined to accept a certain error.
The following decision rule is applied:

Rk =

{
H0 if sk ≤ β

H1 if sk > β
(3.23)

where H0 is the healthy and H1 is the faulty hypothesis, respectively. When H1 is accepted,
the FDS triggers an alarm.

3.2.7 Security Information and Event Management

The SIEM system is considered in the global schema for the analysis of the specific alerts
coming from the modules. This information is encoded using the Intrusion Detection Message
Event Format.

3.3 SDN Controller

The SDN [113] is a network architectural paradigm consisting in the control plane separation
from the data plane. The first one manages the network traffic forwarding, while the second
one effectively forwards data to the connected nodes. This separation can lead to a large
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number of benefits, for example, as addressed in this work, the development of new features
of cyber security. There are several implementation possibilities with SDN. For the sake of
this work, a network packet flow control has been employed. With respect to conventional
network traffic filtering mechanisms, the SDN technique allows a granular control of the
traffic flows directly inside specific OpenFlow switches: with precise and defined rules with
an high level of detail it is possible to carry out traffic forwarding operations acting also on
the application layer. For this reason, forwarding rules related to specific protocols for ICS
networks, such as the Modbus/TCP, can be implemented.

The SDN Controller, indeed, represents the crucial point of the whole architecture, since
it manages communication load through switches/routers in the network. This module
represents the brain of the communication system. It is important to notice that legacy
switches and routers are not compatible with SDN technology. For this reason, specific
OpenFlow devices must be used to develop the security architecture conceived.

Therefore, the integration of the SDN technology inside the Deep Detection Architecture
adds value and degrees of freedom for future advanced cyber security implementations.

3.4 Mimepot

Mimepot is an evolved honeypot able to simulate physical processes and control routines of
the plant. Comparing with the ICS honeypot presented in [75], the Mimepot focuses on the
physical processes simulation, the related estimation and control, and the interconnection
with the SDN functionalities.

A honeypot is formally defined as a monitored computing resource that can be probed,
attacked, or compromised by malicious cyber actors [72]. Honeypots are by definition
more vulnerable with respect to real systems, their target is to attract possible cyber-attacks
replacing and safeguarding the real devices. The vulnerability is not the most relevant
feature of Mimepot: it is considered a virtual system designed to replicate the cyber-physical
structure of the plant. The network traffic coming from and to the Mimepot is not critical: to
this end the control of the data flow performed by adopting SDN paradigm, is crucial. To
this aim, the Mimepot operation is directly related to the SDN presence.

According to the Mimepot design, a point of strength respect to standard honeypots is
the partitioning of physical processes reproduction from estimation and control routines
(Fig. 3.7). The key idea is the attacker analysis: when an adversary is able to reach to
target network, he/she will be lured easily. To this end, the Mimepot needs to be a realistic
and attractive target for a potential malicious actor. According to the models presented in
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Fig. 3.7 Mimepot schema.

Chapter 2 and referring to schema in Fig. 3.7, the simulated plant state-space equations are:

xM
k+1 = AMxM

k +BMuM
k +wM

k (3.24)

yM
k =CMxM

k + vM
k (3.25)

where xM ∈ Rn is the mimed state vector, uM ∈Rp is the mimed control vector, and yM ∈ Rq

is the mimed output vector. Matrices AM,BM,CM,DM are real constant matrices, wM(·)∼
N(0,Q) and vM(·)∼ N(0,R) are identical independent Gaussian noises with zero mean and
variance respectively Q and R. The mimed control and estimation parameters, respectively
uM

k and x̂M
k , are designed according to the mimed plant.

Real plant and Estimator and Controller (E&C) models have been discussed in Chapter 2.
The model design depends on the complexity of the real plant, however, it is worth noticing
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that it is not necessary to replicate the whole real plant: the attacker have to be lured regarding
his attack conditions. To this end, it is important that the Mimepot data can be attributed to a
traffic flow generated by a control system. Moreover, when the attacker gain the access to
the Control zone network, the target of the Mimepot is to hide the real plant topology and
configurations.

The controller manages and regulates the behavior of the plant processes according to
project specifications. The estimator is necessary to update the control vectors. Basic control
routines and the estimation of the system state are located at Level 1. Input of this module
are the sensor reads y coming from the plant and the output are the control vectors u.

From the network communications point of view, the Mimepot module can be imple-
mented in virtualized environments where the Mime Plant and the Mime E&C can communi-
cate through channels that make use of industrial protocols, such as the Modbus/TCP. The
simulated physical values are directly inserted inside application layer of specific network
packets. In this way, the attacker is deceived during the preliminary reconnaissance stage
thanks to fake but plausible physical processes behavior with values of sensors and actuators
managed through real industrial communication protocols.

3.5 Decision Support System

An ad hoc DSS has been developed for the proposed security architecture. This module is able
to provide an enhanced passive defense approach to the human operators. It is not possible,
indeed, to exclude the human decisions in the critical security scenario of ICS: the experience
of human operators in applying countermeasures is always fundamental. The concept of
Human-In-The-Loop is tightly related to both physical and cyber security operations. In the
proposed architecture, there are three possible and complementary paths for the information
between modules for the data coming from the DDS containing alerts (Fig. 3.8). The first
one, defined as passive defense, directly allows alerts to reach operators. The second path,
namely enhanced passive defense, allows the operator to receive the alerts data coming from
the DDS and the countermeasures suggestions provided by the DSS. Finally, the third path
regards the operative defense. In this case, the alerts are directly computed by the SDN
Controller module that starts to redirect traffic towards the Mimepot (autonomous operative
defense) or are evaluated with the supervision of the operator, where to the operator is given
the option to explicitly activate the redirection of network traffic to the Mimepot module
(semi-autonomous operative defense).

The DSS is developed using the AHP method introduced in 2. As explained, the AHP
method allows to select among different alternatives in presence of multiple criteria. This
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Fig. 3.8 Deep Detection with Human In The Loop.

technique allows to decompose the decision problem into its constituent elements, to structure
them hierarchically considering the main objective and its sub-targets and finally to process
data and opinions in order to achieve the goal. For the sake of the application, the criteria
built for the assessment have been chosen as example in order to explain the methodology,
considering the reliability and availability of control systems as main elements for the
industrial sector. The network security operator goal is to determine the system components
under cyber-attack detected by the IDS. Subsequently, he has to apply the best countermeasure
to deal with the threat. In this context, an active support for the operator decision problem
would be helpful. Considering the CI scenario, the final aim is to ensure the infrastructure
reaction after a cyber-attack.



Chapter 4

Modeling, Hardware, and Software Tools

This chapter encompasses all the tools designed during the doctorate. Different tools
for emulation and simulation have been implemented, to get insights on the behavior of
CIs. These tools are crucial, since security architecture cannot be directly tested on real
infrastructures. Besides that, a control theoretic perspective is adopted to model CPS, so ICS
and cyber-attacks are regarded as hybrid systems. To this aim, this chapter introduced the
models for CPS, the testbed HYDRA, developed to emulate a water distribution system, and a
virtualization tool based on Mininet to simulate communications links. Some key references
for this Chapter can be found in [107–109, 114]

4.1 Modeling Cyber-Physical Systems

Industrial Control Systems (ICS) are Cyber-Physical Systems (CPS) characterized by being
geographically distributed. In fact, an ICS system can be considered composed of a physical
and a cyber structure, as schematically represented in Figure 4.1. Specifically, the physical
structure consists of the infrastructure/plant to be managed (e.g., all in-field devices), while
the cyber structure encompasses the communication infrastructure and the elements used to
supervise and manage the physical structure (e.g., the Human-Machine Interface (HMI)). The
physical structure can be generally modeled as a nonlinear uncertain discrete-time system,
where physical and anomalous cyber-events are represented as disturbances to the state and
output functions, formalized as:

xk+1 = f (xk, ũk)+η(xk,d,k , ũk)+ws,k (4.1)

yk = h(xk)+Φ(xk,dk)+wo,k (4.2)

where:
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Fig. 4.1 Generic data flow between plant and SCADA system in an ICS. The attacker can
interpose in the communication between plant and SCADA system, altering the data flow.

• k ∈ N is the time instant;

• x ∈ Rn represents the state vector;

• ũ ∈Qm is the input vector (e.g., m is the number of actuators), in which the effects of
malicious inputs injected by cyber-attacks are also considered;

• f : Rn ×Qm → Rn models the nominal dynamics;

• d ∈ Rp are the physical faults that can affect the system;

• η : Rn ×Rp ×Qm → Rn is the cyber-physical attack/fault function affecting the state;

• y ∈ Rv is the output vector (i.e., v is the number of sensors);

• h : Rn → Rv is the nominal output map;

• Φ : Rn ×Rp → Rv is the physical attack map affecting the output;

• ws ∈ Rn represents the model uncertainties;

• wo ∈ Rv corresponds to the noise vectors.

The plant, interacting with the SCADA, allows to perform control and monitoring actions.
The general model of cyber actions generated by the SCADA system can be expressed as:

uk = β (ỹk,yre f ,k) (4.3)
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where:

• ỹ ∈ Rv is the input vector for SCADA system, containing the measurements obtained
from the field;

• yre f ∈ Bm is the reference command from SCADA system;

• β : Rv ×Bm →Qm is the control function generated by the SCADA system;

• uk ∈Qm is the input vector.

As depicted in Figure 4.1, the interface between the plant and the SCADA system
performs the following matching:

ũk = uk +∆uk (4.4)

ỹk = yk +∆yk (4.5)

where ∆uk and ∆yk are the injections to the input and output of the plant, respectively,
resulting from cyber-physical anomalies. Under normal conditions, ∆uk = 0 and ∆yk = 0.

4.2 Modeling Attacks on Cyber-Physical Systems

The aim of a secure system is to grant data and resources availability, preventing unauthorized
users access and protecting data integrity. On the contrary, the aim of an attacker is to take
control or manipulate system parameters to generate and exploit threats, modify the behavior
of the system, obtain and tamper data, or reduce data and resources availability. A cyber-
attack may have several effects on the physical system and may downgrade its operability,
performance, and efficiency. Considering the peculiarities of the frameworks in which ICSs
operate, the hazards and the damages could be potentially extended to the environment or to
human safety.

An attacker is assumed to be connected to the Control zone network and he/she is able to
perform attacks against the CPS, creating atypical and unexpected situations within the plant.
According to this assumption, all the necessary resources are available to the attacker. As
shown in Figure 4.1, when a malicious agent gains access to the communication network,
it becomes able to tamper the data exchanged between PLC and SCADA in different ways.
Hence, the original signals uk and yk will turn into the attacked signals ũk and ỹk (A2 and A2′

attacks), respectively, or will not reach the destination device at all (A1 and A1′ attacks). Two
main classes of attacks have been addressed:
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• Availability Attacks: conceived to reduce or disrupt the service capabilities of the target
device. DoS attacks are an example for which the TCP/IP protocol vulnerabilities
constitute the basis;

• Integrity Attacks: conceived to manipulate network data, such as sensor readings and
actuator commands. The MITM attacks represent the practical approach, consisting in
the hijacking of the data exchanged between two target hosts. The attacker places itself
between them, receiving all the traffic generated by the victims and conveniently for-
warding the packets to the right destination. To this end, the well-known Modbus/TCP
vulnerabilities could be exploited because of the lack of authentication and encryption.

Depending on the specific goal pursued, the realized attacks can be single or non-
interactive, or concurrent and/or coordinated. Single attacks consist of a set of sequential
actions performed against the target for a given time interval and with a specific level of
intensity, while concurrent attacks generally imply a strategic attack on several devices of
the system. Attack models have been derived inspired by those proposed in [115] and by
considering the definitions in Section 4.1.

4.2.1 Models for Availability Attacks

Ping Flooding. A flooding attack usually indicates a methodology aimed at disrupting the
services of a machine connected to a network by forwarding to it a large number of packets in
a short time lapse. In the case of ping flooding, the victim is overloaded with ICMP packets.
If the attack is performed against the PLC between time instants ks (i.e., beginning of the
attack) and ke (i.e., end of the attack), the input received by the SCADA will be:

ỹk =

{
yk for k < ks and k > ke,

yk−τ ∨ [ ] for ks < k < ke
(4.6)

where τ is the time delay introduced by the attack and [ ] indicates the lack of information
due to the communication interruption, represented as A1 attack in Figure 4.1. Besides, as
shown by the A1′ case, an attack performed against the SCADA between time instants ks and
ke, can be modeled as:

ũk =

{
uk for k < ks and k > ke,

uk−τ ∨ [ ] for ks < k < ke
(4.7)
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Modbus Flooding. In this case, the goal is not to harm the network communication but to
set out of order the target elaboration capabilities. Specifically, the first set of packets are
received by the target device and rejected as they are not consistent with the current system
operation (e.g., a corresponding request has not been previously received). After a short time
interval, the target device is no longer able to cope with the wide number of Modbus packets
received. This leads to the reduction of the elaboration capabilities of PLC/SCADA and to
communication latency. The specific action coded on the data field is of any actual interest,
as long as it is recognized as valid by the destination component. For this reason, it can be
stated that there are no differences with the ping flooding model.

4.2.2 Models for Integrity Attacks

Data Modification. A malicious actor can manipulate the data field of the Modbus/TCP
packets, modifying its content in various ways. If the attacker succeeds in gathering the
proper information about the system, it may be able to perform undesirable actions against
the system, such as changing the values shown on the HMI or the commands sent to the
actuators. If an operator is not able to identify such illicit traffic, an escalation of threats may
cause major problems, mainly on the physical layer, as the attacker would be able to perform
actions on the field. To do so, the attacker needs specific knowledge about the communication
protocol deployed, the structure of the data field of the packets, and accurate information
about the system to be compromised. Although such hypothesis may sound quite restrictive,
sufficient knowledge could be obtained by sniffing and analyzing the network traffic for an
adequate time lapse.

While exploiting a MITM to perform a Data Modification attack the communication
seems normal, as the tampered packet is syntactically correct and semantically valid. The
effect depends on which type of packet is tampered and on the target of the attack. If it
carries data regarding the sensors measurements at time step ki and it is performed against
the PLC, the attack model becomes:

ỹk =

{
yk +∆yk for k = ki,

yk otherwise.
(4.8)

Analogously, when the attack is performed against the SCADA:

ũk =

{
uk +∆uk for k = ki,

uk otherwise.
(4.9)
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Replay Attack. A particular case of Data Modification attack is the Replay Attack, whose
execution is divided into two main phases. First, the Modbus data flow between target
machines is recorded for an arbitrary time lapse. Then, it is repeatedly re-sent to the desired
device, replacing the actual data fields. Thereby, the plant and/or the SCADA will receive
and process old information, repeating the previous actions again. If this attack is properly
designed, the operation parameters would not be out of the allowed range, making the attack
go unnoticed by the operator. In such a case, the model for the attack that has the PLC and
the SCADA as target is similar to the Data Modification attack:

ỹk =

{
yk +∆yk ks < k < ke,

yk otherwise
(4.10)

ũk =

{
uk +∆uk ks < k < ke,

uk otherwise
(4.11)

where yk−τ and uk−τ are the sensor measurements and the control signals previously recorded,
while ∆uk =−uk +uk−τ and ∆yk =−yk + yk−τ .

4.3 Cyber-Physical Simulation Using Matlab/Simulink

The CI addressed during the doctorate are water distribution systems. To this end, several
simulation tools have been adopted to verify and validate the security architecture. In the
following, the simulation tools developed in Matlab/Simulink are detailed. These models
have been used to validate the algorithms in the FDS and in the Mimepot.

Preliminary case study: water tower simulation. A water tower is a structure located
in an elevated place to provide drinkable water to costumers. This infrastructure is able to
provide water also in emergency situation (e.g., without electric energy), since its operations
are based on gravity. The system simulation is represented by filling up and emptying the tank
according to physical laws. In Fig. 4.2, a simplified water tower is shown. The continuous
time relations describing the process of filling up and emptying the tank are:

Aḣ = QIN −QOUT (4.12)

QOUT = a
√

2gh (4.13)
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Fig. 4.2 Tank considered for the scenario.

ḣ =
QIN

A
− a

√
2gh
A

(4.14)

where QIN and QOUT are the incoming and outgoing flows. QIN is considered as constant,
expressed in m3/s. QOUT is calculated according to physical laws. A and a are respectively
the tank and the output hole sections. h represents the water level and g is the gravitational
acceleration. The model of the system has been created and validated using Simulink (see
Fig. 4.3).

Single tank with proportional pump and water consumption. In this case, shown in
Fig. 4.4, a single tank with proportional water pump and water consumption is shown. The
system is described by the following relations:

QIN = α ·P (4.15)

QOUT = β ·a
√

2gh (4.16)

ḣ =
QIN

A
− QOUT

A
(4.17)

where QIN is the incoming flow represented by a constant P, expressed in m3/s, which
represents the pump maximum flow, while α ∈ [0,1] is a parameter which allows to pro-
portionally scale the pump flow value. The output flow, QOUT , is computed according to
physical laws. Also QOUT is scaled according to β ∈ [0,1], a parameter representing the
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Fig. 4.3 Simulink model.

different water consumption rate. The constant value A is the tank section and the constant
value a is the output hole section. The water level inside the tank is characterized by h and g
is the gravitational acceleration. In Fig. 4.5, the Simulink model of this scenario is outlined.

Reservoir with two water consumers. A more complex scenario is presented in Fig. 4.7.
Here, one tank is placed in a higher position with respect to the others and represents a
reservoir (T 1). It is refilled by a water pump. The remaining two tanks represent water
consumers (T 2 and T 3), having different consumption rate. Moreover, it is possible to model
different proportional water flows from the reservoir to the consumers.

The corresponding continuous time equations are:

QIN1 = α ·P (4.18)

QOUT 11 = β11 ·a11
√

2gh1 (4.19)

QOUT 12 = β12 ·a12
√

2gh1 (4.20)

ḣ1 =
QIN

A1
− QOUT 11

A1
− QOUT 12

A1
(4.21)

QIN2 = QOUT 11 (4.22)

QOUT 2 = β2 ·a2
√

2gh2 (4.23)

ḣ2 =
QIN2

A2
− QOUT 2

A2
(4.24)

QIN3 = QOUT 12 (4.25)

QOUT 3 = β3 ·a3
√

2gh3 (4.26)
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A

a

h

QOUT

Fig. 4.4 Single tank with proportional pump and water consumer schema.

ḣ3 =
QIN3

A3
− QOUT 3

A3
(4.27)

where the gravitational acceleration is represented by g and the variables, referring to
each tank, are described in Table 4.1. The Simulink model for this scenario is sketched in
Fig. 4.7. An example of physical processes evolution associated with this scenario is depicted
in Fig. 4.8 and lasts for 100 s. The corresponding parameters are described in Table 4.2.

4.4 HYDRA Testbed

The HYDRA testbed is a low-cost and open-source emulator for ICS. This testbed has
been developed and realized starting from the scratch. The core of the HYDRA testbed is
represented by a physical layer that emulates the behavior of a simple water distribution
system, without considering pressure effect. The cyber layer is composed of the Control
System, the HMI, and a DDS including the FDS and the S-IDS. All these modules are
connected in a LAN, used to collect data from sensors and actuators, as in a real industrial
control system. The HYDRA testbed can be used to emulate different scenarios: for example,
it is possible to reproduce the water consumption in a small city over a day or the operation
of cooling systems. Due to the modularity of the physical layer, indeed, it is possible to
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Table 4.1 Three tanks scenario variables description.

Reservoir – Tank 1 (T1)
A1 Tank section
a11 Hole to T2 section
a12 Hole to T3 section

QIN1 Input flow
QOUT 1 Output flow to T2
QOUT 2 Output flow to T3

h1 Tank water level
P Pump flow constant value (m3/s)
α Pump proportional value (α ∈ [0,1])

β11 a11 proportional value (β11 ∈ [0,1])
β12 a12 proportional value (β12 ∈ [0,1])

Water consumer 1 – Tank 2 (T2)
A2 Tank section
a2 Output hole section

QIN2 Input flow T2
QOUT 2 Output flow T2

h2 Tank water level
β2 a2 proportional value (β2 ∈ [0,1])

Water consumer 2 – Tank 3 (T3)
A3 Tank section
a3 Output hole section

QIN3 Input flow T3
QOUT 3 Output flow T3

h3 Tank water level
β3 a3 proportional value (β3 ∈ [0,1])
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Table 4.2 Reservoir with two water consumers simulation example parameters.

{Reservoir} – Tank 1 (T1)
A1 20 m
a11 0.5 m
a12 0.3 m

h1(0) 15 m
P 10 m3/s
α 1

β11 1
β12 1

{Water consumer 1} – Tank 2 (T2)
A2 10 m
a2 0.2 m

h2(0) 5 m
β2 1

{Water consumer 2} – Tank 3 (T3)
A3 5 m
a3 0.1 m

h3(0) 3 m
β3 1



4.4 HYDRA Testbed 66

h1

QIN1

a11 a12

A1

A2 A3

T2 T3

T1

a2 a3

h2 h3

Reservoir

Water Consumer 2

QIN2 = QOUT11 QIN3 = QOUT12

QOUT2 QOUT3

Fig. 4.6 Reservoir with two water consumer tanks schema.

set up different configurations and switch between them automatically. In the design of the
testbed a low cost approach has been used, thereafter HYDRA is equipped with low cost
devices that emulate expensive industrial equipment. Each component of HYDRA will be
introduced later, omitting the HMI, which represents just a cockpit for the CI operator.

4.4.1 Physical Layer

The HYDRA testbed is composed by 7 tanks, deployed in a vertical fashion as depicted
in Fig. 4.9. Specifically, a large tank is on the top simulating a water tank tower in urban
scenario, while 6 tanks are placed on 3 different levels (see Fig. 4.10). All the tanks are
equipped with pressure sensors to detect the water level. At the lowest level is placed a
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Fig. 4.8 Reservoir with two water consumers example.

reservoir, which simulates the presence of an aquifer. The tanks are connected by pipes,
which are not under pressure, so the water flows from tanks exploiting pumps, gravity, and
Stevin’s Law. Respectively, a submersible pump supplies water from the reservoir to the
water tank tower and two other external micro pumps move water from the second to the
third level. Two water flow meters allow to detect and measure the presence of water in the
pipes. To emulate water consumption, 8 electromechanical valves are deployed on the pipes,
while 7 manual valves are used to emulate leakages. Different configurations can be achieved
by closing and opening valves and moving pipes, to simulate different redundancies and
reduce the complexity of the model. All the sensors and actuators are connected to the LAN
by means of Galileo Gen2 and Arduino Nano board that emulate PLC.

4.4.2 Control and Fault Detection Systems

The control system designed for the HYDRA testbed is divided in two levels. The low level
control maintains the water level between minimum and maximum thresholds. The testbed is
configured to reproduce the behavior of a small city, simulating the water consumption cycle
during a day in both residential and industrial area. To preserve the maximum efficiency
of the two areas an high level control is implemented. Pumps and valves are actuated in
order to refill the water reserve based on demand. As previously said, in CPS, faults caused
by mechanical damaged or malicious intrusions must be monitored and identified in order
to preserve the efficiency of the system and the health of the users. For this reason a fault
detection module is implemented on the testbed, based on the model of the system. To this
end, the functioning of the physical layer is simulated using the model revised in Section 4.1.
The model is fed with the input given by the control system to the testbed and its output is
compared with the real one in order to generate residuals and, eventually, alarms based on
fixed threshold.
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Fig. 4.9 The HYDRA water system testbed.

The overall model of the testbed is complex, here, for sake of clarity, only the subsystem
shown in Fig. 4.11 is considered. It represents a building block: it is composed by three
tanks deployed so to have both horizontal and vertical configuration. Thus, the overall
system model can be easily retrieved by suitably composing the equations of this subsystem.
The continuous time equations used to model the subsystem are based on mass balances,
Bernoulli’s and Stevin’s laws:

ḣ3 = eA[U (h4 −hcon)U (hcon −h3)
a f

A

√
2g(h4 −hcon)

−U (h3 −hcon)U(hcon −h4)
a f

A

√
2g(h3 −hcon)

+U (h3 −hcon)U(h4 −hcon)sgn(h4 −h3)
a f

A

√
2g |(h4 −h3)|]

(4.28)
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Fig. 4.10 The HYDRA testbed structure.

ḣ4 = eA[U (h3 −hcon)U (hcon −h4)
a f

A

√
2g(h3 −hcon)

−U (h4 −hcon)U(hcon −h3)
a f

A

√
2g(h4 −hcon)

+U (h4 −hcon)U(h3 −hcon)sgn(h3 −h4)
a f

A

√
2g |(h4 −h3)|]

+
k3

A
v3 − e46

a f

A

√
2gh4

(4.29)

ḣ6 = e46
a f

A

√
2gh4 − e6r

a f

A

√
2gh6 (4.30)

where hi is the water level in the tank Ti (i ∈ {1...7}) over time, eA, e46, and e6r are respec-
tively the states of the horizontal valve, the valve between the tanks T4 and T6 and between
the tank T6 and the reservoir (1: Open, 0: Close), A = 127 cm2 is the cross-section of the
tank, a f = 0.1256 cm2 is the cross-section of the outlet hole and hcon is the connection height
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Fig. 4.11 Modeled subsystem of the testbed.

in case of communicating vessels. The acceleration of gravity is denoted with g expressed in
cm
s2 . The voltage supplied to the pump is v3 and the corresponding flow is k3v3 where k3 is a

constant expressed in cm3

V s . The functions U(·) is defined as follows:

U(x) =

1 i f x ≥ 0

0 i f x < 0
(4.31)

4.4.3 Signature-based Intrusion Detection System and Network Setup

On HYDRA testbed, a signature-based IDS has been enforced: a set of rules of known
attacks is used to find suspicious activities in the current network traffic. It supervises the
traffic of the whole network, checking locally and remotely interchanged packets. The S-IDS
software developed for the testbed is based on Snort [35], an open source network Intrusion
Detection System. The S-IDS performs real-time traffic and protocol analysis and packet
logging on IP networks.

An ad-hoc network has been set and the topology is illustrated in Figure 4.12. The PLC
and HMI, that emulate SCADA components, are connected to the central switch. The S-IDS
has been connected to data mirror port on the switch, to analyze all the traffic present on
the Control zone network. Finally, it is assumed that the attacker is connected to the same
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Fig. 4.12 Network topology.

Model validation

Matlab/Simulink

Network simulation

Mininet/Python

Fig. 4.13 From model validation to network simulation.

network. In order to replicate a real industrial scenario also the network setup reproduces
the configuration of a real Modbus/TCP network. Using the Node.js framework [116], a
runtime environment for client-server communications, the Modbus/TCP protocol has been
implemented in the HYDRA testbed for the communication between the HMI and the PLC.
Pumps, water level sensors, and flow meters are controlled and connected in full compliance
with the Modbus/TCP protocol and the own packet structure reproducing the presence of the
function codes. For further information on Modbus/TCP protocol, the reader can refer to A.

4.5 Cyber-Physical Simulation Using Mininet/Python

The purpose of the theoretical model presented in Section 4.1 is to create a solid base that
allows to simulate CPS networks. However, models provide analysis of physical processes
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Fig. 4.14 SCADA system to Mininet VM, the basic architecture implemented.

but fails in evaluate the behavior of the network during cyber-attacks. In the literature, the
research approaches consider modeling of cyber-attack to provide evaluation: here, a novel
perspective, as presented also in [117], is adopted and the system is simulated using also the
communication links. To this aim (see Fig. 4.13), the tools in Section 4.3 are used to create
the simulation of the physical layer. Moreover, the models are imported into a virtual network
able to recreate different connected nodes. In this way, it is possible to separate physical
processes from network components into an integrated simulated environment. Mininet [118]
and python scripting are devoted to network simulation.

Mininet is a virtual network running on a single machine used for generic communication
system simulations and it represents a useful tool for research and development in the cyber
domain. Using the Mininet Virtual Machine (VM), it is possible to simulate multiple nodes
on a network and connect them with virtual links and switches. Every node simulates a
stand-alone machine with its own network features. The versatility of Mininet grants to
simulate complex network systems, using several communication protocols. The peculiar
features of the nodes connected to the network are developed in python scripting and all the
tools installed on the Mininet host can be used by the simulated network nodes. This is an
innovative approach to evaluate cyber-threats for CPS using simulation tools.

A simple scenario, based on the water tower described in Section 4.3 is presented. In
order to reproduce the behavior of a water system infrastructure, a SCADA system has been
considered as monitoring and control architecture for the simulated industrial scenario. In
Fig. 4.14 the implemented SCADA architecture is shown. The physical processes have
been developed using Matlab/Simulink and then exported to python scripts to make possible
implementation on the Mininet VM. Each component of the architecture is simulated by
network nodes on the Mininet VM.
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Fig. 4.15 Mininet topology.

The Field Layer is represented by the physical process and the PLC. The latter is con-
nected to the water level sensors and it communicates with the Control layer by a LAN.
The Control layer is composed of a HMI and Monitors. This simple architecture has been
designed to verify effectiveness of Mininet in simulating a SCADA system. According to
this approach, more complex networked ICSs can be considered. Besides the analogues
reads simulated inside the PLC node, all the communications between the nodes have been
implemented using the Modbus over TCP [111]. The Modbus/TCP has been selected and
implemented for the communication routines to create a more realistic simulation.

The network topology, including the attacker, is shown in Fig. 4.15. The network is
composed by a PLC, configured as Modbus/TCP Server, two Monitors set as Modbus/TCP
Clients, and a legacy switch enabling the communications among nodes. A network analyzer
has been implemented on the Mininet VM host. In this way, the host is able to inspect traffic
without being part of the guest network simulating an analyzer connected to the mirroring
port of a switch.

For the physical process the following parameters have been set: QIN = 10 m3/s, A =

20 m2, a = 0.5 m2. The simulation lasts 60 s and it is depicted in Fig. 4.16. Concerning the
network communications, only the water level of the tank is monitored: to this end, industrial
level sensors in the field layer are connected to the PLC, which controls the data. The PLC
polls every second the value of the level sensor and forwards them to the Monitors by using
Modbus/TCP protocol. Therefore, at each sampling time the Clients send a query to the
Server in order to receive the sensor reads. The Modbus Function Code implemented for the
Query/Response operations is the Read Input Registers.
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Fig. 4.16 Water level evolution simulation.



Chapter 5

Experimental Results

The challenges arising in CPS security investigation are twofold. In the one side, it is
interesting to address the side effects of cyber-attacks on the physical structure of the
system. On the other side, the simulation/emulation of both CPS and attacks is crucial to
get insights on the CPS feedback to cyber threats and faults. Moreover, The human-in-the-
Loop paradigm is fundamental in monitoring CIs: the human operator is the only decision
maker when emergencies, faults or cyber-attacks occur. To this aim, in this chapter fault
detection approaches are deeply analyzed to highlight pros and cons of detection schemes.
Different cyber-attacks have been implemented on emulated operational scenarios: two
different testbeds have been exploited to replicate in safe condition the effects of cyber
threats. A simple DDS is proposed and its effectiveness proved. The main references
are [108, 109, 119, 114, 120].

5.1 Fault Detection System for FACIES Testbed

Extensive experimental tests have been carried out using the testbed described in Appendix A.
The 5 tanks are used to emulate a typical 24-hours water demand (i.e., the Healthy run). The
scenario is scaled down to 6 minutes and it is implemented through the sequential activation
of valves and pumps. Only few trials are reported. In most of them, the attack starts at
ks = 100 s. As previously mentioned, it is assumed that the attacker has already gained
access to the Control zone network. Moreover, the attacker has obtained sufficient knowledge
through sniffing or other malicious actions, becoming able to perform the cyber-attacks
described in the followings. To validate the methodology and the results, two different
attacker machines have been deployed for the tests, whose main features are compared
in Table 5.1. To perform the cyber-attacks, the Kali Linux operating system and some of
its tools have been exploited. Concerning the MITM attack technique, the ARP spoofing
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Table 5.1 Specifications of the attacker computers.

Attacker 1 Attacker 2

CPU IntelrCoreT M IntelrCoreT M

i5-3317U @1.7GHz i7-2670QM @2.20GHz
RAM 6 GB 6 GB
NIC Atheros Controller Realtek

AR8166 PCI-E PCIe GBE Family
Virtual Machine VMwarer VMwarer Workstation 12

Player v7.1.0 Player v12.0.0
Host OS Windowsr 7 Windowsr 10 Pro

methodology has been employed: the attacks exploit the ARP reply receiving mechanism to
modify the ARP CACHE of the victims. Therefore, false ARP reply messages are sent to
the two machines under attack and the Media Access Control (MAC) address of the attacker
machine is inserted into the ARP replies. Hence, the packets supposed to travel between the
victims are actually sent to the attacker. Ettercap and Etterfilter, introduced in 2, have been
used to modify the packets exchanged between the targets.

During the attacks, the FDS module of the DDS is running to identify anomalies. The
goal of these tests is twofold. On the one hand, it aims at validating the attack methodology
on an emulated system. On the other hand, it highlights the limitations of FDS techniques in
anomaly identification when a cyber-attack occurs in an ICS. Thereby, a specific S-IDS has
been developed to eliminate ambiguities between cyber and physical issues, in order to fill
the gap of classical FDS approaches facing cyber-threats. The joint exploitation of S-IDS
and FDS represents one of the novelty of the proposed approach.

5.1.1 The Fault Detection System for FACIES Testbed

The main purpose of the FDS is to use a simulated dynamic model of the plant/infrastructure.
The model is fed with the same inputs provided to the real system in order to compare the
model outputs with the measurements acquired from the field. The occurrence of a significant
deviation from the foreseen behavior of the model and the actual values emphasizes the
presence of a fault in the physical plant. Moreover, under suitable hypothesis, the FDS
may also identify the faulted component and suggest to the operator the possible mitigation
strategies. Due to the nonlinearity of the system proposed as case study, the FDS module is
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based on the following nonlinear discrete-time model for the nominal plant operation:
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where Ai, i ∈ {1, . . . ,5} represents cross-section area of the tanks, while S = 3.167 ·10−5m2

is the cross-section area of the pipes and g = 9.81 m
s2 is the gravitational acceleration. The

flow rates of the pumps supplying Tanks 1, 2 and 5 are denoted by p j, j ∈ {1,2,5}, with
pi = {0,1.5 ·10−4 m3

s }, i ∈ {1,2} and p5 = {0,0.85 ·10−4 m3

s }, while the direct valves sup-
plying water to Tanks 3 and 4 are controlled by the input signals vs

i = {0,1}, i ∈ {1,2},
representing their open (1) and closed (0) state. To regulate the output flow rates of
each tank emulating the water demand of the consumers, the output ON/OFF valves
gathered in manifolds are controlled by the digital signals vm

i ∈ N, whose values are
assumed to be equal to the number of opened valves in each manifold. Specifically,
vm

i = {0, . . . ,4}, i ∈ {1,2},vm
j = {0, . . . ,3}, j ∈ {3,4}, and vm

5 = {0, . . . ,2}. Tanks at the
same height are connected by crossed-connection valves, controlled by signals vc

i = {0,1}, i∈
{1,2}. Hence, the nominal input vector is defined as u = [p, vs, vm, vc], with u(k) ∈ Qm,
m = 12. A discharge coefficient vector related to the output flow is associated to each valve
and manifold. Their values were obtained experimentally, depending on the number of valves
opened, i.e. c j

i (v
j
i,k). These values have been indicated as cm

i for the valves in the manifolds,
with values cm

i = {0,0.68,0.34,0.23,0.17}, i ∈ {1,2}, cm
j = {0,0.4,0.2,0.13}, j ∈ {3,4},

cm
5 = {0,0.7,0.35}, cs

i = 0.62, i ∈ {1,2} for the supply valves, and cc
i = 0.37, i ∈ {1,2} for

the cross-connection valves.
For each state variable, the FD estimator dynamic is computed as:

x̂k+1 = λ (x̂k − xk)+ f (xk,uk)

since yk = h(xk,uk) = xk. The observer gain was set to λ = 0.9 according to empirical testing.
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Fig. 5.1 Average network usage during ping flooding vs. SCADA with different packet sizes.

In this way, the FDS calculates an error signal for each tank, as the difference between
the measured water level and its estimate at each time step. The error is compared to a fixed
threshold experimentally determined. An alarm is generated when this threshold is exceeded,
highlighting the forthcoming of potential physical faults. Hence, a physical fault is detected
when a remarkable discrepancy between a measured water level and the related estimate
occurs. Such an approach has been proven to be suitable for the early detection of different
types of single and multiple physical faults.

5.1.2 Availability Attacks Analysis

Ping Flooding. This attack can be performed by means of the ping tool, setting the desired
size of the packet to be sent repeatedly to the target machine, without latency between
consecutive packets, together with other packet properties. In this way, it is possible to
downgrade or disrupt the communication between the devices. To successfully perform
a packet flooding attack in our scenario using only one attacker station, the switch ports
where the target machines are plugged have been set to 10 Mbps. At first, the goal is to
determine the percentage of network usage related to the size of the packets deployed for the
ping flooding against the SCADA, considering the two different attacker machines described
in Table 5.1. The results in Figure 5.1, expressed in terms of the average percentage of
network utilization, show that a total disruption of the communication can be obtained by
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Fig. 5.2 Healthy run – Ping flooding DoS attack vs. PLC at ks = 100 s for 15 s.

setting the packets dimension to at least 8 kB. For lower packet sizes a communication delay
could be observed. The two different behaviors for sizes around 1 kB is due to the better
performance of Attacker 2. The destination device is unable to respond to each ping, hence
the number of lost packets increased and the communication is interrupted. Conversely,
Attacker 1 is only able to downgrade the communication, as all the packets sent receive a
ping response. Figure 5.2 shows the effects of a 15 s ping flooding against the PLC, that
takes place at time ks = 100 s during the Healthy run. This type of attack almost instantly
triggers most of the FDS alerts since the model is not updated, due to the communication
interruption. When the communication is restored, the updated sensor values are sensibly
different from the expected data, thereby the error signal increases and the threshold is
exceeded, highlighting the presence of an anomaly. Several tests have shown that only a
subset of FDS alerts is triggered by a ping flooding attack, and this number largely depends
on the current operating condition of the plant. Thereby, the proper identification of the
cyber-attack with respect to single or multiple physical faults taking place in the system
would not be guaranteed. Thus, the goal is to determine when such a cyber-attack would
trigger a false alarm. This peculiar situation has been assessed carrying out a wide number of
ping flooding attacks by varying duration between 1 s and 20 s, and at different time instants
of the daily scenario (ki = {50,100,150,200,250,300} s). The results of this analysis, shown
in Figure 5.3, pinpoint the average number of FDS alerts triggered in each case. There is a
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Fig. 5.3 Average number of FDS alerts triggered by ping flooding DoS attacks vs. PLC
taking place at different time instants of the Healthy run, with varying duration. The vertical
lines consider the max and min number of FDS alerts triggered for each duration.

remarkable variation in the FDS reaction, depending not only on the attack duration but also
on the system behavior at that specific time.

As one may expect, the number of triggered FDS alerts increases with the attack duration
and almost all of them reveal the anomaly if the attack lasts at least 14 s. Even if this result
might sound obvious, it is interesting to highlight how this could be exploited by the attacker.
When a large number of FDS alerts are triggered simultaneously, the operator may understand
that the malfunction may not be related to the physical domain and the conclusion that the
system is undergoing a communication anomaly would be straightforward. On the other
hand, by exploiting short-lasting attacks, the attacker would slyly mislead the operator, which
probably will not be able to distinguish between the ongoing cyber-attack and an incipient
fault taking place in a single tank.

Modbus Flooding. Several tests have been performed sending consecutive Modbus packets
to the SCADA system with different time delays among them. To this aim, the nping tool has
been employed as network packet generator. A specific packet of the TCP stream is selected
and deployed as model for the flood replication. Specifically, it is a response message from the
PLC to the SCADA containing sensor measurements. This Modbus packet is repeatedly sent
to the SCADA with time delays ranging from 0.01 ms to 1000 ms, using the IP address of the
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Fig. 5.4 Network usage during Modbus flooding vs. SCADA with different time delays
expressed as packet rates.

PLC as fake source. As depicted in Figure 5.4, where the percentage of network utilization
is plotted versus different packet rates, such attack causes a generalized communication
slack for time delays lower than 1 ms and increase the network usage to ∼ 37% in the single
attacker worst case. This limit reaches ∼ 67% using two attacker machines at the same time.
After about 25 s from the beginning of the attack, for time delays beyond 0.8 ms, anomalies
in the communication of sensor measurements can be observed. Such a behavior is induced
because the SCADA is elaborating - at a high frequency - both actual and fake Modbus
replies.

In all the aforementioned cases, the FDS is able to perceive delays or faults in the system,
even if it is not able to identify the source. On the other hand, the S-IDS is not producing
alarms because the Modbus/TCP traffic is allowed by the rules implemented for the test.

5.1.3 Integrity Attacks Analysis

Data Modification. During the data modification attacks, different performances are ob-
served, depending on the characteristics of the specific machine used by the attacker. For
instance, Attacker 1 is not always able to successfully perform the sensor measurements
modification attacks, as a communication interruption took place, probably due to insuffi-
cient computational capabilities or poorly performing Network Interface Controller (NIC).
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Fig. 5.5 Healthy run – Data modification attack vs. SCADA at ks = 35 s for 15 s – Commands
to Pump 2 performed by Pump 4. The healthy (blue) and attacked (red) conditions showed.

Thereby, the attacker should be particularly careful about the choice of the devices to exploit,
in order to guarantee the achievement of his goals. Three different data modification attack
cases have been studied taking place during the Healthy run.

A. Actuators state modification: the data field of the Modbus packets has been modified
so that the commands addressed from the SCADA to Pump 2 are instead performed
by Pump 4 at time ks = 35 s, for 15 s. As these attacks are carried out through a
MITM attack, no anomalous behavior could be observed in the operator interface.
Conversely, as the FDS calculates the state estimates considering the commands sent
from the SCADA, a deviation from the actual measurements of the attacked component
is observed, as depicted in Figure 5.5. Specifically, the model computes the estimation
considering that Pump 2 is ON, hence Tank 1 should be supplied, while actually the
water level decreases. Thereby, the deviation between actual and estimated values
increases, and the fault threshold is exceeded in Tank 1. On the other hand, as Pump
4 is intentionally turned ON by the attack (not expected by the model), an anomaly
in Tank 5 is observed. In addition, the emptying of Tank 1 provokes a lack of water
supply in Tank 3, that triggers the related detection alerts.

B. Sensor measurements modification: as illustrated in Figure 5.6, the water level of
Tank 2 has been masked on the HMI between times ks = 100 s and ke = 130 s. Since
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Fig. 5.6 Healthy run – Data modification attack vs. SCADA at ks = 100 s for 30 s – SCADA
acquired measurements replaced by 0 values, while the system was operating properly.

the actual sensor measurements are properly received, the FDS is not able to highlight
any anomaly, and no alarms are triggered in this case. However, as the empty tank
is considered a critical situation, an alarm is prompted on the HMI revealing the
anomalous situation to the operator, who may be induced to perform unnecessary
countermeasures.

C. Fake exception response: some response messages from the PLC have been inter-
cepted and substituted by an exception response. To this aim, the data field is replaced
by the chosen exception code (e.g., Illegal function, Illegal data address, Illegal data
value, Slave device busy). On the plant side, no effects are observed due to the attack,
as the operation requested by the SCADA is properly processed and carried out by the
PLC.
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Fig. 5.7 Healthy run – Replay attack. The difference between the expected values and the
tampered measurements (a) provokes peak response of the monitoring system (b).

Replay Attack. The water level measurements of Tank 3 received by the SCADA are
replaced with a previously recorded constant value for 20 s, beginning at time ks = 100 s,
by properly changing the data field of the corresponding Modbus packets. Thereby, the
data modification method is exploited to perform a replay attack. During the attack, the
tampered values are displayed on both the HMI and FDS interfaces. When the attack is
completed, the actual measurements returned to be visible. As shown in Figure 5.7, the attack
is immediately revealed because of the remarkable difference between the fake measurements
and the estimations provided by the model.

Unless integrity attacks lead to unexpected behavior in the water system, the operator
cannot properly react without the S-IDS support. In this case, the S-IDS has been configured
to reveal ARP spoofing attacks by using a table in which the trusted nodes are identified
by static IP and MAC address entries. When a malicious actor tries to activate a MITM
attack, the S-IDS alerts the security operator. In this way, the S-IDS flags an alert making
the operator aware of the cyber-threat when complex cyber-attacks are able to bypass the
classical FDS routines. By combining various cyber-attacks, it is possible to perform a more
complex one. On the one hand, the malicious agent would send fake healthy information to
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Fig. 5.8 Normal network load for SCADA and PLC during daily scenario.

the system, while attacking the physical components to move a part or the whole plant to an
unstable state. In this way, the operator would not be able to easily recognize the hazard and
to perform the proper recovery actions, as the situation would be reported as normal. On the
other hand, it is possible for the attacker to modify the data to fake the behavior of the system
and simulate the effects of an attack. In this case, the HMI would report the anomalies, while
the plant is actually working normally. As a consequence, the operator would be prone to
perform recovery operations from such an unstable state or, in the worst case, to interrupt the
operation of the system. These undesired actions may lead to severe consequences.

5.1.4 Network Load Impact Analysis

Several experiments have been performed to highlight the consequences on the communica-
tions network of the FACIES testbed caused by cyber-attacks taking place during the Healthy
run [119]. An analysis of the typical network flow has been carried out, evaluating the total
load of packets sent from the SCADA and from the PLC, as depicted in Figure 5.8.

Considering such trend as reference, the Modbus flooding attack has been performed
against the PLC. As described in Sec. 5.1.2, also for these experiments the nping tool has
been exploited to create and send 100.000 fake Read Input Registers queries (i.e., requesting
the sensor measurements) from the SCADA to the PLC at time t = 100 s, with a time delay
of 0.01 ms between consecutive packets. In this case, the SCADA constitutes a fake source
of packets, as they are actually sent by the attacker, but contain the SCADA IP as sender.
As can be observed in Figure 5.9 through an external network analyzer, this provokes an
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Fig. 5.9 SCADA and PLC total load (Bytes) during daily run vs. Modbus flooding at t = 100 s
for 10 s.

instantaneous peak in the communication load both on the fake source side (SCADA), and
on the PLC, which attempts to reply to every request until saturation.

After the attack, which lasts 10s, the communication is restored, but a slight delay on the
PLC replies is verified. In addition, from statistical analysis, it has been observed that the
averages of the total load during the attack (µPLCAT T = 5647 bytes and µSCADAAT T = 517980
bytes) are higher than 3 times the standard deviation of the total load in normal operation
(σ1PLC = 770 bytes and σ1SCADA = 981 bytes), i.e., such event has a probability lower than
0.3% during the Healthy run. Thereby, similar mean values could be associated to an
anomalous behavior on the network.
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Fig. 5.10 Healthy run vs. Data modification attack vs. SCADA at t = 100s - Commands to
Pump 2 performed by Valve 1.

Algorithm 1 Data modification filter
1: while loop do
2: C1 → IP source = target machine IP
3: C2 → Modbus.DATA is “\x0f\x00\x15”
4: if C1 ∧ C2 then
5: **replace Modbus.DATA**

Another Data Modification attack has been performed in order to manipulate the data
field of selected Modbus/TCP packets traveling on the network. In this case the operator
was unable to deactivate Pump 2 through the HMI, as the packets were intercepted and its
content was modified, so to close Valve 1. To this end, a filter has been implemented as
sketched in Algorithm 1. The conditions are related to the IP source of the packets, the
SCADA system in this case, and the function code and actuator to which the modification is
referred. The instruction performs a substitution of the code of the target device (Pump 2)
with the one corresponding to the desired one (Valve 1). Thereby, every command sent from
the SCADA to Pump 2 will be performed by Valve 1. Tampering the communication in this
way may lead to dangerous consequences, as the operator is unable to stop the tank filling by
sending the related command from the HMI, as shown by the evolution of the water level in
Tank 1 depicted in Figure 5.10, and a water overflow may occur. This has been prevented by
implementing low-level security controls, which stops the operation of the corresponding
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Fig. 5.11 Data modification attack - Fake exception response.

actuator when the water level measured by the sensor reaches a specific security threshold.
These are performed locally on the PLC and do not depend on the communications network.

Finally, the Data Modification attack has been implemented to send fake exception
responses from the PLC to the SCADA, following requests from SCADA. The algorithm is
similar to the previous, considering the corresponding PLC IP address as source (condition
C1) and the Read input registers function code as condition C2. The packet payload is
modified so as to replace the request function code with the corresponding exception function
code, and the data field with the desired exception code Illegal data address in this case).
This attack has been proven to be successful by analyzing the network packets on Wireshark.
As shown in Figure 5.11, the response from the PLC to the Read input request is the desired
exception reply. From the plant side, no consequences are observed and the operation is
normal, as the requested action is normally carried out by the PLCs and only its response to
the SCADA is tampered. This is more evident when the fake response attack is performed
against a Write Single/Multiple coils request, i.e., when the SCADA sends a command to the
actuators. The dangerousness of such attack arises when the operator performs unnecessary
countermeasures on the system to restore the plant operation, lead by the fact that it is not
responding normally, which may derive in an unstable state or in the undesired shutdown.

5.2 Fault Detection System for HYDRA Testbed

In this Section, experimental results concerning the water testbed operation are presented:
in the first part, a proper functioning example of the plant is shown, afterwards, the results
of a Data Modification attack exploitation against the system are produced. The analysis of
the residual calculations and the inconsistencies among the pressure sensor and flow meter
values are performed. For the experimental stage, the proposed scenario is composed by two
tanks vertically connected. As shown in Figure 5.12 the upper tank is a cold water container,
whereas the lower one represents the cold water user. By means of the e1 valve opening,
tank T2 is supplied with cold water (e.g., in order to perform a plant manufacturing) and then
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Fig. 5.12 The proposed scenario.

ejected after the use through the e2 valve. Such system is represented by the model shown in
Figure 5.12, where h1 is the level inside the cold water reserve and h2 the user tank T2 level.
A control system, implemented in MATLAB/Simulink, monitors the water level in the upper
tank, and when necessary, it activates the pump that supplies the cold water reserve (Tank T1)
drawing water from the reservoir. The control algorithm on the HMI acquires level data from
the tanks through Modbus/TCP packets coming from the Intel Galileo with a frequency of
10 Hz, while the flow meter informations are acquired via Serial port with 2 Hz frequency.

A first system test is shown: inside the cold water reserve 15 cm of water are measured;
after 50 s, the e1 valve is opened to supply tank T2 that requires cold water to execute an
industrial operation (Figure 5.13). At the end of the process (after about 210 s), valve e1 is
closed and, by the opening of the e2 valve, all the water exploited during the user working
process is expelled. Figure 5.14 shows the trend of the cold water reserve outgoing flow
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Fig. 5.13 Water levels h1 (blue line) and h2 (black line).

Fig. 5.14 Flow meter values (blue line) and valves state e1(red line) and e2 (green line).

considering the water level variation in tank T1. As expected, the decrease of the water level
in T1 reduces the output flow from the tank.

5.2.1 Cyber-attacks evaluation

In order to carry out the experimental stage of the Data Modification attack, some Penetration
Testing tools have been used to perform cyber-attacks against the network components. The
Kali Linux and MITM attacks have been employed. In order to carry out a malicious action
on the system, the attacker must be able to communicate over the network. As shown in
Fig. 4.12, the network architecture has been corrupted by the inclusion of an attacker. From a
methodology point of view, the ARP spoofing technique has been carried out to perform the
MITM attack. Through the use of Ettercap the attacker has been able to sniff Modbus/TCP
packets containing data of the pressure sensors and to change data field without apparently
leaving any trace. Therefore, the hijacked packets have been retransmitted to the original
destination with the data field modified. Also in this case, the Ettercap tool performs the
ARP Spoofing operation and the Etterfilter utility compiles source filter files, created ad hoc
for the experimental purposes, that can be interpreted by the Ettercap engine for the data
manipulation.

In the second experiment, a scenario comparable to the previous one is considered, but in
this case, the algorithm which controls the water level in the reserve tank (T1) is performed.
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Fig. 5.15 Data Modification Attack scheme.

In order to detect any possible malfunctioning, the continuous nonlinear system model in
equation (5.1) has been considered; given the same inputs represented by the state of the
valves and the activation of the pumps, it provides an estimate of the real system state.ḣ1 =−e1a f

1
A
√

2gh1 + 1
Akv

ḣ2 = e1a f
1
A
√

2gh1 − e2a f
1
A
√

2gh2.
(5.1)

It is worth mentioning that the physical model is completely observable considering the
level sensors as observations. Comparing the water levels of the tanks supplied by the sensors
with those generated by the model, it is possible to compute the residual values through
a simple scheme of fault detection schema, as shown in Figure 5.15. As in the previous
experiment, at t = 38 s the valve e1 is opened and the water in the reservoir flows in the
tank T2. As a consequence, the level in tank T1 decreases while the one in T2 increases. At
t = 192s, the water level in T1 reaches the minimum threshold of 3.5 cm and the control
algorithm enables the pump to move the water from the reservoir to tank T1. As depicted in
Figure 5.15, the attacker, using a MITM attack, corrupts at t = 190s, the data field in the
Modbus/TCP packets that contains the water levels in the two tanks. Even though the pump
activation, the water level in T1 remains unchanged due to the MITM attack (Figure 5.17(a)).
The signal about the pump activation is also given to the nonlinear model of the testbed
(Figure 5.17(b)). The model is not affected by the attack and the computed water level



5.2 Fault Detection System for HYDRA Testbed 93

Fig. 5.16 Norm of the residual vector r in attack scenario.

in T1 quickly increases due to the pump activation (Figure 5.17(a)). At the same time the
flow measurement increases due to the increasing water level h1 (Figure 5.17(b)). The
differences between the estimated value ŷ and the measured value y represented by r1 and
r2 (Figure 5.17(c)) are monitored and an alarm is triggered if ∥r∥ is greater than a given
fixed threshold δ . The δ parameter depends on the accuracy of the model. Low value of δ

can result in a high false positive alarm rate, while a high value of δ can result in high false
negative alarm rate. Analyzing the system under normal conditions the value of δ has been
set at 1.6 cm. In Figure 5.16, it is depicted the value of ∥r∥ during the test, it is defined as
follows:

∥r∥=

√
N

∑
i=1

r2
i (5.2)

where: r = [r1,r2] and ri = yi − ŷi.
Before the attack, the mean value of ∥r∥ was 0.6251 cm and the variance σ2 was equal to

0.0092 cm.
Considering the residual incrementation, the water flow incoherence with the water level

measurement in T1, and the S-IDS alarm related to an ARP spoofing attack from the water
level sensor source, it has been possible to distinguish the cyber-attack instead of a physical
fault. Moreover, it is possible to identify the exact measure corrupted by the cyber-attack
merging the information from the S-IDS, the redundant connection to the sensors (Fig. 4.12)
and the computed residual values. Single information regarding the water flow, the mea-
surements and the S-IDS alerts, if not fused is useless; only by the data fusion it is possible
to identify the typology of the attack and the threat result allowing the human operator to
perform a countermeasure.
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(a) Water levels h1 (blue line) and h2 (black line) and associated model estimation (thin line).

(b) Flow meter values (blue line), valves state e1 (red line), and pump state v (black line).

(c) Residuals values r1 (blue line) and r2 (red line).

Fig. 5.17 Sensors and actuators values during Data Modification attack test.

As proof of concept, we propose another experimental trial: a basic water distribution
system emulation based on the HYDRA testbed. The physical system is composed of three
tanks and a reservoir (see Fig. 5.18). Tank 1 and 2 are connected by a serial pipeline: the fluid
cascades due to gravity and the flow is regulated by the proportional valve v1,2. Tank 2 and 3
are connected in a parallel configuration: the fluid moves due to Stevin’s Law (communicant
vessels) and the flow is regulated by the proportional valve v2,3. The whole system is fed by
a reservoir: the centrifugal pump k1 provides water to Tank 1, while the centrifugal pump
k2 links Tank 3 and 1. Finally, three manual valves (v1, v2, and v3) can be used to simulate
leakages (e.g. physical faults). The system behavior is emulated by means of the following
continuous time equations:

Aḣ1 = P1 +P2 −Q1,2 −Q1,0 (5.3)

Aḣ2 = Q1,2 −Q2,0 −Q2,3 −Q2,3,h +Q3,2,h (5.4)

Aḣ3 =−Q3,0 +Q2,3 +Q2,3,h −Q3,2,h −P2 (5.5)
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Fig. 5.18 Simulated physical system.

where:

Q1,2 = av1,2
√

2gh1 (5.6)

Q1,0 = av1
√

2gh1 (5.7)

Q2,0 = av2
√

2gh2 (5.8)

Q3,0 = av3
√

2gh3 (5.9)

Q2,3 = av2,3U(h2 −hcon)U(h3 −hcon)

Sign(h2 −h3)
√

2g|h2 −h3|
(5.10)

Q2,3,h = av2,3U(h2 −hcon)U(hcon −h3)
√

2g(h2 −hcon) (5.11)

Q3,2,h = av2,3U(h3 −hcon)U(hcon −h2)
√

2g(h3 −hcon) (5.12)

P2 = k2a
√

2gh3 (5.13)

P1 = k1 (5.14)

where Qi, j represents the flow through the tanks i and j, U(·) is the step signal, and g the
gravitational acceleration.
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Fig. 5.19 Level of the tanks during simulation under Replay attack.

The physical system described as case study is a nonlinear system, however, an EKF and
the corresponding residual evaluator, based on peak norm, the maximum value assumed by
the residual norm under nominal conditions, have been implemented.

Denoting with rk the residual signal and with α the threshold, the system is under fault
or cyber-attack conditions if rk > α .

Experimental tests have been implemented to prove that cyber-attack produces anomalies
that can be detected by the FDS. A static replay attack is performed during control routines
of a cyclic simulation scenario and results are sketched in Fig. 5.19.

The residual analysis is shown in Fig. 5.20. As it can be seen, the detection system clearly
identifies the anomalies. The residuals for tanks 2 and 3 in the simulated run are reported
on the figure in solid blue line, while the red dotted lines are the peak norm: it is easy to
understand that the thresholds are violated as soon as the attack starts.
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Fig. 5.20 Residuals of tank 2 and 3 during the replay attack.

5.3 Experimental Results on the Network Anomaly Detec-
tion Engine

In this section, the experimental results concerning the implementation of the NADE module
in simulated and emulated scenarios are discussed. Firstly, the NADE is evaluated in Control
zone virtual network. Then, using FACIES testbed, the NADE is evaluated when faults,
cyber-attacks, and faults+cyber-attacks occur.

5.3.1 Network Anomaly Detection Engine in Simulated Scenario

In the preliminary scenario, the NADE module is used to evaluate cyber-physical problems
on the simulated network. For this experiment, the analyzing period of the L-NADE module
has been fixed to 10 times the operating period (t = 60 s). The L-NADE configuration is
the most critical part of the implementation: the parameters to be used for profiling the
network need to be carefully chosen. For this experiment, the following parameters have
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Fig. 5.21 Network normal behaviour.

been selected: Packet Timestamp, Read Input Register Query, Read Input Register Response,
Total Modbus Packets, Total Packets. Subsequently, it has been decided to create a reference
to the normal behavior of the network considering every second of traffic analyzed. In this
way, n = 60 entries for the network traffic profile file have been generated with information
on the parameters described above. Once the profile file has been created, the NADE is
activated: it analyses every second of the network traffic and the parameters data taken into
account are compared with those generated by the L-NADE phase. The NADE generates an
alert when:

η(i)> η
⋆(i)+δ (i) (5.15)

where: η(i) is the i-th value of the parameter considered for anomaly detection derived
from the analysis of the actual network traffic, η⋆(i) represents the i-th value of the relative
parameter stored in the profile file, whereas δ (i) is an uncertainty value chosen to mitigate
false detection probability. For this experimental phase, a constant value δ = 2 has been
chosen by considering the standard deviation of 10 nominal operating periods.

In order to assess the experimental behavior of the NADE, cyber-attacks on the ex-
perimental network have been carried out to verify the effectiveness of the cyber security
system. It is assumed that the attacker succeeds in gaining access to the network and he/she
is connected as a normal node. The SYN Flood Attack has been considered: this cyber-attack
represents a DoS method that exploits the TCP three-way handshake mechanism. Flooding
TCP segments to a server causes the SYN-RECEIVED state to reach the maximum admissible
value. In this way, the legitimate clients are not able to connect to the server and this provokes
a DoS behaviour [121]. The periodic simulation steps are described in the Tables 5.2 and
5.3. The two Monitors start communications at different times and the SYN Flood Attack
attempts to avoid the initialization of new connections between client and server.
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Simulation Time (s) Simulation Description
0 PLC Server starts simulating sensor values read operations
5 Monitor 1 starts querying PLC for Read Input Registers data

30 Monitor 2 starts querying PLC for Read Input Registers data
60 Simulation Ends

Table 5.2 Normal behaviour simulation routine.

Simulation Time (s) Simulation Description
0 PLC Server starts simulating sensor values read operations
5 Monitor 1 starts querying PLC for Read Input Registers data

20 Attacker starts SYN Flood attack against the PLC
30 Monitor 2 starts querying PLC for Read Input Registers data
60 Simulation Ends

Table 5.3 Attack behaviour simulation routine.

In Fig. 5.21 the SCADA network simulated traffic in nominal conditions is depicted. The
blue line represents the packet captured over the time and the red line represents the profile
dynamics generated during L-NADE phase. The Total Packets parameter is considered for
this experiment. As shown, at t = 30 s, the Monitor 2 starts to query the Server and the
network detects twice the number of packets/seconds.

Once the network data acquisition and profile generation stages are completed, the NADE
is activated and starts to compare the actual network traffic with the profile previously created.
In Fig. 5.22, the network traffic of the system under attack is represented. As it can be seen
from the figure, at t = 20 s the cyber-attack starts and the actual network traffic exceeds the
NADE security thresholds. The NADE module, indeed, compares the traffic every second
and generates alerts along the whole period of attack. When the attack ends (t = 40 s), the
traffic analyzed drops below the NADE threshold. These preliminary results are useful to
validate the proposed architecture; hence, the setup considered here is too simple to provide
insights on the impact of false positive/false negatives.

5.3.2 Network Anomaly Detection Engine and Fault Detection System
Analysis in Emulated Scenario

In this scenario, the interaction between and FDS and NADE modules is investigated.
Specifically, the FDS is implemented as a nonlinear FDF. The NADE is implemented
considering the semantic of the packet payload. In fact, it analyzes the information provided
by the Modbus packet concerning the processes and sets up a nominal profile. In this way, it
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Fig. 5.22 Network under SYN Flood attack with NADE alerting.

Fig. 5.23 Daily scenario - Sensor measurements (blue), FDS estimates (green) and NADE
acquisitions (red).

is possible to investigate how determinate false detections or detection delays of one module
can be treated by the other detection system.

Therefore, the FACIES testbed has been exploited to investigate how the monitoring
modules react to different physical and cyber issues on the system, considering also the
crossed effects of both domains. To this end, the typical daily water demand curve of a
city, opportunely scaled down to a 360s interval, as shown in Fig.5.23, has been obtained
through the sequential opening and closing of the different valves in the manifolds. In the
studies carried out, the water system has been employed excluding Tank 5 and the actuators
connected to it. This because the implemented scenario does not imply any correlation
between such part of the system with the remaining, as shown in Fig. 5.23, thereby the here
reported results are equally valid. Moreover, only the water levels in each tank and the water
demand from the different areas have been analyzed, neglecting the pressure values in the
system.

Physical Faults. The FDS module has been employed to detect physical anomalies, and a
wide number of faults have been introduced to the system in order to test its effectiveness
and performance. In addition, the detection has been supported by the NADE. Initially, a
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Fig. 5.24 Effects on FDS and NADE of leak fault in Tank 3 (a), fault in Pump 1 (OFF) (b)
and fault in Valve D.V.17 (OFF) (c) when performed separately at time t = 100s.

leak in Tank 3 has been introduced at time t = 100 s during the simulation of a daily water
demand, as shown in Fig. 5.24(a). It has been observed that such a fault is quickly detected
by both the FDS and the NADE, less than 2 s after its occurrence. Indeed, the sharp behavior
of the error signals allow a fast and easy detection of the specific fault.

Afterwards, a multiple fault has been introduced at time t = 100 s combining a leak in
Tank 3, a fault in the supply valve connecting Tank 2 to Tank 4 (Valve D.V.17) and a fault in
the pump supplying Tank 2 (Pump 1). Both the actuator faults imply the undesired switch off
of the component. Fig. 5.24 illustrates some of the effects of the faults previously described
when taking place as single faults.

This combined fault was first detected 2 s after the occurrence, due to the residual
associated to Tank 3, which almost instantly exceeds the detection threshold as in the single
fault case previously described. The residual associated to Tank 4 indicates the presence of a
fault almost simultaneously, related to the Valve V.D.17 closure. To conclude, the residual
related to Tank 2 highlights the presence of a fault after 14 s of its occurrence.

Comparing the results obtained from the single and multiple faults, it has been observed
that the leak in Tank 3 for the multi-faults case is partially compensated by an additional
water supply from Tank 1. This was witnessed by a lower water level in Tank 1 with respect
to the nominal case, not yet sufficient to trigger a fault.

The fault in Pump 1 makes Tank 2 run out of water very quickly, degrading its supply to
Tank 4. As a consequence, see Fig. 5.24(b), an alarm is first triggered by the FDS in Tank 2
at time t = 103 s and, after a delay of about 56 s, also in Tank 4. The NADE detection times
present a slight delay with respect to the FDS. Similarly, the fault in the supply valve D.V.17
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Fig. 5.25 Smart Replay Attack schema (a) at t = 100 s for 10 s during the nominal daily
scenario - (b) Results for Tank 3.

triggers both FDS and NADE modules, as depicted in Fig. 5.24(c). Though, such an effect is
almost simultaneous in this case.

Cyber-Attacks. An availability attack (DoS) and an integrity attack (Smart Replay Attack
- SRA) have been taken into account for the experimental stage, where the considered
actors were the SCADA/HMI, a PLC, and the attacker. It is assumed that the attacker
has already gained access to the local network. The DoS attack has been performed by
flooding the network with anomalous data, provoking a degradation of the communication
between SCADA and PLCs. The packet flooding can be modulated so to introduce delays or,
eventually, totally block the communication for a desired time interval.

The proposed SRA is a more sophisticated replay attack, where only the data payload is
replaced into the hijacked packets and the timestamp cannot be used to identify the threat,
as it is updated during the attack. In a classical replay attack all the traffic is recorded and
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later re-transmitted as it is. In Fig. 5.25(a), the SRA scheme is presented. For the sake of
simplicity, the packet transmission times are omitted. During normal communication, at time
t0 the attacker starts the MITM attack using the ARP poisoning technique combined with
the IP forwarding. In this way, all the traffic flows first through the attacker and it is later
re-transmitted to the actual destination, preserving the IP of the original source. At time t1 the
attacker sends a TCP reset in order to enable the IP-tables rules for the prerouting/postrouting
routines and activates the malicious proxy script. It is assumed that the network components
are able to re-establish the connection after a disconnection. At this point, acting as a proxy,
the attacker is able to operate on the packets as desired. At time t2 the payloads capture
begins and all the intercepted sensor data information carried by responses from the PLC
are stored by the attacker. The payload capture lasts for a prefixed time (t3). Thereby, all
the acquired data are stored and the attacker is ready to perform the replay. The SRA is
actually started at time t4: the malicious proxy is configured to change in the TCP packets
only the bytes of the Modbus payload related to the sensor readings. By doing this, the
original PLC responses are modified, preserving the TCP relative sequence numbers and
replacing the sensor data. At time t5 the SRA ends, hence the attack has a total duration of
∆t = t3 − t2 = t5 − t4. Later, at time t6, the malicious proxy is removed, the IP-tables are
flushed, the MITM ends and the original network connection is restored performing a TCP
reset.

Fig. 5.25(b) shows the experimental results of the SRA for Tank 3, performed during
the daily scenario. As previously described, the water level evolution of all the tanks is first
recorded at t ≈ 95 s and then re-transmitted at t ≈ 100 s. As configured, the replaying period
follows the recording one. It is possible to clearly appreciate this behavior in the zoom panel.
In this case, the attack triggers almost instantaneously both the FDS and NADE modules,
due to the discrepancy between the actual and expected system behavior.

Cyber-Physical Attacks. The concurrent presence of a cyber-attack and a physical fault is
more cunning to detect. Fig. 5.26, illustrates a fault taking place in Tank 3 at time t = 100s,
and a ping flooding DoS against the PLC starting at the same time instant and lasting for 15 s.
As one may expect, the physical fault influences only the variable related to the component
involved (Tank 3 in this case), while the lack of communication leads to an increase of
the FDS and NADE residuals. After the DoS stops, the communication is restored and the
FDS error signals go down to acceptable (non-faulty) values, except for the one related
to Tank 3, which remains in a faulty state, as expected. Conversely, the NADE reveals a
remarkable persisting difference of the water levels from the nominal values, witnessing the
consequences of the cyber-attack that may have gone unnoticed with the use of the sole FDS.
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Fig. 5.26 DoS attack to the PLC at t = 100s for 15s during the daily scenario - Leak fault
Tank 3 at t = 100s.

Thereby, if the attacker is able to gain sufficient knowledge of the system and its operation,
it would be possible to cover the effects of a cyber-physical attack by designing a proper
combination of events. Moreover, in many cases it would not be possible for the operator to
distinguish whether the system is undergoing a cyber-attack or a physical anomaly.

5.4 Experimental Results on Decision Support System

In order to apply, validate, and verify the efficiency of the proposed DSS in the field of
CI, a simulated scenario is designed with the aim of reproducing a real environment. The
proposed scenario, depicted in Fig. 5.27, reproduces the water infrastructure of a residential
area divided in two sub areas (A1,A2). Both the residential sub areas are supplied by water
from a water reserve using two identical pumping systems (p1, p2); the two residential areas
are connected to each other, and the water flow between them is regulated by the valve v12.
The water infrastructure includes a water discharge pipe controlled by a valve (v1,v2) for
each sub areas. In the daily time, the two pumping systems, p1 and p2 are activated to supply
water to A1 and A2 depending on the water levels and the water demands; the valve v12 is
normally closed.

In order to test the efficiency of the proposed decision making approach, the scenario has
been implemented over the HYDRA testbed using only a part of the entire system as depicted
in Fig 5.28. Tanks T1 and T2 are used to reproduce the simulated environment represented
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Fig. 5.27 Analyzed water distribution system.

by the sub areas A1 and A2. Both the tanks are refilled by pumps p1 and p2. The tanks are
connected to each other reproducing perfectly the scenario.

In order to explain the idea behind the AHP methodology implemented for the security
operator decision support, a Data Modification cyber-attack against the HYDRA testbed
network has been exploited. In Fig. 5.29 the phases related to a cyber-attack event against
a CI are described. During the preliminary stage all the specifications are studied and the
different components of the system are initially designed and implemented in order to enable
the system to be operative (Setup). The DSS and the DDS are conceived in this stage. In
the daily operating scheme, an attack situation is modeled. During the normal operation
routines the system is assumed in a safe state. Considering the classical approach, in case
of cyber threats the DDS is configured to show an alert to the operator. The novelty is the
introduction of the DSS: the alert coming from the DDS is exploited by the DSS which
provides the alert to the human operator with a computed suggestion related to the operation
to be carried out. Taking into account the DSS advice, the operator makes a decision and
applies the countermeasure. The AHP methodology allows to compare different options
related to a plurality of criteria, quantitative or qualitative, to assess an overall evaluation for
each of them, ordering the alternatives according to specific preferences, and finally to select
the best solution.

In order to apply AHP it is necessary to explain the assumptions for building and
implementation of the decision model:
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Fig. 5.28 HYDRA cyber and physical layers for the experiment.

• The presence of a SCADA system, with network components, perfectly functioning;

• The installation of a DDS component able to certainly identify malicious action on the
network;

• The decision maker intelligence, which is able to check the system status through the
analysis of data and indexes monitored by the operator interface;

• The dominance hierarchy and eligible alternatives identification that allow to apply the
AHP method;

• The operator instantly obtains the AHP result and suggestion;

• The decision maker alternatives are all predetermined actions and valid for the system;

• The operator can not be replaced by the decision support method, he will have to make
the final decision.

In case of cyber-attack against the system, the assumption definition listed above would
easily allow the detection of the system section compromised by the attacker. For instance,
in emergency situations, the operator could be faced with the decision to isolate the system
section under attack; this action would have different consequences in terms of security of
the system, economic, social and environmental impacts.
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Fig. 5.29 Phases related to a cyber-attack event against a CI with the DSS.

For the case study, the hierarchy of the AHP method is built in two successive phases:

• Criteria and sub-criteria set up: it is made at an early stage on the basis of the issue
considered (in this case the goal is the CI restoring after a cyber-attack) and on the
basis of the company policy.

• Alternatives identification: A predefined number of alternative sets are defined consid-
ering the components of the system under possible cyber-attack. Only after the attacked
component identification, the right set of alternatives is evaluated and selected for the
operator suggestion. This represents a novel alternatives characterization necessary for
the research.

For the sake of clarity, the Data Modification attack in this context allows to change the
values read from the water level sensors without disrupt the overall system functionality. The
DDS detects an intrusion in the cyber layer of the testbed and the misalignment, between the
estimated water level in the tank T1 and the measure h1, highlights a Data Modification attack
over the water level sensor in T1. Once the intrusion is detected and the attack is identified,
the DSS evaluates a set of alternatives, planned for this specific situation, and provides the
operator with the best one. In order to obtain the system restoring, the DSS compares three
possible alternative, α1,α2, and, α3:

• Alternative α1: Keep pump P1 active;

• Alternative α2: Pump P1 deactivation;

• Alternative α3: Pump P1 deactivation and valve V12 opening.

Each alternative is evaluated on the basis of three criteria c1,c2, and c3:

• Economic criteria (c1): in terms of costs that the plant company should support;
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• Social and Environmental criteria (c2): is based on the impact of an action on the
system in social and environmental terms;

• Security criteria (c3): it is intended as the system vulnerability against external threats.

Referring to the case study, three Pairwise Comparison Matrices (A1, A2, A3) are com-
puted evaluating each pair of alternatives. In the following, the alternatives evaluation based
on the criteria c1, c2, and c3 are explained according to the Saaty’s scale (Tab 2.1). As already
mentioned before, the rationale behind the values selection is justified by a methodology
explanation purpose:

A1 =

1 1/3 1/3
3 1 3
3 1/3 1

 , A2 =

 1 3 1/7
1/3 1 1/5
7 5 1

 ,

A3 =

1 1/7 1/5
7 1 5
5 1/5 1

 .

Observing the entries of A1,A2, A3 we can make the following assumptions about the experts
evaluations.

Concerning the criteria c1 :

• The alternative α2 is weakly important respect to the alternative α1 and α3;

• The alternative α3 is weakly important respect to the alternative α1;

Concerning the criteria c2 :

• The alternative α1 is weakly important respect to the alternative α2;

• The alternative α3 is strongly important respect to the alternative α2, and has a proved
relevance respect to the alternative α1;

Concerning the criteria c3 :

• The alternative α2 is strongly important respect to the alternative α3, and has a proved
relevance respect to the alternative α1;

• The alternative α3 is strongly important respect to the alternative α1.
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Fig. 5.30 Absolute evaluations of α1,α2, and α3 on the basis of c1,c2, and c3.

The normalized eigenvectors are: w(1) = [0.13,0.58,0.29]T , w(2) = [0.17,0.09,0.74]T ,
w(3) = [0.07,0.71,0.21]T . This results shows that on the basis of the economic criteria, the
best applicable alternative is α2, respect to the social and environmental criteria (c2), the best
applicable alternative is α3, and concerning the security criteria (c3) the suggested alternative
is α2. The absolute weight represented by the entries of w(1),w(2), and w(3) are resumed in
Fig. 5.30.

In order to evaluate the three criteria c1, c2, and c3 the matrix Q and the eigenvector z are
computed:

Q =

 1 3 1/5
1/3 1 1/7
5 7 1

 , z = [0.19,0.08,0.73]T .

It follows that the criteria c3 has significant weight respect to the other criteria.
Aiming to provide the best alternative, the equation in (2.27) is computed:

i∗ = arg max
i=1,...3

{
3

∑
j=1

z jwi, j}= arg max
i=1,...3

{0.09,0.64,0.27}= 2.

According to Fig. 5.31, it results that the choice suggested by the AHP approach is α2.
It is worth mentioning that the suggested choices can be retrieved by simple matrix

computation that due not overload modern computers.
Performing the previously described AHP resolution, we get the hierarchy achieved at the

starting stage, weighted on the opinions related to criteria and alternatives expressed in the
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Fig. 5.31 Best alternative proposal.

initial phase: that’s the way it is possible to describe the priorities of the actions considered
in a given scenario. A ranking of the alternatives referred to the overall weight of each
alternative based on all the relevant criteria is achieved. The results justify the preference
on the second alternative, which is the P1 temporary shutdown. When a given cyber-attack
occurs, the security operator will have the suggestion given by the AHP method, but the
responsibility related the final decision on the specific countermeasure to carry out is up only
to him.

Concluding, CIs represent the backbone of our society, even a partial compromise of their
operation would bring to considerable unpleasant consequences for the population. In such
systems, the human operator ability to make decisions aimed at minimize the consequences
is an unavoidable necessity. As before mentioned, the responsibility of all the critical
choices falls on the security operators and on their own experience. The integration of a
classical decision support method with the decision-making phase of critical infrastructures’
emergencies has been presented as useful tool for the security of ICSs for CIs.



Chapter 6

Conclusion and Future Works

The emerging use of information and communication technologies in ICSs raises concerns
about the vulnerabilities of the CIs to cyber-attacks. Therefore, the cyber-security of ICSs
for CIs became an hot topic, since they are applied to control and monitor large physical
infrastructures. Moreover, the usage of commercial cyber security products makes the ICSs
prone to failures due to correlated hardware and software faults. Thus, as CPS, the ICSs for
CIs inherit the vulnerabilities of both the cyber and the physical components, making these
systems safety and security critical.

This motivates the interest in designing a novel architecture to secure ICSs for CIs that
addresses both physical and cyber threats in a unified framework. The architecture foresees
the human in the loop paradigm, to further exploits the complementary ability of automatic
systems and the human decision-making skills.

From the physical perspective, the architecture is based on the existing research frame-
work in robust and fault-tolerant control system. This theoretical framework is applied to
identify cyber-attacks on the communication links. From the cyber perspective, the classical
intrusion detection tools are adopted and improved. The main novelty relies on the use of the
semantic level in the analysis of the traffic load. In fact, the payload of the communication
packets is analyzed at semantic level.

The interaction with human in considered by developing a proper DSS, able to exploit
the current state of the system and a priori knowledge of experts to help the operators in
making decisions when failures occur.

Furthermore, the proposed architecture envisages the use of forensic tools. The Mimepot,
indeed, has been designed to collect information about the impact of unforeseeable cyber-
attacks to the physical level.

The work presented in this thesis can be of particular interest to the next generation ICSs
for CIs that will be extensively used to implement the Smartcity and Industry 4.0 paradigms.
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Beyond the results obtained, there are still room of improvement and topics that still need to
be properly addressed.

Concerning the exploitation of physical plant to identify cyber-attacks, future works
can address a class of model-based detection schemes, formulated as an adversarial game
between the detection system and the attacker.

Concerning the development of the Network Anomaly Detection Engine, it can use
the semantic level proving the sequence of command and response, rather than the whole
behavior of the system.

Simple security approaches, such as light encryption, can be adopted to securing the
communication link and, at the same time, to easily identify stealth attacks as proposed
in [122].
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of an intelligent jammer with limited actions. In Decision and Control (CDC), 2010
49th IEEE Conference on, pages 1096–1101. IEEE, 2010.

[20] Yilin Mo and Bruno Sinopoli. Secure control against replay attacks. In Communication,
Control, and Computing, 2009. Allerton 2009. 47th Annual Allerton Conference on,
pages 911–918. IEEE, 2009.

[21] Roy S Smith. A decoupled feedback structure for covertly appropriating networked
control systems. IFAC Proceedings Volumes, 44(1):90–95, 2011.

[22] Fabio Pasqualetti, Florian Dörfler, and Francesco Bullo. Cyber-physical attacks in
power networks: Models, fundamental limitations and monitor design. In Decision and
Control and European Control Conference (CDC-ECC), 2011 50th IEEE Conference
on, pages 2195–2201. IEEE, 2011.

[23] Ali Khanafer, Behrouz Touri, and Tamer Başar. Consensus in the presence of an
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Appendix A

FACIES Testbed and Modbus protocol

A.1 Testbed Architecture

The testbed, presented in [123], has been designed as part of the EU Project “Online in-
dentification of Failure and Attack on interdependent Critical InfrastructurES (FACIES)”.
It emulates a water system, encompassing the physical, control, and cyber aspects. The
structure of the testbed can be divided in two interactive and interdependent layers: a physical
one, consisting in the different components and main devices that reproduce the operation
of a water system and a cyber one, which performs the communication, control, and data
monitoring. The physical system is constituted by a number of tanks, pipelines, pumps,
solenoid valves, manual valves, and level sensors, designed and disposed to better emulate
the operation of the water system. On the control side, a complex architecture has been set up,
able to perform a number of different tasks. It consists of two PLCs, a commercial SCADA,
a network switch and other specialized modules to detect and diagnose both physical and
cyber events.

Physical Structure. The system has been designed to emulate the water system of a small
city composed of two residential areas, further divided into two sub-areas, and one industrial
area, which is located at a different altitude. Each area is supplied by a tank, and the water
demand from the costumers is reproduced by regulating the output flow from each tank by
means of 20 solenoid valves connected in different manifolds, and a reservoir tank. Each
tank supplies an area, and the water demand from the costumers is reproduced by regulating
the output flow from each tank by means of a number of solenoid valves connected in
parallel and disposed in manifolds. The FACIES testbed is depicted in Figure A.1. A typical
24-hours water demand has been scaled down to a 6 minutes scenario and implemented by
the sequential activation of the valves and pumps.
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Fig. A.1 The FACIES Testbed.

A high flexibility was desired for the system, and has been considered during the testbed
design. For instance, aside the discrete modulation of the output water flow from the tanks,
14 different configurations can be obtained by exploiting the different tank connections
(serial, parallel or crossed). Finally, 7 manual valves have been located at different points of
the system, representing undesired output flows from the tanks or leaks along the pipelines,
allowing the emulation of physical faulty conditions. In addition, different faults on the
actuators (e.g., undesired disruption or activation of pumps/valves) and sensors can be
introduced by properly modifying the software configuration and calibration.

Monitoring and Control System. At the lower level of the control architecture, two PLCs
(Modicon M340, Schneider Electric) endowed with the proper modules interfacing to the
field and for data communication, collect the real-time data from the water level sensors in
each tank and control the various actuators. These execute the low-level control, programmed
in Ladder Logic using Unity Pro XL v7.0 (Schneider Electric), while the high-level control
has been implemented using Visual Basic, and the HMI depicted in Figure A.2 has been
designed on iFIX 5 (General Electric). This interface allows the operator to monitor the
state of the components of the system, to manhandle the various actuators, and to enable
the different controls and scenarios that have been implemented. All the data exchanged
between PLCs and SCADA is sent and stored in the local database, developed in MySQL
Workbench (Oracle), which constitutes the historian. The bidirectional data transmission
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Fig. A.2 FACIES HMI designed on iFIX 5.

between PLCs, SCADA, and database takes place deploying the standardized Modbus over
TCP protocol, while the remaining modules communicate through a classic TCP/IP protocol.
In addition, monitoring modules performing different tasks have been included, as FDS for
the early detection and identification of physical faults and a network traffic monitoring
station, detecting unusual cyber events. The modules communicate through an ad-hoc
standalone LAN. In order to perform the cyber-attacks, an additional computer (the attacker)
has been connected to the network.

A.2 Modbus protocol

Modbus [110, 111] is an application layer messaging protocol developed by Modicon, which
became the de facto standard since 1979 and is largely deployed for industrial applications.
It provides a Client/Server communication model for devices connected on different types of
networks, with a request/response fashion and offers various services specified by Function
Codes. Generally, this protocol is used for the communication in Control zone networks of
ICS. It can be implemented by asynchronous serial transmission (serial Modbus) or using
TCP/IP over Ethernet (Modbus/TCP) and allows an easy communication within all types of
network architectures. The Modbus/TCP protocol is implemented as a Ethernet connection:
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to this end the TCP frame contains a Modbus packet as payload. The listening TCP port 502
is reserved for Modbus communications. The Modbus payload is divided into two fields: a
dedicated header, called Modbus Application Protocol (MBAP), to identify the Application
Data Unit (ADU) and a Protocol Data Unit (PDU). This last is further divided into two fields,
the Function Code, which indicates in one byte the kind of action to be performed by the
slave, and the Data Field, containing the information to perform the requested action. The
Function Codes considered in this work are related to the functionalities implemented for
the specific scenario. The read operations apply to actuator status or sensor data through
the PLC, while the write commands are used to modify the state of the coils. The Function
Codes used are:

• Read coils (fc:01): used to read from 1 to 2000 contiguous status of coils (e.g., pumps
and valves states). In the data field of the response message, each bit corresponds to
one coil (1 ON/0 OFF).

• Read Input Registers (fc:04): used to read from 1 to 125 contiguous input registers
(e.g., level sensor measurements). The data field in the response message is built with
two bytes per register with a binary code of the read value. In the request PDU of the
read commands the starting address and the number of coils/registers to be read are
specified.

• Write Single Coil (fc:05): used to modify the state of a single coil. If successful, the
response echoes the request after the coil requested state has been written.

• Write Multiple Coils (fc:15): used to write command into a sequence of coils. The
normal response echoes the function code, the starting address and the number of coils
of interest.

A Modbus/TCP communication is established exploiting TCP three-way handshake
mechanism and is closed when a termination request arrives or when it is locally decided
by the device. Initially, a Modbus transaction is instantiated by the client. The request is
then encoded by prefixing the PDU with the MBAP header with all the required information
provided by the user application which is initiating the transmission demand. Finally, the IP
destination address and the request ADU are passed to the TCP management module which
sends it to the remote server. On the recipient side, the server has to analyze the received
request, to process the required action, and to send back an appropriate response message.
More specifically, the MBAP header is first parsed and the Protocol Identifier is checked,
which has to be “0000” to be correct, otherwise the request is discarded. Afterwards, if
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a transaction is available, it is initialized and the TCP Connection Identifier, the Modbus
Transaction Identifier and the Unit Identifier are stored in memory. If no more transactions
are available, a Modbus exception response is sent with exception code 6 (Server busy).
Then, the PDU is parsed, starting with the analysis of the function code, and the service
processing activity initiates if valid, otherwise an exception response with exception code 1
(Invalid function) is built. Subsequently, the Modbus response is built and sent to the TCP
management component, which returns it to the correct Modbus client. If the processing of
the request was successful, the response is positive, thus the PDU is built with a function
code that is the same as the request and the data field containing the results of the processing
as requested by the client. If it is not, an exception response is sent providing relevant
information of the error encountered during the processing. More specifically, the value
“0080” is added to the request function code, and the data field is filled with an exception
code indicating the reason of the error. Then the MBAP header is added as prefix of the PDU,
containing the same Unit Identifier as the Modbus request, the size of the PDU and unit
identifies byte indicated in the length field, the Protocol Identifier set to “0000” as given in
the request, and the Transaction Identifier associated with the original request. To conclude,
when the response is received by the client, it is associated with the original request by
analyzing the Transaction Identifier in the MBAP header. If it corresponds to a pending
transaction, it is parsed and a confirmation is sent to the user application, otherwise the
message is discarded. Hence, the Protocol Identifier and Unit Identifier are first verified
(the latter is discarded if the devices are directly connected on the TCP/IP network) and the
function code and the response format are verified. If these are correct or an exception code
is read, a positive confirmation is sent, as the command has been correctly received (but not
necessarily successfully processed by the server), otherwise a negative confirmation signals
the error to the user application. The timeout management relies on the TCP protocol even
if it can be configured for critical applications. In the same way, on the security side, no
specifications are provided or required by the standard. Currently, the data in the Modbus
packets is transmitted without any type of encryption, and it is expected that the security
matters are solved on the physical level, based on the specific transmission support deployed.
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