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"Ci sono due tipi di problemi nella vita. Quelli senza soluzione e quindi è inutile
preoccuparsi e quelli che una soluzione ce l’hanno e quindi è inutile preoccuparsi."
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Chapter 1

Introduction

H elicopter operations frequently require long duration hovering flight over in-
clined or moving surfaces (for instance, over hillsides or ship decks) or, more

generally, low-altitude, near-ground flight. Naval operations, in particular, are among
the most dangerous duties that an helicopter may fulfill [1], as proven by several
accident reports [2, 3]. Especially, landing over a fixed platform or a moving deck
represent severe threats to airworthiness. This is due to several factors including
the relatively small size of the flight deck, strong atmospheric wind and wind shear,
turbulence due to the wake released by ship or platform superstructures, as well as
deck roll, pitch and heave motion induced by waves.
Moving from pioneering works published during 1970-1980 decade [4, 5], analysis and
control of such a complex problem [6, 7, 8, 9], as well as development of dedicated
avionics and ship design [10, 11], are now receiving growing interest, thanks to the
improvement in helicopter comprehensive simulation tools. This should lead to
extending Ship-Helicopter Operating Limits (SHOLs), with advantages in terms of
safety.
Nonetheless, the determination of the ship deck effects on landing helicopter dynam-
ics is still one of the open and most challenging modeling problems. In principle,
these may be divided into two main categories: those deriving from the impinge-
ment of turbulent flow generated by the ship superstructure during motion, and
those deriving from the presence of the deck below the vehicle that alters the rotor
wake dynamics (and particularly, the corresponding rotor wake inflow) through the
so-called ground effect1.
On first approximation, ship’s air-wake turbulence and helicopter rotor downwash
effects may be superimposed (thus neglecting coupling phenomena). The estimation
of the ship turbulent air-wake effect on the helicopter dynamics could be accom-

1Note that, helicopter capability to hovering makes near-ground operations not limited to ship
landing and take off, but also includes other tasks, like search and rescue operations (SAR).
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plished either through a control equivalent turbulence input approach, when suited
experimental flight data are available (see, for instance, Ref. [12]), or taking ad-
vantage of dedicated numerical simulations of the flow-field of ship’s air-wake shed
from the superstructure (see, for instance Refs. [13, 14, 15] where some methods
for air-wake-downwash turbulence modelling are proposed, starting from suitable
CFD databases). Instead, the effects of the presence of the deck in flight dynamics
simulations may be suitably considered by including its influence on the rotor dy-
namic wake inflow model to be used in the blade aerodynamic loads formulation, for
instance, such models could be also conveniently applied in other critical helicopter
flight conditions, like low level flight or takeoff/landing on a slope. Among these,
the adaptation of the well-known Peters [16] and He’s [17] dynamic inflow model
including the effect of a surface below the rotor has been proposed by including
a specular pressure perturbation represented by a mirrored rotor with respect to
the ground, [18, 19, 20, 21, 22]. These approaches are of particular interest for
the rotorcraft manufacturer/research community in that, due to their simplicity
and reduced computational effort, the use of dynamic inflow models coupled with
two-dimensional airfoil aerodynamics still remains a widely-used approach. Despite
the aforementioned advantages, these models suffers from the accuracy limitations
of analytical or semi-analytical models, that may be particularly critical when deal-
ing with complex interaction phenomena or non-conventional operating conditions.
Hence, accurate dynamic inflow models are required in order to have the support of
computationally efficient and, at the same time, reliable simulations of the complex
aerodynamic environment in which rotors operate. Recently, a lot of research activ-
ities have dealt with the development of simulation-based dynamic inflow models
for maneuvering helicopter rotors in open air (isolated), [23, 24, 25], as well as for
ground case, [26, 27]. The accurate evaluation of in-ground-effect dynamic inflow
for arbitrary flight conditions is a very challenging task that requires the support
of high-fidelity numerical aerodynamic tools (particularly, when finite-dimension
and moving ship decks are considered). However, a prerequisite to developing flight
dynamics models under these operational conditions is the understanding of the
complex fluid dynamics of the problem, which is particularly affected by the wake
shape evolution in proximity of the ground (like in all those situations -BVI, ground
effect, near obstacle- when the wake directly impacts with bodies). The effect of
ground presence on rotor/helicopter aerodynamics, has been studied by several
authors in the past decades, starting with the pioneering experimental work of
Wiesner and Kohler [28], Yeager, Young and Mantay [29] and that of Empey and
Ormiston [30], that was followed by the studies presented by Curtiss et al. [31],
Hanker and Smith [32], Cimbala et al. [33], Light [34] and in the recent years also
by Milluzzo [35].
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Hence, rotor wake modeling is clearly one of the most challenging tasks in rotor
aerodynamic numerical applications, in particular for the simulation of ground effect.
Due to the complexity of the problem, in order to well capture the wake deformation
dynamics, a lot of free-wake algorithms have been implemented with several different
solution strategies, [36, 37, 38]. More recently, the problem of the ground effect has
been examined also through dedicated numerical models [39, 40, 41] and validated
with experimental data [42].
Focusing the attention on rotor configurations in ground effect (IGE), the objective
of this thesis is twofold: development of an efficient high-fidelity aerodynamic solver,
followed by the definition of a state-space dynamic inflow modelling technique that,
based on the high-fidelity aerodynamic simulation tool, is capable of taking into
account arbitrary rotor-ground relative kinematics. This work is part of University
Roma Tre activity as partner of the University of Maryland/U.S. Naval Academy
Vertical Lift Rotorcraft Center of Excellence (VLRCOE) [43].

1.1 The steady IGE aerodynamic problem

The ground effect problem is one of the most important wake-obstacle-interference
problems in rotor aerodynamics, hence for the helicopter community. Under an
engineering point of view the main effect of the phenomena related to this interaction
are those regarding the increased thrust for a given (induced) power, conversely the
reduced (induced) power for a specific thrust production. Quantitative effects of
the ground on helicopter hovering performance are depicted in figure 1.1, where the
thrust augmentation is given as a function of the non-dimensional rotor height from
the ground itself. In particular it has been found that the induced power reduction
is much more evident than the corresponding total power, [44], the viscous drag
can not be indeed influenced by ground presence. Recalling that the relationship
between thrust and torque involves the axial induced velocity resulting from the
momentum conservation law on the rotor disc, the effect of ground has to be due to
a reduction in the averaged induced velocity, hence to a reduction in the inflow local
angle as discussed by Prouty in [45].

https://www.nasa.gov/feature/langley/army-navy-nasa-name-academic-vertical-lift-research-centers-of-excellence
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Figure 1.1. Ground effect on helicopter performance: thrust coefficient (CT ) as function
of torque coefficient (CQ), made dimension-less with the rotor solidity (σ), for different
rotor heights from the ground, [46].

A deep comprehension of the aerodynamics of the problem is not yet full-filled.
Experimental works carried out in the past exploited smoke visualization, [46], and
shadow-graph technique, [34], trying to correlate the performance effects with the
variation in the flow-field surrounding the rotor. Different heights from the ground
and different disk load condition were analyzed and the tip vortex position measured,
these characterizations of the flow-field between rotor and ground have shown that it
is defined by two regions. The inner part (close to the rotation axis) has a very low-
velocity air extending from the ground upward to a point above the rotor depending
on the distance between rotor and ground. As proven by Milluzzo in recent years
[35], also the relative angle between the disc plane and the ground has a considerable
influence on this low-velocity region. Indeed, it determines the afore-mentioned
region shape and position strongly enough to make, in the case of high inclination
angle, this confined to a very small region in the neighborhood of the rotor hub (as
it will be shown in chapter 3). Generally, the recirculation zone in the inner part,
described above, causes the occurrence of an annular jet of high-velocity curved flow
going outward from the rotation axis. These modifications in the wake shape change
the relative vortex-blade position, hence the wake induced velocity (wake inflow),
leading in particular to a reduction of the inflow as the rotor comes close to ground.
Enlarging the analysis of this particular but common flight condition, characterized
by the complex interaction between, rotor, rotor-wake and ground, the real nature
of the problem clearly appears: a highly-unsteady, three-dimensional aerodynamic
problem which affects not only the static or quasi-static performance of the machine
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but also its handling qualities.
Nowadays, due to the continuous improvement of the computational available re-
sources, the numerical simulations of such problems are seeing a growing interest.
Different aerodynamic solvers were developed exploiting different analytical ap-
proaches. CFD solvers were validated against experimental data showing a good
accordance both in the flow-field prediction and in performance evaluation [42] and
[47], nevertheless to obtain a good accuracy a considerable computational effort
is required. The calculations performed in [47], for instance, are carried out with
a RANS-CFD2 solver which required more than eleven hours wall clock time to
evaluate one rotor revolution.
More computationally efficient aerodynamics solvers based on various vortex-method
applications were successfully compared with experimental data in [41], [48] and [49].
The crucial issue in the simulation of ground-wake interaction is demonstrated to
be the enforcing of the impermeability condition at the ground surface and, hence,
the correct wake shape evaluation. In [49] it is believed that having the no-slip and
non-penetration boundary conditions is critical for the simulation of rotorcraft wake
near the ground and the obstacle. Therefore, a viscous boundary model, suitable for
complex geometries, such as ground and buildings, was developed by considering the
no-slip and non-penetration boundary conditions based on a vorticity sheet concept.
Boundary Element Method (BEM) aerodynamic solver based on potential flows
theory are also particularly suitable for free-wake rotor aerodynamic simulations,
[50, 51]. They generally do not require huge computational resources and are easily
extendible to ground effect simulations. In [38] a free-wake panel method is validated
against experimental data of a helicopter hovering over a ground-obstacle with good
accuracy, the ground was modelled by a mirror boundary condition in order to
ensure the impermeability condition at ground surface.

1.2 Dynamic wake inflow

One of the most fundamental factors affecting the performance of rotorcraft
systems is the induced influence of the main rotor wake on rotor air-loads and
related performance. It is well known that the induced-flow field associated with
a lifting rotor responds in a dynamic fashion to changes in either blade pitch (i.e.,
pilot inputs) or rotor flapping angles (i.e., rotor or body dynamics), thus severely
influences the helicopter dynamic attitude and response. In figure 1.2 a sketch of
a widely used helicopter aerodynamic-structural-dynamic loop is presented, the
intrinsic coupling and complexity of the problem is clearly shown, as well as the

2Reynolds-averaged Navier-Stokes equation based aerodynamic solver.
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importance of a correct simulation of the wake induced inflow dynamic for a realistic
prediction of the helicopter response.
The ability of a flight simulator to accurately predict the behavior of an helicopter
using information only from its physical characteristics would be highly desirable
as it would allow manufacturers to get an early feedback from pilots on any de-
sign decision (concerning, for instance, handling qualities, rotorcraft-pilot coupling
proneness, etc.). However, despite the complexity and the accuracy reached by the
modules in modern simulators, they are not yet able to provide a fully coherent
representation of reality. Moreover, with the aim of correcting some sub-optimal
behavior in specific flight conditions and to respect the tolerances needed for the
validation of a flight model, a certain amount of artificial tuning is often applied
on top of the physical model. These modifications are often not justified from an
engineering or physical standpoint and, while improving simulations for particular
operating conditions, they may have an adverse effect on other parts of the flight
envelope. The need to tune the model can often be related to the deficiencies of the
mathematical model describing the helicopter dynamics.

Figure 1.2. Helicopter comprehensive simulation tool main ingredients, sketch of the
solution loop.

The physics involved is indeed the result of the coupling of complex phenomena
like the nonlinear structural dynamics of the slender main rotor blades, the complex
rotor aerodynamic environment resulting from the combination of blade motion
and inflow induced by wake vorticity remaining in close proximity of the rotor disk,
the interaction of the air flow with the fuselage, the main and tail rotors mutual
interactions, the interaction with ground and surrounding obstacles, the dynamics of
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engine and actuators, the effects of control systems. Obviously, real-time simulation
of these phenomena requires a suitable trade-off between modeling accuracy and
computational efficiency.
In this context the wake inflow dynamics, which would represent a surrogate of the
wake three-dimensional unsteady effect over the blade, is a crucial element for an
accurate and computational efficient helicopter simulation tool. In the past four
decades, starting from the pioneeristic work of Pitt and Peters [16, 52], who presented
an analytical simplified model relating a linear approximation of the velocity induced
by the wake over the rotor disk with thrust, pitch and roll aerodynamic force and
moments in a first-order time differential system, the knowledge and simulation
capability of the problem has been strongly improved. Correlations between ex-
perimental flight data and simulations allowed an in-depth comparison which has
shown limits and peculiarities of this simplified model: suited for flight dynamics
applications (i.e., low-frequency range of interest) the Pitt-Peters model fails in the
wake inflow frequency spectrum reconstruction for the frequencies involved in rotor
aeroelasticity problem. Thus, a more complex models has been proposed considering
more accurate description of the spatial distribution of the inflow over the rotor disk
as well as a different and more accurate approximation of the pressure field over the
disk, hence of the aerodynamic loads, [53, 54, 55]. Namely, the Peters-He generalized
wake theory, which is a model that (starting from the three-dimensional potential
flows equations) includes all the harmonics and all the radial distribution of inflow
at arbitrary wake skew angle. It is a closed form theory, easy to implement and the
correlation with experimental flight data has shown a very good agreement [56]. In
addition, it is worth noting that the Peters-He model contains the Pitt model as a
special simplified case.
Nevertheless all these models, directly derived from the physics governing law, are
blind to the wake distortion effects. Indeed, it is well recognized that the wake
distortion effects are the primary source of the off-axis response behaviour observed
in maneuvering flight as well as in all those cases when the helicopter is operating
near the ground or near generic obstacles. To improve the prediction of the effect of
wake distortion in dynamic inflow model, a lot of work has been done, considering
the mean distortion of the whole wake as adjunctive variables (i.e., skew angle, wake
curvature, wake distortion), some corrective terms have been added to the original
model, [57, 58], and their accuracy has been validated against experimental flight
data, furthermore Prasad [59] has developed a dynamic model considering the wake
distortion variables as adjunctive states for the system, hence characterized by their
own first order dynamics with time.
Nowadays, advanced aerodynamic computational tools such as free-wake models
and computational fluid dynamics, (CFD)-based numerical procedures are widely
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used for detailed modeling and accurate prediction of the flow fields around generic
rotary-wing configurations in various flight regimes. While such modern tools include
fewer theoretical limitations and approximations than the classical and simplified
schemes, especially CFD ones, they are impractical or impossible to be directly
applied to many simulation tasks and flight dynamics problems, as they are not
formulated in a state-space form and are often computationally intensive. However,
starting from aerodynamic high-fidelity simulation, low-order inflow models could
be extracted. Different methodologies, that will be capable of utilizing the accuracy
provided by advanced tools to improve linear inflow models and subsequently provide
more realistic flight dynamics calculations, have been developed from vortex lattice
solvers, [26, 27, 60], or from BEM solvers, (Boundary Element Method), [23, 61].
All these simulation-based models have to simulate first a steady flight condition,
then after arbitrary perturbation of the desired variables (in [26] the aerodynamic
loads whereas in [23] directly the pilot input variables are perturbed) the relative
perturbed inflow numerically evaluated by the aerodynamic high-fidelity solver and
lastly the corresponding linear state-space models are identified. Moreover, the
application of a three-dimensional complete aerodynamic solver allows the capability
to predict rotor-induced inflow velocities away from the rotor, which is important
for the calculation of aerodynamic interference effects at aircraft components such
as the fuselage, wing, tail rotor, and empennage surfaces.

1.3 Thesis structure and novel contributions

Firstly, the extension to the ground simulation of the Boundary Element Method
potential-based aerodynamic solver here applied and presented in chapter 2 is
performed. The principal issue to be solved is the numerical imposition of the imper-
meability condition at the ground surface, two different techniques are implemented
and compared. The computational efficiency of the algorithm is improved through
the introduction of a novel wake structure allowing for a considerable reduction
in the number of calculations required to evaluate the flow-field and, hence of the
pressure-field, over the rotor blades (as it will be shown in section 2.2). The proposed
solutions for the aerodynamic simulations of the ground effect condition are then
compared and validated with experimental data proving their accuracy, specifically
the capability to exploit this solver to simulate the wake inflow due to arbitrary
input perturbation is proven. A deep comparison between experimental data and
numerical predictions of the performance and of the flow-field in the whole wake
region of rotors operating in ground effect has been carried out. Furthermore, ground
surface not parallel to rotor disc has been considered in the analysis characterizing



1.3 Thesis structure and novel contributions 10

also this extreme but common flight condition.
Thus, starting from the dynamic inflow model identification procedures recently
developed for out-of-ground-effect analysis [23, 62, 63] the identification of a state-
space representation of the wake inflow dynamics of an hovering rotor in ground
effect is proposed. The complexity of the problem and the numerical instabilities
those arise when part of the wake is re-ingested by rotor disk (due to the ground
presence) have required the definition of a new identification technique. Very long-
time perturbations and various test are necessary to make the identified transfer
functions smoother and more coherent, thus a very efficient vortex-lattice-like solver
is derived from the BEM one.
The two methodologies are applied to study a mid-weight hovering helicopter and the
corresponding dynamic inflow models implemented in a comprehensive simulation
tool, Helistab, developed in the past within the ARISTOTEL research european
project [64]. Specifically the influence of the ground on helicopter aeromechanics in
terms of response and stability is assessed.

The text is organized as follows:

- In Chapter 2 the proposed aerodynamic solver suited for ground effect simula-
tion is presented. It is a BEM, three dimensional, free-wake aerodynamic solver
suited for rotor simulation, even for the case of strong interaction between
bodies and wake. Here it is extended to the ground effect cases, in particular,
the critical hovering condition over an infinite flat ground has been simulated
and correlated with experimental data both for a parallel and inclined surface
with respect to the rotor disc. Two different simulation strategies for modelling
the ground effect are compared. The comparisons include tip vortices traces,
rotor loads measurements and flow-fields visualizations;

- In Chapter 3 the dynamic wake inflow models for helicopter simulation are
presented. Three models and their applications to ground effect are presented.
The first two are based on a kinematic-inputs perturbations simulated through
the BEM solver, hence inflow/rotor DOFs (Degree-Of-Freedoms) and inflow/air-
loads models are extracted. The third instead, is an inflow/load model based
on vorticity perturbations performed with a free-wake vortex-lattice-like solver;

- In Chapter 4 the numerical results concerning the identification of the identified
dynamic inflow models are presented for different rotor heights from the ground

http://aristotel-project.eu
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and different ground inclination angle. The accuracy of the models is validated
by comparison with the predictions directly provided by the time-marching
high-fidelity solver. In the last section of the chapter in-ground-effect and out-
of-ground-effect state-space inflow models are applied for helicopter response
and stability analyses, and the corresponding results are compared to discuss
the influence of ground on helicopter aeromechanics.

Finally, in the last chapter the conclusion of this three years of work are drawn and
some future possible development depicted.
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Chapter 2

A Boundary Element Method
Approach for In-Ground-Effect
Rotor Aerodynamics

"Cómo marcha el reloj sin darse prisa
con tal seguridad que se come los años:
los días son pequeñas y pasajeras uvas,

los meses se destiñen descolgados del tiempo."
P. N.



2.1 The IGE Aerodynamic Solver 13

I n this chapter the boundary element method (BEM) solver for the aerodynamic
simulation of hovering rotors in-ground-effect (IGE) is presented. Different

in-ground-effect conditions are analyzed and compared by the correlation of the
corresponding simulations with experimental data, in particular hovering over parallel
and inclined flat surfaces.
The computational tool developed and used at Roma Tre University is based on
a boundary integral equation approach for unsteady potential flows around lifting
bodies in arbitrary motion, and is capable of dealing with flight conditions where
strong body-vortex interactions occur [51]. Further improved in [65], it has been
extensively validated and successfully applied to aerodynamic and aeroacoustic
analyses of helicopter rotors, [63, 66, 67, 68].
Two methodologies for the simulation of the effects of the ground below the rotor
are applied and their capabilities to predict wake evolution and rotor loads are
compared, outlined in the following sections the two are:

- the bounded-domain method (BDM) which exploits the inclusion of an addi-
tional boundary surface modeled with a distribution of sources and doublets;

- the mirror-image method (MIM) that, considering the ground as a reflection
plane, includes a specular rotor-wake in the formulation.

The experimental data used for validation are partly obtained from the available
literature [34], but most of them derive from the recent campaign of measurements
performed at the U.S. Naval Academy1 [35]. The analysis will include tip vortices
traces, rotor loads measurements and flow fields visualizations.

2.1 The IGE Aerodynamic Solver

The aerodynamic solver used here was directly derived from the Gennaretti
and Bernardini [51] extension of Morino’s BEM for aerodynamic applications [69].
The effectiveness of potential theory derives from the fact that vortical regions in
many high-Reynolds-number flows of aeronautical interest are very thin (though
not zero) and can be approximated by zero-thickness vortex structures. However,
the numerical application of the potential theory, with its singular representation of
vortical regions, would not yield the proper solution in the case of close wake-body
interactions. Indeed, the numerical formulation based on [50] shows instabilities
when the wake panels come too close to or directly impinge the body. The modified

1Data available through the participation to the Vertical Lift Rotorcraft Center of Excellence,
VLRCOE [43].
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formulation is a potential-based BEM in which a wake simulated as a vortex lattice is
included in a direct panel method for potential flows, [51], moreover this formulation
has required a reformulation of the Bernoulli theorem that is used for the evaluation
of the pressure over the bodies and blades [70]. It is inspired by the observation that
the instabilities (arising in the numerical formulation when wake panels are too close
to or impinge on the body) would be eliminated by replacing the wake influence
coefficients, given in terms of doublet layers, with equivalent finite core vortices.
Indeed, the velocity field induced by a zero-th order doublet distribution of uniform
intensity over an arbitrary surface S equals that induced by a (closed) vortex filament
located on the boundary of the surface, also of the same constant intensity (see, for
instance, [71] in which the more general equivalence between nonuniform doublet
layers and vortex layers is proven). Then, if the vortex is assumed to have a finite
core in which the induced velocity remains bounded, it yields a regular influence,
even at body or wake points that approach it.

2.1.1 Aerodynamic formulation

Considering incompressible, potential flows such that ~v = ∇ϕ, the rotor aerody-
namics formulation applied here assumes the potential field, ϕ, to be given by the
superposition of an incident field, ϕI , and a scattered field, ϕS (i.e. ϕ = ϕI + ϕS).
The scattered potential is determined by sources and doublets distributions over the
surfaces of the blades, SB, and by doublets distributed over the wake portion that
is very close to the trailing edge from which it is emanated (near wake, SNW ). The
incident potential field is associated to doublets distributed over the complementary
wake region that composes the far wake SFW . The wake surface partition is such that
the far wake is the only wake portion that may come in contact with bodies (blades
and/or ground). The incident potential is discontinuous across SFW , whereas the
scattered potential is discontinuous across SNW and is represented by the following
integral expression [51]

ϕS(~x, t) =
∫
SB

[
G (vn − un)− ϕS

∂G

∂n

]
dS(~y)−

∫
SN

W

∆ϕS
∂G

∂n
dS(~y) (2.1)

where G = −1/(4π r) is the unit-source solution of the three-dimensional Laplace
equation, with r = ‖~y − ~x‖, while ∆ϕS is the potential jump across the wake
surface, known from past history of potential discontinuity at the blade trailing edge
through the Kutta-Joukowski condition [72, 73]. In addition, vn = ~vB · ~n, with ~vB
representing the body velocity and ~n its outward unit normal, whereas un = ~uI · ~n,
with ~uI denoting the velocity induced by the far wake (see, for instance, equation
2.2).
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For the numerical solution of the flow field, the integral formulation in Eq. 2.1 is
discretized by a zero-th order BEM, for which body and wake surfaces are divided
into quadrilateral panels. Velocity potential and velocity potential jump are assumed
to be uniformly distributed over them, with values equal to those at the centroids
of the elements. The solving algebraic system2 is determined by imposing that
the integral equation be satisfied at the centroid of each body element (collocation
method).
Considering the far wake contribution discretized into panels with constant potential
jump, and recalling the equivalence between surface distribution of doublets and
vortices [71], the incident velocity field is evaluated through the Biot-Savart law
applied to the vortices having the shape of the panel contours. In particular each
single panel contribution in terms of doublet integral (recalling equation A.5 of
App.A)

~ukI (x, t) = ∆ϕS(yTEWk
, t− τk)∇x

∫
SF

W

∂G

∂n
dS(y) (2.2)

becomes:
~ukI (x, t) = ∆ϕS(yTEWk

, t− τk)
∫
∂SF

W

∇xG× dy (2.3)

where ∂SFW represents the panel contour hence the shape vortex.
In order to assure a regular distribution of the induced velocity within the vortex
core, and thus a stable and regular solution even in blade/ground-vortex impact
conditions, a Rankine finite-thickness vortex model is introduced in the Biot-Savart
law, [51], including also the vortex stretching and diffusion effects on core radius
dimensions. In this formulation, the incident potential affects the scattered potential
through the induced-velocity, while the scattered potential affects the incident po-
tential by its trailing-edge discontinuity convected along the wake and yielding the
intensity of the far wake vortices [51]. The shape of the wake surface is determined
as part of the solution, as resulting from the history of the flow field induced by
wakes and bodies. Once the potential field is known, the adapted Bernoulli theorem
yields the pressure distribution (see, for instance, the appendix A of [65]) from which,
in turn, blade and rotor loads can be readily evaluated.
In this work, the outlined formulation is extended/adapted to be capable of suitably
taking into account, as efficiently as possible, the presence of ground below the
rotor disk. Two approaches are applied and compared: one considers the ground as
an impermeable boundary of the fluid domain (bounded-domain method, BDM),
whereas the other simulates the effect of an infinite-size ground by including a
specular rotor-wake configuration in the integral formulation (mirror-image method,
MIM, for which the ground corresponds to the symmetry plane of the resulting

2In Appendix A the solving system is pointed out.
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flow field [41, 74]). Note that, the BDM method is the most general one, in that it
is capable of considering arbitrary ground shape, extension and even arbitrary motion.

2.1.2 The MIM approach for IGE analysis

In the MIM approach the effects of the ground are modeled by including a specular
rotor-wake configuration in the integral formulation. Indeed, the impermeability
boundary condition is automatically satisfied over the symmetry plane that, therefore,
represents an exact simulation of the ground presence3. The application of this
method, which is widely used in several aeronautic and nautical applications [75],
corresponds to the solution of the following integral formulation

ϕS(~x, t) =
∫
SB

[
G (vn − un)− ϕS

∂G

∂n

]
dS(~y)−

∫
SN

W

∆ϕS
∂G

∂n
dS(~y)

+
∫
SB,m

[
G (vn − un)− ϕS

∂G

∂n

]
dS(~y)−

∫
SN

W ,m

∆ϕS
∂G

∂n
dS(~y) (2.4)

where SB,m and SNW ,m denote the surface of the mirrored rotor and that of the
mirrored near wake, respectively. The velocity potential over the body surfaces and
the velocity potential discontinuity over the wakes are assumed to be the same for the
rotor and its mirrored image. Figure 2.1 shows a sample rotor blade-hub geometry
with its specular image, with the red plane (line) representing the symmetry plane
that simulates a ground surface parallel to the rotor disk.

3Considering for instance a source posed at certain distance z∗ over an infinite flat surface
(ground), the impermeability condition states that the normal component of the velocity has to be
zero at the surface. Neglecting for a while the surface below the source and considering a control
point on the source footprint, the source itself will induce a velocity having an normal component
v∗

n1 < 0 if the positive normal direction is from the surface inward to the fluid domain. A specular
source (i.e., same intensity but opposite z∗ from the surface) will induce, on the same control point,
an opposite but equal v∗

n2 (positive if projected over the aforementioned normal), which combined
with the former one will automatically satisfies the impermeability condition over the infinite flat
surface at the considered control point, v · n = v∗

n1 − v∗
n2 = 0. It can be demonstrated that the

mirroring of the source is equivalent to the evaluation of the half-space Green function one can
write for this kind of fluid-domain (namely an half-region delimited by an infinite flat surface).
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Figure 2.1. Rotor/mirrored-rotor sample.

It is worth noting that, in principle, the BEM-MIM approach is capable of
simulating only the presence of an infinite flat surface. It has been shown that it can
be extended to the case of arbitrarily shaped grounds through the generalized image
method, which consists of the combination of multiple-sequential applications of the
MIM technique to a set of flat surfaces that suitably envelope the ground surface, [76].

2.1.3 The BDM approach for IGE analysis

In the BDM approach, instead, the ground below the rotor is modeled as an
additional boundary of the fluid domain. This approach is totally general and
the boundary could have any arbitrary shape (e.g.: additional body, ground with
obstacle, ship deck, ecc...). Thus the boundary integral formulation describes its
effects as a superposition of sources and doublets distribution as follows

ϕS(~x, t) =
∫
SB

[
G (vn − un)− ϕS

∂G

∂n

]
dS(~y)−

∫
SN

W

∆ϕS
∂G

∂n
dS(~y)

+
∫
SG

[
G
∂ϕS
∂n
− ϕS

∂G

∂n

]
dS(~y) (2.5)

where SG denotes the surface of the ground below the rotor, where the impermeability
boundary condition yields

∂ϕS
∂n

= ~vG · ~n− un (2.6)
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for ~vG representing the ground velocity4. Past numerical investigations have proven
that the satisfaction of such a boundary condition may be a complex numerical task,
depending on the ground geometry, [49]. In appendix C a numerical-semi-empirical
strategy to enforce the impermeability condition is presented and briefly discussed.

2.2 Wake Modeling for Computational Efficient Ground
Effect Simulation

The aerodynamic BEM solver of Section 2.1, exploiting the identity between a
zero-th order discretized thin surface doublets distribution (see for instance App.A)
and a net of vortices having the shape of the panel contours, actually transforms a
full classic boundary element formulation [72] in a sort of hybrid vortex-net/BEM
aerodynamic solver. This effectively allows redefining the far-wake contribution in
the potential integral formulation in such a way that a regular solution is obtained
even in the case of strong body-vortex interaction be it blade-vortex (BVI ) or
ground/obstacle-wake interaction (i.e., IGE operation). Nevertheless, due to the
long wake ages needed for ground effect simulation (typically more than ten wake
spires), in order to improve the computational efficiency of the code a new wake
solution algorithm has been implemented.
A lattice of discrete vortex elements like this is literally seeing the vorticity released
at blade trailing edge decomposed in two different components, the first (trailed
vorticity) related to the spatial derivative of the blade bound circulation, whereas
the latter (shed vorticity) is related to the time (azimuthal) derivative. Even if a
real (physical) distinction between these two components (trailed and shed) does not
exist, but considering the experimental evidence of less time resilience of the shed
vorticity, the key point of this novel algorithm stands in neglecting the shed vorticity
for the wake older than a certain wake age, it is indeed well known that only the
near blade portion of the wake needs to be well discretized in order to capture all
the dynamic features of the air-load (i.e. high-harmonic component) [36, 77].

4In the whole research activity of this thesis the ground has been considered fix (i.e.,~vG = 0),
the extension to moving ground will be addressed in the future.
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Figure 2.2. Sketch of the proposed wake partitioning.

In the implemented wake algorithm, thus, the shed contribution after a certain
wake age Ψ∗ is neglected and the vortex lattice is transformed into a vortex-filament-
like wake model. The hybrid aerodynamic solver so obtained can have up to three
wake parts (see figure 2.2):

Near-Wake the wake region closer to the blade, modeled as a thin layer of
doublets (e.g.: Ψwake ≤ 45◦), directly contributes to equation
2.5 (doublet integral over SNW );

Far-Wake the following region where the wake is modeled like a vortex
lattice surface (e.g.: 45◦ ≤ Ψwake ≤ 720◦), which influences
the boundary condition of equation 2.5, ~uI evaluation ;

Very-Far-Wake the last region (e.g.: Ψwake > 720◦), far from the rotor the
only trailed vortex filaments survive and, again, influence the
boundary condition of equation 2.5, ~uI evaluation.

IGE simulation usually require more than 10 wake revolutions, with this approach
for the evaluation of the wake contribution the computational effort is reduced of
about 30% with respect to the classical wake algorithm.
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2.2.1 Preliminary results

A two-bladed, untwisted, untapered rotor has been chosen as test rotor, table
2.1 summarizes the main characteristic of the blade. In the following figures the
proposed more computationally efficient wake solver is compared with the results
obtained thanks to the original algorithm, the simulation has been performed for an
hovering condition and the wake was set free.

Radius 0.408 m
Chord 0.0448 m
Root-Cut-Out 0.05 m
Airfoil NACA 0012
Collective Pitch 6◦

Angular Velocity 219.9 rad/s

Table 2.1. Characteristics of two-bladed rotor.
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Figure 2.4. Averaged inflow, vortex-lattice, vortex-filament (only trailed).

Figures 2.3 and 2.4 show the averaged pressure coefficient for a section at
x/R = 0.8 and the wake induced inflow over the blade, very good agreement can be
seen between the two solution algorithm confirming the validity of the hypothesis.
Looking at global quantities like thrust and power there is less than 1% of error in
thrust evaluation (underestimate) and less than 2% in induced losses (underestimate).
Figure 2.5, depicts the time history of the trailing edge discontinuity ∆ϕ for four
blade element, the very close behaviour between the two series of curves confirms
the good quality of the vortex-filament approach for the far-wake.
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Figure 2.5. ∆Φ- Time history for four different radial position (from bottom to top:
x/R = 0.17, x/R = 0.34, x/R = 0.56 and x/R = 0.71), vortex-lattice,
vortex-filament.

Then the figures 2.6, 2.7 and 2.8 show, instead, the time history of two generic
nodes of the far wake, it is clear how also the wake evolution is almost the same
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with respect to the original wake algorithm, figure 2.9 shows a slice of the wake of
an hovering rotor reproduced with the here presented wake structure5. Concluding,
these new algorithm, even if allowing a reduction of about the 30% in the number
of calculations needed for the wake evaluation, retains the same accuracy of the
original vortex-lattice one.
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Figure 2.6. X-coordinate - Time history for two different wake nodes ( node 1,
node 2), dashed rule represents vortex-lattice results whereas continuous line the

vortex-filament ones.
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Figure 2.7. Y-coordinate - Time history for two different wake nodes ( node 1,
node 2), dashed rule represents vortex-lattice results whereas continuous line the

vortex-filament ones.

5The wake coloring depends on the blade bound circulation.
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Figure 2.8. Z-coordinate wake - Time history for two different wake nodes ( node 1,
node 2), dashed rule represents vortex-lattice results whereas continuous line the

vortex-filament ones.

The results shown in the following section could be indifferently obtained with
one of the two algorithms, for this reason there will be non more reference to which
one of the two is used.

Figure 2.9. 3-D vision of the new wake.
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2.3 Numerical-experimental results correlation

The validation of the numerical solvers proposed for IGE rotor aerodynamics
analysis based on BDM and MIM techniques is performed by correlation with
experimental data, in terms of both rotor performance prediction (thrust and
induced power), and capability of simulating flow field and wake shape. Two sets
of experimental data are mainly considered: those provided in 1993 by the work of
Light [34] concerning a four-bladed rotor both in HIGE and HOGE (hovering-in/out-
of-ground effect) conditions, and the results of the recent experimental campaign
performed at the U.S. Naval Academy [35] for a two-bladed rotor hovering over
parallel and inclined plane ground.
For the four-bladed rotor, whose main characteristics are given in Table 2.2, Light’s
work provides measurements of rotor thrust and positions of the tip vortex of the
first wake spiral as determined through shadow-graph visualization of the wake
geometry. These data are given for different fixed collective pitch input and several
values of the rotor-ground distance, hg/R.

Span 1.105 m
Root-Cut-Out 0.425 m
Chord 0.18 m
Solidity 0.207 -
Airfoil NPL 9165 -
Angular Velocity 172.3 rad/s

Table 2.2. Characteristics of four-bladed rotor of Ref. [34].

In the experimental campaign performed at the U.S. Naval Academy experimental
facilities particle image velocimetry (PIV) and performance measurements concerned
the two-bladed rotor described in Table 2.3.

Radius 0.408 m
Chord 0.0448 m
Root-Cut-Out 0.05 m
Airfoil NACA 0012
Collective Pitch 6◦

Angular Velocity 219.9 rad/s

Table 2.3. Characteristics of two-bladed rotor examined at the U.S. Naval Academy [35].

The rotor was tested in HOGE and HIGE (hg/R = 1) hovering conditions, for
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ground plane both parallel to the rotor disk (θg = 0◦) and inclined with respect to it
(θg = [6◦, 10◦, 15◦, 20◦, 30◦]) [35]. The hub loads were obtained using a six-axis load
cell for collective pitch angles in the range θc = [0◦− 12◦], with 2◦-degree increments.
Flow field measurements were performed using both a high- and a low-speed PIV
system. The high-speed system comprised two 4-megapixel (1280×800 pixel) CMOS
camera and the regions of interest were illuminated using a light sheet produced by a
30 mJ/pulse Nd:YLF laser. The low-speed system utilized an Nd:YAG laser capable
of producing 380 mJ/pulse when operated below 10 Hz, and two 29-megapixel
(6600× 4400 pixel) cameras. For each measurement type the cameras were aligned
adjacent with a 20% overlap in their fields of view, allowing the temporally correlated
images to be stitched together. The high-speed measurements focused on a region
of interest in the near field of the rotor that encompassed the entire blade. To
examine the whole wake as it convected from the rotor to the ground, the low-speed
cameras were focused on a region encompassing the entire rotor, as well as the
ground plane. Furthermore, to examine the entire structure of the rotor wake,
measurements were taken at azimuthal location range [0− 180] degrees, in 30degree
increments. The numerical predictions presented in the following have been obtained
by using a surface discretization of 2000 body panels for each blade and 72000 wake
panels, corresponding to 12 turns (200 body panels have been used for describing
the cylinder that simulates the motor in the U.S. Naval Academy experiments [35]).
The flow-field velocities to be compared with PIV data, have been evaluated over
a 120× 90 rectangular grid of control points lying on a plane perpendicular to the
rotor disk and containing the axis of rotation, with a 180/rev sampling frequency,
averaged over 50 rotor revolutions (only the in-plane velocity components have been
examined), also rotor performance predictions have been averaged over 50 rotor
revolutions.

2.3.1 Wake shape prediction

First, the wake shape simulation capability is examined by comparison with
Light’s results. For the rotor operating in HOGE conditions with CT /σ = 0.091
(where σ is the rotor solidity), Fig. 2.10 shows radial and axial position of the vortex
tip as functions of the wake age predicted by the present BDM solver, measured
in Ref. [34] and corresponding to the widely-used Landgrebe wake model based
on experimental observations [78]. In this HOGE case, these results present good
agreement for both near and far wake shape, both in terms of radial and axial tip
vortex position.
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Figure 2.10. Axial and radial position of tip vortex in OGE condition, CT /σ = 0.091.
present results; Landgrebe; + experiments.

The same comparisons are shown in Figs. 2.11 and 2.12 for two different IGE
configurations. In particular, Fig. 2.12 presents the results obtained for rotor loading
CT /σ = 0.071 and ground distance hg/R = 0.84, whereas the results in Fig. 2.11
concern the configuration with rotor loading CT /σ = 0.09 and ground distance
hg/R = 0.52. Both figures show good agreement between experimental observations
and numerical simulations. The characteristic wake distortion effects of ground seem
to be well captured by the numerical predictions.
Indeed, experimental and numerical results show that, after an initial radial con-
traction similar to that of the HOGE case, the wake starts expanding due to the
ground presence, with a rate depending on the distance from the ground.
Instead, concerning the axial position of the tip vortex, for hg/R = 0.84 ground
effects are significant only when the wake is in proximity of the ground, where its
axial convection rate tends to become negligible, whereas for hg/R = 0.52 the axial
convection rate of the tip vortex is significantly reduced by the ground presence
since the beginning of the wake spirals 6.
Then the tip vortex position in the whole region between rotor and ground has been
examined, starting from the data available from the U.S.N.A. experimental campaign
[35] the two proposed strategies (MIM-BDM) are compared. The rotor and the test

6youngest wake elements.
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Figure 2.11. Axial and radial position of tip vortex in IGE condition, hg = 0.52R
andCT /σ = 0.09. present results; Landgrebe; + experiments.

Figure 2.12. Axial and radial position of tip vortex in IGE condition, hg = 0.84R
andCT /σ = 0.071. present results; Landgrebe; + experiments.
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conditions measured by Milluzzo (2.3) has been simulated also by Platzer, 2018 [42],
in particular considering the different aerodynamic solver used (CFD code), which
considers the fluid viscosity, it is worth including in the comparison also this results
in order to evaluate the influence of the viscosity in the correct simulation of the
ground effect condition.
The figures 2.13 and 2.14 show the vorticity contour plot for parallel and inclined
ground effect, from the left-top corner in a clock-wise direction: experimental data,
CFD simulation, BEM-MIM and BEM-BDM simulation. First of all, a preliminary
comment has to be introduced: the assumption of potential flow implies irrotational
velocity field (∇× ~u = 0), hence no vorticity can appear in the fluid domain except
for the wake surface. However, the introduction of the Rankine finite vortex core,
and the corresponding diffusivity modeling, introduces rotational time-variant fluid
region representing each of the wake trailed vortices. Thus, these figures identify
the tip vortex location in the wake region during its convection as the result of the
combined evolution of the wake trailed vortices. Specifically, the vortices trailed in
the outer part of the blade, near the tip, roll-up and clump together just after their
release causing the blue and red zone of figures 2.13(c), 2.13(d), 2.14(c) and 2.14(d).

(a) experimental (b) CFD

(c) BEM-MIM (d) BEM-BDM

Figure 2.13. Tip vortex position for parallel ground hovering, hg/R = 1, θg = 0◦.

However, from figure 2.13, referring to the parallel ground condition, one can
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appreciate how the BEM-BDM fails in the evaluation of the wake-ground interaction,
the radial expansion is strongly underestimated. Looking instead at the figure 2.14,
which depicts the comparison for the inclined ground condition (θg = 15◦) there is
absolutely no agreement between the BEM-BDM prediction and the experimental
results, on the other hand the CFD and BEM-MIM simulations are in good agree-
ment with the experimental evidence.

(a) experimental (b) CFD

(c) BEM - MIM (d) BEM - BDM

Figure 2.14. Tip vortex position for parallel ground hovering, hg/R = 1, θg = 15◦7.

2.3.2 Velocity profile comparison

The two methods (BDM and MIM) are also compared correlating the axial and
radial distribution of the total velocity measured along perpendicular (vertical) and
parallel lines (horizontal) related to ground plane. Three positions for the vertical
lines are chosen, two in the proximity of the blade tip8, figure 2.15 and 2.16 and one
at x/R = 1.5 from the hub center, figure 2.17, discrepancies are evident from the
comparison, both in the axial and radial velocity distribution. As the measurement

7Differently that for the other figures, referred to θg = 15◦, the BEM-BDM figure is referred to
the case θg = 20◦, however the figures are just for a qualitative showing of the numerical problems
related to the ground effect simulation.

8Respectively r/R = 0.93 and r/R = 1..
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point goes far from the blade the difference becomes higher, in particular it is worth
noting that in the ground proximity the BDM method fails in the evaluation of
the impermeability condition (see also App. C) evaluating even a negative velocity
component, see fig.2.16(a).
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Figure 2.15. Axial and radial wake induced velocity (normalized with Ωrtip/CT ) distri-
bution over a vertical line at x/R = 0.93. BEM-MIM method, BEM-BDM
method.
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Figure 2.16. Axial and radial wake induced velocity (normalized with vh = Ωrtip/CT )
distribution over a vertical line at x/R = 1. BEM-MIM method, BEM-BDM
method.
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Figure 2.17. Axial and radial wake induced velocity (normalized with vh = Ωrtip/CT )
distribution over a vertical line at x/R = 1.5. BEM-MIM method, BEM-BDM
method.

Figure 2.18 particularly emphasizes the error one can commit with BDM method
in the evaluation of the normal to ground component of the velocity. Even if for the
higher ground-to-line examined distance the BDM evaluates a positive component
despite the MIM predicts almost a negative contribution, then, as the evaluation line
comes closer to the ground, the MIM method predicts a near-zero velocity whereas
the BDM one could forecast a negative component which inevitably leads the wake
node to cross the ground surface.
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Figure 2.18. Axial wake induced velocity (normalized with vh = Ωrtip/CT ) distribution
over horizontal lines: z/R = 0.025; z/R = 0.0025; z/R = 0.0013 and
z/R = 0.00025. Continuous lines are for BEM-MIM method, dashed for BEM-BDM.

2.3.3 Flow field prediction

Next, the experimental-numerical correlation is focused on the flow field generated
between rotor disk and ground (for parallel and inclined ground configurations),
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where strong rotor wake distortion may occur because of IGE phenomena thus, in
turn, altering rotor aerodynamics.
In the following results (time-average), for the flow field observed on a vertical
plane beneath the rotor orthogonal to the line of rotation of the inclined plane, the
numerical simulations are obtained by the MIM approach (for the reasons explained
above, 2.3.2), the flow velocity is nondimensionalized by the factor vh = ΩR

√
CT /2,

and the observation domain size is represented in terms of rotor radius lengths.

-1 -0.5 	0 	0.5 	1
-0.2

	0

	0.2

	0.4

	0.6

	0.8

	1

	0

	0.5

	1

	1.5

	2

(a) experimental

-1 -0.5 	0 	0.5 	1
-0.2

	0

	0.2

	0.4

	0.6

	0.8

	1

	0

	0.5

	1

	1.5

	2

(b) numerical

Figure 2.19. Flow-field velocity magnitude pattern, parallel ground, θg = 0◦.

Figure 2.19 shows the flow velocity magnitude pattern on a vertical plane
beneath the rotor, for the case of ground parallel to the rotor disk θg = 0◦. Only
the in-plane velocity components are considered for the evaluation of the magnitude
(as suggested by the PIV experimental measurements). Experimental results and
numerical predictions are in good agreement. Both results show a very similar initial
contraction of the wake, followed by an expansion in proximity of the ground (the red
region is representative of the high-velocity tip-vortex region), and an internal very
low velocity field (slightly underestimated, however, by the numerical simulations).

(a) experimental (b) numerical

Figure 2.20. Flow-field velocity magnitude pattern, inclined ground, θg = 6◦.
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(a) experimental (b) numerical

Figure 2.21. Flow-field velocity magnitude pattern, inclined ground, θg = 15◦.

(a) experimental (b) numerical

Figure 2.22. Flow-field velocity magnitude pattern, inclined ground, θg = 30◦.

Next, Figs. 2.20-2.22 present the experimental-numerical correlations of the flow
field beneath the rotor for non-parallel ground. Specifically, they concern ground
plane angles equal to θg = 6◦, θg = 15◦ and θg = 30◦, respectively. For all these
cases, it is proven that the numerical solver is capable of capturing the main features
of the influence of the ground inclination, with the numerical simulations in good
agreement with the experimental measurements. With respect to the parallel ground
case, in the uphill side the wake is forced to expand more rapidly proportionally to
the ground inclination (indeed, the curvature of the tip vortex trace increases with
the ground inclination angle). The opposite phenomenon occurs on the downhill
side, and both are well reproduced by the computational tool. The fluid in the inner
wake region still has a low velocity, although slightly higher that in the parallel
ground case, because of the asymmetric flow configuration caused by the ground
inclination. This is observed both in the experimental results and in the numerical
predictions, although the latter still presents a slight underestimation of the inner
flow velocity magnitude.
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(a) experimental (b) numerical

Figure 2.23. Flow-field streamlines, parallel ground, θg = 0◦.

(a) experimental (b) numerical

Figure 2.24. Flow-field streamlines, inclined ground, θg = 6◦.

In addition, for the same rotor-ground configurations, Figs. 2.23-2.26 present
the flow streamlines beneath the rotor observed by experiments and predicted by
the MIM approach.

Figure 2.23 shows that, for the parallel ground case, the aerodynamic solver well
captures the presence of two almost symmetric regular downwash streams bounding
the wake that initially are subject to contraction, while expand in proximity of
the ground generating two wall-jet flows. At the same time, two (low-velocity)
internal flow recirculation regions are well simulated, although each one presents
two recirculation sub-structures not appearing in the experimental observation.

As the ground inclination angle increases the flow field becomes more and more
asymmetric, with the transformation of the uphill internal recirculation region into
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a third low-velocity downhill oriented wall-jet flow, and the size reduction of the
outer uphill downwash stream. For θg = 30◦, Fig. 2.26 shows that the downhill
recirculation flow region has become a small recirculation area next to the hub, with
the flow field dominated by a low-velocity wall-jet flow and a high velocity stream,
both directed downhill.

The inclined-ground flow configurations are well captured by the numerical
tool, with some minor discrepancies with respect to the experimental observation
arising in the very-low-velocity internal recirculation flow region. Note also that the
aerodynamic solver well predicts the position of the ground stagnation points for all
θg’s considered (three for θg = 0◦ and one for θg > 0◦).

(a) experimental (b) numerical

Figure 2.25. Flow-field streamlines, inclined ground, θg = 15◦.

(a) experimental (b) numerical

Figure 2.26. Flow-field streamlines, inclined ground, θg = 30◦.
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Figure 2.27. Axial wake inflow on rotor disk for 0◦ ≤ θg ≤ 30◦.

Finally, the effect of the ground plane inclination angle on the wake inflow on
the rotor disk is examined. Indeed, it plays a crucial role on the rotor loading, in
that directly affects the effective angle of attack at which the blade sections operate.

Figure 2.27 presents experimental measurements and numerical evaluations of
the radial distribution of nondimensional rotor wake axial inflow, vi/vh, for different
ground inclination angles. Starting from the parallel ground case, in which the
radial distribution is almost symmetric, for increasing ground angle the numerical
simulations show a reduction of the axial velocity in the uphill side and an opposite
behavior in the downhill side. This seems to confirm the expected effect of flow
blockage caused by ground when getting closer to the rotor, like in the uphill side.
Although in the average experimental measurements and numerical predictions well
correlate, in the experimental data the asymmetry induced by ground inclination is
not clearly present: flow turbulence and measurement uncertainty might be causes
that make it non visible.

2.3.4 Rotor performance prediction

The effect of close ground on rotor loads is of great interest to helicopter designers
and operators. Rotor thrust is typically increased at a constant power in IGE
conditions because of the reduced downwash due to the wake inflow. This is
confirmed in Fig. 2.28 that shows the ratio between rotor thrust in IGE and
OGE conditions for different distances of the ground given by the results of Light’s
experiments and by the numerical simulations of the BDM method. Numerical and
experimental results are in good agreement and lie close to available semi-empirical
analytical models developed in the past [44].
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Figure 2.28. Ground effect on rotor thrust.

The influence of ground on required power is also of great interest. However,
in this case the proposed solvers are capable of capturing only the component
associated to induced drag (namely, due to wake inflow), since it is based on the
potential-flow assumption, as stated in Section 2.1, and viscous effects are not taken
into account. In addition, it must be noted that, although capable of predicting with
good accuracy wake shape near the rotor, because of the difficulty in satisfying the
impermeability boundary condition over the ground, the BDM approach is unable
to simulate with enough accuracy the wake shape evolution in proximity of it. This
negatively affects the evaluation of the velocity induced over the blades by the
wake, which is strictly connected to the evaluation of the induced drag and hence of
the induced power. Such a drawback does not arise in the MIM approach which,
therefore, is that applied for the numerical-experimental correlation of the induced
power, CPi , with the experimental results determined from the figure of merit,
FM and the total power, CP , given in [35] through the relation CPi = FM × CP .
For the ground plane inclination θg = 6◦ and a suitable range of variation of the
collective pitch, Fig. 2.29 compares the functional relation CPi/σ vsCT /σ given by
the BEM simulations (BEM-MIM approach) and derived by the measurements of
Ref. [35] (USNA experiments), with σ denoting the rotor solidity. The numerical-
experimental correlation is very good and proves the capability of the computational
tool to capture the effect of ground on required power.
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Chapter 3

Dynamic Wake Inflow
Modelling for IGE Rotors

"Il mondo era così recente, che molte cose erano prive di nome e per citarle
bisognava indicarle col dito."

G. G. M.
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I f derived from high-fidelity numerical aerodynamic predictions, [62, 63, 67, 79],
a data-based approach may exploit a different way to identify the dynamic inflow

models. Furthermore the complex aerodynamic problem, in its whole fully-coupled
essence, can be arbitrarily summarized in different low-order finite-state models
depending the context in which those models will be adopted.
All the models proposed in this work are linear-time-invariant (LTI), state-space
perturbed models and require the preliminary evaluation of the steady reference
condition, then the perturbation of the model input variables is performed and
the corresponding inflow coefficients evaluated. These models are suited for flight
mechanics applications, however it must be recalled that they require the coupling
with a static inflow model when implemented within a helicopter flight-dynamics
simulation tool. Furthermore, these kinds of approaches (data-based identification)
can verify different physics-based simplifying assumption during the identification
procedure, allowing a better understand of the behaviour of the wake system. In
addition, it is worth noting that in contrast to the analytical approaches, in the case
of a low-order model identified from numerical simulation, the ground presence is
directly and automatically considered by the aerodynamic simulation. Thus, the
proposed identification methodologies will also still be valid in the case of a ground
effect helicopter without any procedure modification or mathematical additional
operation.
Three different approaches in particular are pointed out in the following, they are
completely general and are still valid for each arbitrary high-fidelity aerodynamic
solver suited for time-domain perturbation analysis. Those are:

- the first directly relating wake inflow coefficients with rotor degrees of freedom
(λ− q model) from BEM solver application;

- the second relates, instead, the wake inflow coefficients with rotor air-loads
(λ− f model) even if the primary inputs of the BEM1 simulations still are the
rotor DOFs;

- the third identifies the wake inflow coefficients to air-loads (λ−∆ϕTE) relation
from the velocity induced over the disk by a vortex lattice representation of
the helicopter wake and a 2-D aerodynamic technique is used for the air-loads
evaluation.

The last proposed model has been developed to make more computationally
efficient the identification process for the ground effect condition, it also allows

to decouple and emphasize the role of the vorticity (air-loads) perturbation to the
1It is worth reminding in this context the exploiting of Bernoulli’s theorem to obtain the pressure

distribution over the blade hence the corresponding forces and moments.
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blade kinematics in wake inflow dynamic. Specifically, considering the core of the
functional dependencies of the wake inflow operator2, it enables the single and
isolated perturbation of each system input variables making it particularly suited
for the analysis of the wake-distortion effect on dynamic wake inflow [57].

3.1 Kinematic-based model

The model relates wake inflow coefficients with controls and flight dynamics
kinematic degrees of freedom (namely blade pitch controls, hub motion and rigid blade
flapping variables). The approximated expression of the wake inflow distribution
over the rotor disc, λapp, is expressed by the widely used linear interpolation formula,
defined in a non-rotating polar coordinate system, (rc,ψ).

λapp(rc,ψ, t) = λ0(t) + rc
(
λs(t) sinψ + λc(t) cosψ

)
(3.1)

where rc denotes distance from the disc center, ψ is the azimuth angular distance from
the rear blade position, and the coefficients, λ0, λs and λc represent, instantaneous
mean value, side-to-side gradient and fore-to-aft gradient, respectively.
The identification of the inflow model is a multi-step procedure[62, 63], consisting in:

- application of a high-fidelity aerodynamic solver to evaluate wake inflow corre-
sponding to arbitrary perturbations (i.e., chirp signal3) of an arbitrary set of
DOFs about a steady trimmed flight condition;

- sampling of the transfer functions combining the Z-transform of perturbation
and that of inflow coefficients as input and output respectively;

- a rational-matrix approximation, RMA, of the sampled transfer functions in
order to obtain the requested state-space model.

Once the wake inflow over the blades corresponding to the performed perturbations
about the steady state rotor kinematics variables is determined by the high fidelity
aerodynamic solver, input and output signals are windowed and transformed into
frequency domain in order to determine the sampled transfer matrix H(ω) such that

λ̃ = Hq̃ (3.2)
2vi = fwake(∆ϕT E ,xT E) where ∆ϕT E in the instantaneous blade vorticity and xT E represents

the blade motion.
3It is indeed well known how the chirp perturbation, which has the property to explore a wide

frequency range with a single time-domain signal, is an efficient way to approach the identification
problem [80, 81].
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where λ = {λ0 λs λc}T and q = {qv qΩ qβ qθ}T , with qv = {u v w}T and qΩ =
{p q r}T collecting, respectively, the hub linear and angular velocities whereas
qβ = {β0 βs βc}T are the blade flap components, and qθ = {θ0 θs θc}T the blade
pitch controls.
Then, the rational-matrix approximation (RMA) of the following form

H (s) ≈ s A1 + A0 + C [s I−A]−1 B (3.3)

that provides the best fitting of the sampled H-matrix values is determined through
a least-square technique [61, 67, 82]. A1, A0, B and C are real, fully populated
matrices, whereas A is a square block-diagonal matrix containing the poles of the
approximated transfer functions. Finally transforming back to time domain, the
following state-space model is obtained

λ = A1 q̇ + A0 q + Cx

ẋ = Ax+ B q
(3.4)

where x is the vector of the additional states representing the wake dynamics ef-
fects, whereas matrices A1, A0, A, B, C are real, fully populated matrices derived
from the rational-matrix approximation process. The order of the polynomial part
of the transfer function can be evaluated considering the asymptotic behaviour
of the system, in a rigorous way at least two high frequencies perturbation input,
plus the static gain value, are needed to verify the asymptotic attitude of the system4.

3.2 Kinematic/loads-based model

Starting from the approach proposed in section 3.19, it is possible to develop
an alternative procedure which provides a dynamic inflow model relating the inflow
components, λ, to rotor loads perturbations (akin to the well-known Pitt-Peters
models). It requires the additional identification of the transfer function matrix, G,
between the perturbations of the kinematic input variables, q, and the corresponding
rotor loads, f [62, 67]. Let us consider, for instance, blade control pitch perturbations,
qθ, and thrust, roll, and pitch moments, f = {CT ,CL,CM}T (note that, for the
definition of the λ− f inflow model, the number of rotor loads introduced must be
at least equal to the number of kinematic variables).
First, akin to the procedure for the λ− f model, once wake inflow and rotor loads
corresponding to the same chirp-type perturbations of the rotor kinematics variables
are determined by the high-fidelity aerodynamic solver, these signals are windowed

4In the case of the inflow velocities dependency from the kinematic rotor variable a linear
asymptotic behaviour could be found.
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and transformed into Z-domain in order to determine frequency samples of the
transfer matrices G between the kinematic input variables perturbations and the
corresponding rotor loads (f = {CT ,CL,CM}T ).

f̃ = Gq̃ (3.5)

Then, by inverting 3.5 and substituting into 3.2 one obtains ([62]):

λ̃ = HG−1f̃ = Ĥ−1f̃ (3.6)

which is the needed inflow model relating the wake inflow coefficients, λ, to rotor
loads perturbations (akin to the well-known Pitt-Peters model). Then, a rational
approximation of the resulting transfer matrix Ĥθ similar to that shown for the
λ− q model is accomplished, and finally the transformation into time domain yields
a LTI, finite-space representation of inflow similar to that in Eq. (3.4), but given
in terms of rotor loads, [62, 67], and with the polynomial part removed due to the
asymptotic behavior of G:

λ = Ĉx

ẋ = Â×+ B̂f
(3.7)

It is worth observing that the imposition A1 = A0 = 0 yields a λ− f inflow model
that is fully equivalent to the Pitt and Peters one. Furthermore, as stated before,
starting from it a relation between inflow and rotor thrust, roll and pitching moment
coefficients ({CT ,CL,CM}), similarly to the Pitt and Peters’ model [16, 52], could
be found.

3.3 Vorticity Model

It is worth noting that, by applying the approach presented in section 3.2, equiv-
alent, but different, inflow models relating inflow states and air-loads inputs can
be obtained starting from each corresponding different triplet of kinematic DOFs
considered in λ − q model. As argued by Gennaretti et al. in [67], this is due to
the fact that different kinematic perturbations could result in the same vorticity
perturbation distribution and, hence, in the same induced velocity. Furthermore in
this research has been found that the ground effect simulation is characterized to
an high level of numerical noise in the velocity signals which severely affects the
coherence of the input-output relation. To avoid the above discussed issues and in
order to make less time-consuming each simulation, a different approach is proposed
in the following.
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In order to create a generic model for dynamic inflow that is independent of a specific
set of rotor and control system characteristic, the idea is to directly evaluate the
relation between an arbitrary vorticity perturbation and its relative velocity. Indeed,
considering what inflow is (see for instance appendix B), recalling the Biot-Savart
law which is used to evaluate the velocity field induced by the vortex net representing
the wake and considering its functional dependencies, ~v = f(∆ϕTE ,xTE), it is clear
that the vorticity is the main ingredient of the wake inflow.
First, similar to the Pitt-Peters model [16], the proposed modeling approach repre-
sents the perturbed wake inflow distribution over the rotor disc through the following
expression in a non-rotating polar coordinate system, (r,ψ),

λ(r,ψ, t) = λ0(t) + r [λs(t) sinψ + λc(t) cosψ] (3.8)

where r denotes distance from the disc centre, ψ is the azimuth angular distance
from the aft position and the coefficients λ0, λs and λc, represent respectively,
instantaneous mean value, side-to-side and fore-to-aft gradients.
The perturbation inflow coefficients are assumed to be related to perturbation rotor
thrust, roll and pitch moments (CT ,CL,CM ), and to rotor kinematic motion (xTE),
through a state-space model, namely,

ẋ = Ax+Bu (3.9)

where u = {CT ,CL,CM ,xTE}T and x is such that

λ =


λ0

λs

λc

 = Cx (3.10)

These coefficients are extracted through the following multi-step methodology:

- starting from a trimmed steady-state solution, input perturbations of both
vorticity released at the trailing edge of the blades and rotor motion are
introduced (i.e., chirp-type and multi-step input);

- the corresponding wake inflow on rotor blades is evaluated by free-wake,
vortex-lattice simulations;

- the corresponding aerodynamic loads are evaluated5;

- the transfer functions between rotor loads/motion and inflow coefficients are
identified;

5The loads evaluation is a crucial issue of this methodologies and it will be treated in the
following.
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- the rational matrix approximation (RMA) of transfer functions and the trans-
formation back into time-domain yield the state-space dynamic model of the
inflow coefficients.

Once determined, the reference condition, arbitrary perturbations of the trailing edge
vorticity could be applied to the rotor model in order to obtain the corresponding
wake inflow distribution over the blades. This is made possible by an adaptation
of the aerodynamic solver of Section 2.2. Mainly, for ground effect condition as
well as for out of ground one, the BEM body contribution of equation 2.4 has been
neglected. The effects of the body induced velocity field in free-wake solution, that
could be restricted to the wake particles which directly interact with the blade,
could also be neglected for these applications without losing of accuracy. In figure
3.1 a comparison between the wake induced velocity distribution over the blade
evaluated with the BEM aerodynamic code, complete rotor configuration, and for
the vortex-lattice-method (VLM) is proposed, a good agreement between the two
distributions could be noticed in particular considering the big amount of saved time
for the simulation with respect to the BEM solver.
Once the perturbed inflow (difference between actual inflow and reference steady-
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Figure 3.1. Induced velocity distribution over the blade, rotor in hovering out of ground
effect. vortex-lattice-method, VLM; boundary-element-method, BEM. The
inflow distributions are referred to the blade of the rotor of table 4.1 presented in the
following chapter.

state one) is evaluated in response to perturbations of bound vorticity and rotor
pitch and roll motion, λ0, λs and λc perturbation time histories are determined. To
this purpose, the distribution of the perturbed bound vortex circulation, ∆ϕ, is
modeled through the following first-order approximation

∆ϕ(r, t) = r[∆ϕ0(t) + ∆ϕs(t) sinψ + ∆ϕc(t) cosψ] (3.11)
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where ∆ϕ0, ∆ϕs and ∆ϕc are the instantaneous mean value, side-to-side and for-
to-aft gradients, respectively. In the preceding equation a linear distribution of the
perturbed vorticity is considered. As stated at the beginning of this section, different
kinematic perturbations may produce the same perturbed vorticity, indeed, this
assumption is representative of a blade pitch angle variation (which in a rotating
blade corresponds to a linear lift hence vorticity variation) as well as of a blade
flapping motion. However, other kind of distributions could be chosen considering
combinations of different shape functions. Obviously, this should be followed by a
corresponding extension of the coefficient-base representation in order to represent a
more general inflow distribution, [63].
A crucial issue of the proposed methodology is the rotor air-loads evaluation. In
the λ− f model the loads are directly evaluated by applying the Bernoulli theorem
(written in terms of velocity potential and wake induced velocity [70]) and they
are given as outputs by the BEM solver. Differently, this approach requests the
knowledge of a relationship connecting the blade trailing edge vorticity with the
forces and moments acting over the rotor hub.
The key point may be better understood considering the following: in the description
of the λ− f model, in the useful Laplace-domain6, the relation between the inflow
coefficients and the corresponding air-loads is obtained by inverting the function
that gives the forces in terms of the kinematic inputs and combining it with the
inflow/kinematic-DOFs function (equation 3.6). In a similar way, the development
of this vorticity/inflow model requires something that relates the inputs (air-loads)
with the outputs (inflow coefficients), in the frequency-domain:λ̃ = h(s)∆ϕ̃TE

f̃ = g(s)∆ϕ̃TE
(3.12)

with g(s) such that
ĥ(s) = h(s)g(s)−1 and λ̃ = ĥ(s)f̃ (3.13)

Various aerodynamic theories can be exploited to relate the vorticity with the loads
hence the function g(s) may consequently assume many forms depending on the
desired model accuracy. In appendix D, analogously with the well-know lift deficiency
function, the extraction of this vorticity/loads transfer function is proposed starting
from Theodorsen’s theory.
However, in this work the most simple theory is applied in order to first assess the
effective practicability of the model, thus the Glauert section load formula over the
span of the blades yields the following one-to-one relation between ∆ϕ coefficients

6Frequency-domain transfer functions that relate the inflow distribution coefficients with the
rotor air-loads.
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and rotor load components, {CT ,CL,CM},

CT =
N∑
j=1

∫ 1

eh

1
πΩR2 r̄∆ϕ(r̄, t) dr̄ = N∆ϕ0(t)

πΩR2
r̄3

3

∣∣∣∣1
eh

CL =
N∑
j=1

∫ 1

eh

1
πΩR2 r̄

2 sinψj ∆ϕ(r̄, t)dr̄ = N∆ϕs(t)
2πΩR

r̄4

4

∣∣∣∣1
eh

CM =
N∑
j=1

∫ 1

eh

1
πΩR2 r̄

2 cosψj ∆ϕ(r̄, t) dr̄ = N∆ϕc(t)
2πΩR

r̄4

4

∣∣∣∣1
eh

(3.14)

where eh is the nondimensional root-cut-off, N is the number of blades and r̄ denotes
the nondimensional radial coordinate, Ω the rotor angular velocity and R the rotor
radius. Namely the g(s) function assumes the role of a static gain ḡ which for an
hovering rotor is such that

f̃ =

∣∣∣∣∣∣∣∣
gCT

0 0
0 gCL

0
0 0 gCM

∣∣∣∣∣∣∣∣


∆ϕ0

∆ϕs

∆ϕc

 =


CT

CL

CM

 (3.15)

On the contrary, considering the decoupling aim of this model, the rotor kinematic
inputs xTE are directly related to the inflow coefficients7 and the corresponding
transfer functions can be identified. The first application of this features of the
model will be the identification of the roll and pitch angular rate (p, q) effects on the
dynamic inflow indeed, it is well known they play an important role in the off-axis
response of a helicopter control inputs and characterized by a first-order behaviour
with time, [57, 59].
The last step of the identification process is performed within the framework of the
Matlab system identification toolbox, [83, 84], which allows the direct identification of
the state-space matrix coefficients necessary for the system representation exploiting
time-domain-based identification algorithm. At this point, in order to make the
process more efficient and accurate, especially when applied to ground effect noisy
signals, some considerations are needed to limit as much as possible the number
of the variables involved in the identification process. Thus, considering some
proven evidences about the physical link between input and output variables in
dynamic inflow modeling, and, corroborating such considerations with the analysis
of the coherence of each I/O sampled relation (shown in figures 4.13 and 4.15), the
approximation has been "guided" by including a number of poles and zeros that is
in accordance with the extended Pitt-Peters theory [58, 27], the coherence showed
in Section 4.2 confirms this hypothesis.

7Their direct effect on blade aerodynamic forces is neglected, the blade motion is perturbed
without changing the vorticity reference distribution.
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Literally, for hovering out-of-ground-effect and in-parallel-ground-effect conditions,
the degrees of numerator and denominator polynomials of the transfer function
rational approximations are as indicated in the following table (considering also the
(p, q) inputs just for the sake of completeness)

CT CL CM p q

λ0 0Z/1P null null null null
λs null 0Z/1P null 0Z/1P null
λc null null 0Z/1P null 0Z/1P

Table 3.1. Zeros/Poles for the low-order λ− f dynamic inflow model for hovering rotor
out of ground effect and in ground effect over a parallel-to-disc surface.

whereas for in-inclined-ground-effect conditions become

CT CL CM p q

λ0 1Z/2P null 0Z/2P null 0Z/2P

λs null 0Z/1P null 0Z/1P null
λc 0Z/2P null 1Z/2P null 1Z/2P

Table 3.2. Zeros/Poles for the low-order λ− f dynamic inflow model for hovering rotor in
ground effect over a non-parallel-to-disc surface.

The different assumption of Tab. 3.2 with respect to the one in Tab. 3.1 derives
from the consideration that, differently from the parallel-ground case, the inclined
ground induces a fore-aft wake distortion similar to that caused by forward flight[21]
which, in turn, causes coupling between λ0 and λc coefficients (e.g. through the L13

and L31 coefficient of the Pitt-Peters model [52]), instead, the λs coefficient remains
almost uncoupled from the other two. As a proof of the effect of inclined ground
on the inflow longitudinal distribution, figure 2.27 shows the wake induced velocity
distribution in the xz-plane (ψ = 0, ψ = 180◦) for the two-bladed rotor, used for
the validation of Section 2.3 and for different inclination ground angles (ranging
from θg = 0◦ to θg = 30◦). It can be easily noted that, as θg increases, the wake
induced velocity decreases on the uphill-side (left side of the plot) and increases in
the downhill-side.
In conclusion it is worth noting that, although the hypotheses made on the transfer
functions matrix structure may hide the effects of some high-fidelity aerodynamic
phenomena, they make the identification process more effective and robust, main-
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taining at the same time a good accuracy of the identified model, as they include
the most relevant dynamic behaviours of the wake inflow, in particular for flight
dynamic and control design purposes.
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Chapter 4

Dynamic Inflow Modelling
Applications

"La bellezza sarà convulsa o non sarà"
A. B.
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I n this chapter the numerical results of the identification techniques outlined
in Chapter 3 are presented. First the different dynamic inflow models are ex-

tracted from the aerodynamic simulation and the prediction capability verified by
comparing the predicted inflow coefficients with the corresponding ones obtained
through the high-fidelity simulation (i.e.: BEM simulation) after an arbitrary input
perturbation. Three different identification techniques are applied and the resulting
inflow models are shown and discussed. The different characteristics of the proposed
identification procedures, and the corresponding inflow modelling, are exploited to
extract the dynamic wake inflow models for various hovering operative conditions.
Three heights from the ground and three different ground angle were simulated, the
effect of the ground presence successfully considered in the identified wake inflow
models. Then the reduced-order models were implemented in the in-house helicopter
flight dynamic simulation tool Helistab1. A typical analysis was performed, the
global transfer functions relating the pilot control inputs with the rigid motion of
the whole machine are compared for different flight condition and the effect of the
ground on both the dynamic behaviour and the stability analysis are briefly discussed.

Figure 4.1. Messerschmitt-Bölkow-Blohm Bo-105 in SAR (Search And Rescue) configura-
tion.

The considered test case is a mid-weight helicopter inspired by the Bo-105
(Fig.4.1), whose main data are reported in 4.1, and the considered flight conditions

are:

- hovering out-of-ground-effect, HOGE, baseline results;
1The tool was developed in the past inside the ARISTOTEL european research project, ([64]).

http://aristotel-project.eu
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- hovering in-of-ground-effect above a parallel-to-disc ground, HIGE, with an
inclination angle of θg = 0◦, for three different height to the ground hg/R =
(0.6, 0.75, 1.0);

- hovering in-of-ground-effect above a inclined-to-disc ground, HIGE, with an
inclination angle of θg = (15◦, 30◦), for two different height to the ground
hg/R = (0.75, 1.0).

mass 2200 kg

Ixx 1430 kgm2

Iyy 4975 kgm2

Izz 4100 kgm2

Ixz 650 kgm2

MR type hingeless -
MR radius 4.91 m

MR chord 0.27 m

MR angular speed 44.4 rad/s

MR blade twist −8 ◦/m
MR number of blades 4 -
TR radius 1 m

TR chord 0.2 m

TR angular speed 230 rad/s

TR number of blades 2 -

Table 4.1. Main helicopter data.

All the following results were obtained for the same rotor configuration.
It is worth noting that the kinematics perturbation of the rotor degrees of freedom

are restricted to the principal blade kinematic inputs (θ0, θs, θc) for all presented
approaches, which directly correspond with the (CT , CL, CM ) inputs both the λ− f
and λ−∆ϕ models. Specifically, applying the vorticity model, the evaluation of the
kinematic inputs (roll and pitch angular rate in particular strongly affect helicopter
flight dynamics) has shown unexpected and still unsolved numerical burdens. The
assessment of the inflow/roll-pitch rate relation listed as one of the first future
development of this work.
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4.1 Kinematic-Based Model

The MIM method (Section 2.1.2) is applied to determine the λ− q and λ− f
finite-state dynamic inflow models in ground effect. The two models are identified
after chirp-type small perturbations of collective and cyclic pitch controls, qθ, about
a parallel-to-ground hovering reference flight condition, the frequency range of the
analysis is limited to 18.0 rad/s for computational opportunities. It is however
beyond the upper limit for the flight dynamics applications.
Transfer functions identification and rational approximation, as well as validation of
the finite-state dynamic inflow against BEM predictions for arbitrary time-varying
pitch controls are presented in the following.

4.1.1 λ− q Transfer functions

First, the sampled values of the direct (and most relevant) transfer functions of
the λ− q model are compared to the corresponding RMA2, for the HOGE condition
and the HIGE conditions with hg/R = 1 and hg/R = 0.6. Specifically, figure 4.2
depicts the identified and approximated transfer functions λ0 Vs. θ0, whereas Figure
4.3 shows the transfer functions λc Vs. θc (it is worth noting that, for symmetry
reasons, the latter coincides with λs Vs. θs).
For these transfer functions, a quite good accuracy of the rational approximation is
achieved by the introduction of 5 poles. Note that, the shape of the cyclic transfer
function is not appreciably altered by variation of the distance from the ground,
whereas for the collective transfer function the effects of a high-frequency pole grow
with the reduction of hg/R. Furthermore, it is interesting to observe that the effect
of the ground on the inflow amplitude does not change monotonically with the
distance hg/R, but it is greater for hg/R = 1 than for hg/R = 0.6 (note that, the
collective pitch is kept constant).
Next, the two off-diagonal transfer functions, λ0 Vs. θc and λc Vs. θs, of the identi-
fied matrix Hθ are depicted in figures 4.4 and 4.5, respectively. As expected, these
transfer functions are less relevant (much smaller amplitude) than the diagonal
(direct) ones of figures 4.2 and 4.3, and this induces less accurate rational form
approximations3. However, it is interesting to note that, the cross-coupling effects
represented by the off-diagonal transfer functions are increased in HIGE conditions,
proportionally to the reduction of the rotor-ground distance.

2Rational-Matrix-Approximation
3Indeed, the most relevant transfer functions are those better captured by the the least-square

RMA procedure, when the best compromise between accuracy and low number of introduced
additional states is pursued.
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Figure 4.2. Identified transfer function λ0 Vs. θ0. RMA HOGE; RMA hg/R = 1;
RMA hg/R = 0.6; • samples.

Figure 4.3. Identified transfer function λc Vs. θc. RMA HOGE; RMA hg/R = 1;
RMA hg/R = 0.6; • samples.
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Figure 4.4. Identified transfer function λ0 Vs. θc. RMA HOGE; RMA hg/R = 1;
RMA hg/R = 0.6; • samples.

Figure 4.5. Identified transfer function λc Vs. θs. RMA HOGE; RMA hg/R = 1;
RMA hg/R = 0.6; • samples.

4.1.2 λ− f Transfer functions

Observing the transfer functions of the matrix Ĥθ, relating the inflow coefficients
to the aerodynamic hub load, the first difference appearing with respect to those of
the matrix H is that the diagonal (direct) transfer functions are much more dominant
with respect to the off-diagonal ones. Thus confirming the considerations done in
Section 3.3 about the dependencies of the inflow coefficients from the rotor air-loads,
nevertheless it is confirmed that HIGE produces an increase of the cross-coupling
terms.
Figures 4.6 and 4.7, instead, depict respectively identified and approximated transfer
functions λ0 Vs. CT and λc Vs. CM (also in this case, for symmetry reasons, the
latter coincides with λs Vs. CL). For these transfer functions, a quite good accuracy
of the rational approximation is obtained by using 3 poles for the HOGE case and for
hg/R = 0.6, whereas 4 poles are used for the case hg/R = 1. It is worth noting that
for the parallel ground condition, as pointed out in Section 3.3 about the number
of poles characterizing the ground-affected dynamic inflow systems (see table 3.2),
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the analytical derivation of the inflow models (characterized by only three poles as
in HOGE case) is a not so far from the simulated results, [19]. The shape of both
collective and cyclic inflow transfer functions is not altered appreciably by variation
of the distance from the ground which, however, significantly affects their amplitude,
although not monotonically, like for the λ− q model direct transfer functions.

Figure 4.6. Identified transfer function λ0 Vs. CT . RMA HOGE; RMA hg/R = 1;
RMA hg/R = 0.6; • samples.
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Figure 4.7. Identified transfer function λc Vs. CM . RMA HOGE; RMA
hg/R = 1; RMA hg/R = 0.6; • samples.

4.1.3 Time response validation

The dynamic inflow models determined from the RMA of Hθ and Ĥθ are finally
validated by comparing their predictions with the data directly provided by the
BEM-MIM solver, for the following arbitrary small perturbation of the collective
pitch (expressed in degrees).

θ0(t) = cos(0.1 Ω t) sin(0.3 Ω t) e−0.25 t

First, the HOGE case is examined in figures 4.8 and 4.9, which depict the λ0 responses
evaluated through the λ− q and λ− f models, respectively. Note that, the input to
the λ−f model is derived from the rotor loads determined by the BEM response to θ0.
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Figure 4.8. λ0 response to θ0 in HOGE condition: comparison between BEM and λ− q
model predictions. BEM; λ− q model.

Figure 4.9. λ0 response to CT (θ0) in HOGE condition: comparison between BEM and
λ− f model predictions. BEM; λ− f model.

BEM-MIM solution and dynamic inflow model results are in good agreement in
both cases, with the un-captured irregular very high frequency content observed in
the BEM prediction that is due to numerical issues of the free-wake solution emerging
when hovering conditions are examined (and whose simulation is not required).
Next, the HIGE condition for hg/R = 1 is considered, and the corresponding λ0

responses are shown in figures 4.10 and 4.11.
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Figure 4.10. λ0 response to θ0 in HIGE condition, hg/R = 1: comparison between BEM
and λ− q model predictions. BEM; λ− q model.

Figure 4.11. λ0 response to CT (θ0) in HIGE condition, hg/R = 1: comparison between
BEM and λ− f model predictions. BEM; λ− f model.

In these cases, the BEM predictions fairly well correlate with the two dynamic
inflow models which are able to capture the main features of the λ0 response,
although the presence of the ground increases irregularities of the numerical solution
and degrades the quality of the correlations. Note that, the higher frequency content
of the λ − f model prediction directly derives from the rotor loads given by the
BEM solver and used as inputs to the finite-state representation. The capability
of the λ− q model to capture the ground effects on the λ0 response is highlighted
in Figure 4.12 which presents the comparison between HOGE and HIGE responses
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given by both the BEM solver (upper picture) and the dynamic inflow model (lower
picture). Except for the high-frequency irregularities, the differences between HOGE
and HIGE predictions by the two simulation tools are very similar.

Figure 4.12. λ0 response to CT (θ0) from BEM (upper) and λ−q model (lower) predictions.
HOGE; HIGE for hg/R = 1.

4.2 Vorticity-based Model

Due to the more computational efficiency of the vorticity-based model of Section
3.3, in this case, differently from the kinematic-based model, the frequency range
of the analysis is extended over the 1st/Rev (44.4 rad/s), which is well beyond the
upper limit for flight dynamics applications.
Two different rotor heights from the ground, h/R = 0.75 and h/R = 1, are analyzed
and compared at three different inclination angles θg = (0◦, 15◦, 30◦), arbitrary
sequences of unitary step perturb the inputs of system in the time-domain, the
identification is carried out within the Matlab Identification ToolBox and Bode
diagram of the identified transfer functions and time-marching validation analysis
are presented.
Figures 4.13 and 4.15 show the mean coherence, averaged also over equal but separate
simulations for each configuration, of the output signals for all the corresponding
inputs. The mean value in this context has to be sought just like a preliminary
indicator of the expected accuracy of the sampled transfer function, the data are
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not filtered or pre-processed before the coherence is analyzed. A threshold value
for a coherence analysis, if applied to system identification and recalling that is a
measure of the only linear part of the signal, is proposed by Remple and Tischler in
[80]. Here they stated that the coherence of the frequency response has to be more
than 0.6, considering this but looking at the time-marching validation as the only
final accuracy-test for the identified model, the following figures are also useful and
used to verify the consistency of the hypothesis of tables 3.2 and 3.1.

Figure 4.13. Input-output coherence of the output signals, mean inflow coefficient (λ0) Vs.
system inputs.

Figure 4.13 depict the coherence for the λ0 output, one of the main visible effect
of the ground is the general lower coherence of the I/O relationship, furthermore as
the ground angle becomes bigger the lower is the coherence as well the gap between
different inputs/λ0 bars. This is due to the increasing in the numerical instabilities
of the wake structure during the simulation, those instabilities and uncertainties are
also the reason of the high-frequency higher content in the in-ground-effect signal in
particular for inclined condition, see figure 4.14.
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Figure 4.14. Data spectra of λc perturbed signal: HOGE ; HIGE: θg = 0◦;
θg = 30◦.

Looking at the HOGE case and considering also the results of figure 4.15, the
simplified assumptions in the I/O dependencies proposed in the literature are totally
confirmed and reasonable, hence, even if the ground case generally does not show
a clear dominance of one input over the others for the λc and λs dependencies, in
this work, the identification has been forced towards a sort of hybrid model which
follows the analytical considerations derived from the conservation law application.
This approach could hide some dynamic coupling or cross-coupling of the system,
but, it has been experimented with the kinematic-based approach (Sec.4.1) how
these effects are strongly affected by numerical uncertainties and, consequently, lead
to unphysical transfer functions. In the dearth of public experimental flight data
concerning those conditions, the simplifications proposed in Section 3.3 has the
great advantage to avoid the identification of numerical misleading coupling transfer
function and, moreover, makes the whole procedure very faster. Once again the
time-marching validation test will be clarifying of the accuracy of the identified model.
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(a) λs

(b) λc

Figure 4.15. Input-output coherence of the output signals, lateral and longitudinal inflow
coefficients (λs, λc) Vs. system inputs.

In the following, the main elements of the transfer functions matrix are presented
and discussed, a comparison is also performed with the well-known Pitt-Peters (PP)
model. First in table 4.2 and figure 4.16 the numerical transfer function (HOGE and
HIGE) between CT and λ0 and the location of its poles and zeros are shown and
compared with those predicted by the Pitt-Peters model (PP) in out-of-ground-effect
condition. In the left-side of the figure the transfer functions for h/R = 0.75 are
reported whereas the right-side figure is about h/R = 1 simulation.
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Case poles [rad/s] zeros [rad/s]

PP -8.3 -
HOGE -11.1 -

HIGE | h/R = 0.75 | θg = 0◦ -10.1 -
HIGE | h/R = 0.75 | θg = 15◦ -5.7, -21.9 -6.4
HIGE | h/R = 0.75 | θg = 30◦ -0.53 ± i 8.4 750.

HIGE | h/R = 1 | θg = 0◦ -12.5 -
HIGE | h/R = 1 | θg = 15◦ -4.9, -27.4 -16.4
HIGE | h/R = 1 | θg = 30◦ -0.5, -75.1 17.4

Table 4.2. Poles and zeros location of the CT Vs. λ0 transfer function: comparison between
numerical data and Pitt-Peters analytic model.

With respect to PP, the numerical HOGE transfer function surprisingly presents
a more damped pole, and then a significantly shorter time constant. The ground
presence seems also to have more damped poles, in particular the parallel h/R = 1
case presents a pole which is more damped than the HOGE case, the static gains are
quite different. Note that, for this particular transfer function, the Pitt-Peters model
is known to be strongly dependent on the loads distribution along the blade span [85].

(a) h/R = 0.75 (b) h/R = 1

Figure 4.16. Magnitude and phase of CT Vs. λ0 transfer function: comparison between
numerical data. Pitt-Peters ; HOGE ; HIGE: θg = 0◦; θg = 15◦;

θg = 30◦.

Concerning the effects of the ground it is evident that the ground increases
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the damping of the pole and slightly reduces the static gain (parallel ground in
particular). Furthermore, the transfer functions with inclined- (θg = 15◦) and
parallel-ground have very similar behaviour in the frequency range of interest, even
if the approximation process gives a quite different polynomial form, due to the
different hypotheses on zeros and poles made in 3.1 with respect to 3.2. This result
suggests the possibility of using one pole and no zeros to approximate this transfer
function also in inclined-ground conditions. Clearly the particular low-coherence
of the θg = 30◦ (h/R = 1 the worst) configuration may affect the quality of the
identified transfer function and only the subsequent time-marching validation may
quantify the prediction capability of the model. Note that the phase difference at
the near-zero frequency is of 360◦ hence no significant differences are in the system
phase response.
Then, table 4.3 and figure 4.17 present the results concerning the CL Vs. λs relation.
Also in this case, the following considerations may be drawn:

- in out-of-ground effect conditions, the numerically identified transfer function
show a smaller pole than the analytic Pitt-Peters’ model. However, the transfer
functions predicted by the two models present a difference in static gains with
the PP one higher than the simulation-based one;

- the presence of the ground generally reduces damping but retaining a very
similar static gain;

- the inclination angle does not affect too much the λs coefficient as expected by
the parallelism between the ground rotation axis and the Ψblade = 90◦ − 180◦

rotor oriented direction.
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Case poles zeros [rad/s]

PP -19.4 -
HOGE -11.2 -

HIGE | h/R = 0.75 | θg = 0◦ -16.2 -
HIGE | h/R = 0.75 | θg = 15◦ -26.6 -
HIGE | h/R = 0.75 | θg = 30◦ -9.3 -

HIGE | h/R = 1 | θg = 0◦ -5.5 -
HIGE | h/R = 1 | θg = 15◦ -9.5 -
HIGE | h/R = 1 | θg = 30◦ -3.6 -

Table 4.3. Poles and zeros location of the CL Vs. λs transfer function: comparison between
numerical data and Pitt-Peters analytic model.

(a) h/R = 0.75 (b) h/R = 1

Figure 4.17. Magnitude and phase of CL Vs. λs transfer function: comparison between
numerical data. Pitt-Peters ; HOGE ; HIGE: θg = 0◦; θg = 15◦;

θg = 30◦.

Next, table 4.4 and figure 4.18 present the results regarding the CM Vs. λc transfer
function.
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Case poles zeros [rad/s]

PP -19.4 -
HOGE -12.2 -

HIGE | h/R = 0.75 | θg = 0◦ -17.4 -
HIGE | h/R = 0.75 | θg = 15◦ -2.6 ± i5.8 -2.1
HIGE | h/R = 0.75 | θg = 30◦ -2.1, -9.15 0.6

HIGE | h/R = 1 | θg = 0◦ -6.6 -
HIGE | h/R = 1 | θg = 15◦ -9.4, -38.4 -6.3
HIGE | h/R = 1 | θg = 30◦ -17.5 ± i 6.4 370.

Table 4.4. Poles and zeros location of the CM Vs. λc transfer function: comparison
between numerical data and Pitt-Peters analytic model.

As expected, the only remarkable differences with respect to the results presented
in figure 4.17 and table 4.3 occur in the inclined-ground case. Generally, the parallel
ground affects the CL Vs. λs and CM Vs. λc transfer functions by shifting their
poles to a less damped condition. The same consideration can be done for the
effect of inclined ground on CL Vs. λs poles. For the CM Vs. λc transfer functions
instead, in the inclined case, the identified transfer function has at least one of the
two (see 3.1) poles significantly less damped than that of the corresponding CL Vs.
λs transfer functions. Moreover the gain shows a maximum which is quite higher
than the corresponding static one.
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(a) h/R = 0.75 (b) h/R = 1

Figure 4.18. Magnitude and phase of CM Vs. λc transfer function: comparison between
numerical data. Pitt-Peters ; HOGE ; HIGE: θg = 0◦; θg = 15◦;

θg = 30◦.

In table 4.5 and figures 4.19 and 4.20 the transfer function of the specific inclined
coupled transfer function, literally CT Vs. λc and CM Vs. λ0, are shown. The
accuracy of the identification is not the best, the coherence low, but the robustness
of the identification hypothesis however extract a smooth function that could be
verified with the time-marching validation.

Case CT Vs. λc poles CM Vs. λ0 poles

HIGE | h/R = 0.75 | θg = 15◦ 0, -18.2 -9.7 ± i 17.1
HIGE | h/R = 0.75 | θg = 30◦ -0.3 ± i 1.3 -5.8 ± i 9.2

HIGE | h/R = 1 | θg = 15◦ -7.6, -8.5 -3.9, -17.9
HIGE | h/R = 1 | θg = 30◦ -6.2, -12.8 -14.7 ± 15.5

Table 4.5. Poles4location of the CT Vs. λc and CM Vs. λ0 transfer functions, present only
in the inclined-ground case.

4According to the hypothesis of Section 3.3 no zeros are present in the coupled transfer function.
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(a) h/R = 0.75 (b) h/R = 1

Figure 4.19. Magnitude and phase of CT Vs. λc transfer function: comparison between
numerical data. θg = 15◦; θg = 30◦.

(a) h/R = 0.75 (b) h/R = 1

Figure 4.20. Magnitude and phase of CM Vs. λ0 transfer function: comparison between
numerical data. θg = 15◦; θg = 30◦.

However, looking at the transfer functions Bode representation of figures 4.19
and 4.20 the inclined ground seems to influence the dynamic inflow by introducing a
not negligible first order dynamic, which are characterized by a pole-damping in the
range of the flight dynamic frequency spectrum.

4.2.1 Time response validation

Finally, the synthesized in-ground-effect perturbed wake inflow model is verified
against a validation data-set numerically evaluated by imposing to the vortex-lattice
aerodynamic high-fidelity solver a perturbation on ∆φ different from that used in the
identification process, the following expression are used to generate the perturbed
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inputs:
∆ϕ0(t) = cos(5t)sin(2t) (4.1)

Figures in 4.21 show the response of the vortex-lattice model and the state-space
one in terms of non-dimensional inflow coefficients, (λ0, λs, λc), for the parallel to
ground simulation of the rotor at h/R = 0.75, nevertheless high-fidelity results show
numerical noise the reduced-order model prediction captures the main feature of
the signal for all the three output. The non-perfect periodicity of the vortex-lattice
data may be due to the random movement and collapse of the inner part of the
wake which is periodically re-ingested by the rotor, on the other side the state-space
prediction erases this uncertainty in the signal.

(a) λ0 Vs. CT (b) λs Vs. CL

(c) λc Vs. CM

Figure 4.21. Time-marching validation, h/R = 0.75 and θg = 0◦; reduced-order
model, high-fidelity aerodynamic solver.

Figures in 4.22 are about the HIGE for h/R = 1 and θg = 0◦, analogous con-
siderations can be done for this case but the λs Vs. CL shows a worst agreement
between numerical data and state-space prediction even if the phase and the general
behavior is somehow captured.
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(a) λ0 Vs. CT (b) λs Vs. CL

(c) CM Vs. λc

Figure 4.22. Time-marching validation, h/R = 1 and θg = 0◦; reduced-order model,
high-fidelity aerodynamic solver.

Figures in 4.23 and 4.24 show the capability in capturing the inflow variations in
inclined-ground-effect. The reduced-order model shows a smooth and stable answer
which seems to be in good agreement with the numerical direct simulation only when
the signal shows a lower noise amplitude (clear notable in 4.23(a)). Figure 4.23(b),
instead, proves a non satisfactory accuracy, as expected from the coherence analysis,
nevertheless the high-fidelity signal is very disturbed and far from a smooth periodic
signal as expected from the linear harmonic being of the state-space model.
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(a) λ0 Vs. CT (b) λ0 Vs. CM

(c) λsVs. CL (d) λs Vs. CL - θg = 30◦

Figure 4.23. Time-marching validation, h/R = 0.75 and θg = 15◦; reduced-order
model, high-fidelity aerodynamic solver.
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(a) λ0 Vs. CT (b) λs Vs. CL

(c) λc Vs. CM

Figure 4.24. Time-marching validation, h/R = 1 and θg = 30◦; reduced-order model,
high-fidelity aerodynamic solver.

These facts suggest that the proposed method is capable to well capture the
linear low-frequency part of the dynamic wake inflow even when the aerodynamic
simulation output signals are rich of numerical noise. Moreover the low-frequency
content of the inflow is the signal content that mostly influences the helicopter flight
dynamics behavior. Lastly, figure 4.25 which depicts the spectrum of λ0, highlights
the tonal nature of the signal high-frequency content, which is clearly dominated by
peaks around the multiple of the Blade Passing Frequency (4/Ω, 8/Ω,...), although
two low-frequency peaks, related through Werner’s formulas to the frequencies of the
trigonometric functions in Eq.4.1, arise. This suggests that, for aeroelasticity pur-
poses, a Linear Time Periodic model is necessary, since a Linear Time Invariant model
cannot reproduce an output at a different frequency with respect to that of the input.
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Figure 4.25. Spectrum of the λ0 VLM time signal for θg = 30◦ in response to ∆φ0.

4.3 Flight dynamics application

The identified reduced-order models of the wake inflow are applied to flight
mechanic analysis, in the following section the obtained results are shown. Briefly
the Helistab code is a comprehensive helicopter code developed in the last decade
at Roma Tre University. It considers rigid body dynamics, blade aeroelasticity,
air-frame elastic motion, as well as effects from actuators dynamics and stability
augmentation systems. Passive and active pilot models can be included, and both
linear and nonlinear analyses may be performed. The solver has been validated and
applied within the activities of the European Project ARISTOTEL, addressed to
the study of Rotorcraft-Pilot Couplings (RPC) phenomena [86, 87, 88, 64].
The linearized equations of aeromechanics are written as a first order differential
system,

ż = Az +Bu (4.2)

where z collects Lagrangian coordinates of elastic blade and air-frame deforma-
tions and their derivatives, air-frame rigid-body (center-of-mass) linear and an-
gular velocity components, Euler angles and inflow states, x, whereas u collects
main and tail rotor controls and their first and second order derivatives, namely,
u = {θ̈0, θ̇0, θ0, θ̈s, . . . , θp}T .
In the following, details concerning the derivation of matrices A and B in Eq.4.2 are
provided for aeromechanics formulations using both kinematic-based and loads-based
dynamic inflow models.

4.3.1 Kinematic-based inflow

Recasting the vector of state variables as z = {y x}T , coupling the rotor and
airframe dynamics equations with the dynamic inflow model of Eq.3.4 yields the

http://aristotel-project.eu
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following aeromechanics model

ẏ = Ayy + Cλλ+Byu

λ = Awi1y ẏ +Awi0yy + Cwix+Awi0uu

ẋ = Bwi
y y +Awix+Bwi

u u

(4.3)

with Cλ collecting the derivatives of the aerodynamic generalized forces of the
aeromechanic model with respect to λ. In addition, the matrices of the wake inflow
model Eq.4.3 are obtained by re-organizing those in Eq.3.4, to be consistent with
the vectors of variables of the aeromechanic model (for instance, hub linear velocities
considered in 3.4 are given as a combination of the air-frame DoFs considered in the
vector y).
Then, substituting the inflow model in the rotor/air-frame dynamics equations, the
following set of first-order differential equations governing the helicopter dynamics
are obtained

ẏ =
(
I − CλAwi1y

)−1[(
Ay + CλA

wi
0y
)
y+

+CλCwix+
(
By + CλA

wi
0u
)
u
]

ẋ = Bwi
y y +Awix+Bwi

u u

(4.4)

from which matrices A and B of Eq. 4.2 may be easily identified.

4.3.2 Load-based inflow

When load-based inflow model is used, the aeromechanics equations may be
written as

ẏ = Ayy + Cλλ+Byu

λ = Cwix

ẋ = Awix+Bwi
f f

(4.5)

where the perturbative hub loads appearing in Eq.4.5 are given by the following
linearized form

f = Fyy + Fλλ+ Fuu (4.6)

Finally, combining Eq.4.5 and Eq.4.6 yields the following set of first-order differential
equations governing the helicopter dynamics

ẏ = Ayy + CλC
wix+Byu

ẋ = Bwi
f Fyy +

(
Awi +BwiFλC

wi)x+Bwi
f Fuu

(4.7)

from which matrices A and B of Eq.4.2 may be readily identified.
It is worth noting that for the vorticity-based model no modifications are needed
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to implement inflow state matrix in the flight dynamic solver indeed they are in
the same form of the λ − f case, in particular Awi, Bwi and Cwi are the same of
equation 3.9.

4.3.3 Transfer function and stability

Here for the sake of conciseness only the vorticity-based inflow are applied to
helicopter simulation tool5. The data simulate an helicopter hovering at two different
heights from the ground and with three different ground inclination angles (the same
of Section 4.2). Stability analysis is carried out (root locus plot) and the transfer
function of the dominant pilot-input/helicopter-DOF frequency response illustrated.
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Figure 4.26. Effect of the presence of the ground on root locus. Rotor height from the
ground h/R = 0.75 and ground angle θg = (0◦, 15◦, 30◦).

5For the application of the kinematic-based inflow model to helicopter flight dynamics see [89].
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Figure 4.27. Effect of the presence of the ground on root locus. Rotor height from the
ground h/R = 1. and ground angle θg = (0◦, 15◦, 30◦).

Figures 4.26 and 4.27 show the root locus, specifically in the flight dynamic
frequency range of interest. It is worth noting that the main effect of the ground
on the helicopter stability seems to be a general increase of the whole stability, the
principal poles experiment an increase in the damping, this is particularly evident
for h/R = 0.75, the phugoid mode and the dutch roll has a relevant shift. Ground
angle also seems to affect the helicopter dynamics by increasing the dumping of the
system.
Coherently with the shift of these modes, the helicopter response is significantly
modified by the ground presence. A general smoothing in the peak corresponding to
the shifted pole is visible in all the considered transfer functions, those regarding
the configuration of h/R = 0.75 are reported in figures 4.28(a)-4.28(e), whereas
figures 4.29(a)-4.29(e) depict the frequency response for h/R = 1.. In particular,
the peaks of the response associated to the phugoid and dutch roll poles, which
are particularly pronounced out of ground effect especially in the transfer functions
related to cyclic controls, almost disappears from the Bode plot. The dutch roll
mode have a gain reduction of more than 3dB for the lower ground effect condition,
indeed, as expected the influence of the ground seems to be lower as higher is the
distance between the rotor and the ground, figures 4.28(e) and 4.29(e). It is worth
nothing that the peak in the w Vs. θ0 response function (figures 4.28(a) and 4.29(a)),
on the contrary, seems to be amplified by ground presence as well as q response seems
to be affected by an increasing in the gain as the ground becomes more inclined,
figures 4.28(b),4.28(f),4.29(b) and 4.29(f).
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Finally, from these preliminary aeromechanic analyses, the most relevant effect of
the ground presence has been noticed in the shift of helicopter poles with a general
increasing in the dumping, which primarily affect roll response to cyclic controls and
heave mode.
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Chapter 5

Conclusions

I n this work a study about the helicopter hovering in ground effect has been
carried out, it is finalized to the extraction of dynamic wake inflow reduced-order

models from high-fidelity aerodynamic simulation. Considering that for a wide range
of activities (e.g.: SAR operations) the helicopter is still basically the only machine
able to hover close to ground surface (even not parallel to rotor disc) and in presence
of obstacles, it becomes evident the risen interest in ground effect simulation within
the most used helicopter comprehensive simulation tools.
However, due to the complexity of the problem an accurate aerodynamic high-fidelity
solver is necessary before the perturbed wake dynamic inflow could be identified.
Thus, in order to assess the capability of the proposed aerodynamic solver to correctly
simulate steady ground effect problem, a detailed comparison with experimental
data has been performed. Two different approaches to model the ground presence in
a Boundary Element Method aerodynamic solver have been developed and compared
with experimental data of a rotor operating in different ground effect conditions.
The two are:

- the bounded-domain method (BDM) which exploits the inclusion of additional
boundary surface modeled with a distribution of sources and doublets;

- the mirror-image method (MIM) that, considering the ground as a reflection
plane, includes a specular rotor-wake in the formulation.

Different disk loads and rotor heights from a parallel and inclined ground have
been examined, performances and tip vortex position compared with experimental

data and analytical prediction. Also the flow-field below the rotor and the wake
structure have been analyzed comparing the velocity contour maps and the stream-
lines obtained over an azimuthal plane perpendicular to the ground rotation axis.
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From this work the following conclusions could be drawn:

- BEM aerodynamic solver used in this work captures with good accuracy the
behavior of rotors in ground effect, both thrust prediction and tip vortex
geometry is good agreement with experimental results;

- because of the difficulty of the BEM-BDM (Bounded Domain Method) approach
to satisfy with suitable accuracy the impermeability boundary condition over
the ground, it is not enough in the prediction of induced power; this is why
the BEM-MIM (Mirror Image Method) has proven to be suited for ground
effect simulation, in that the boundary condition is automatically satisfied;

Strictly regarding the Mirror Image Method:

- performances analysis show that the aerodynamic solver well simulates and
captures the physics of the phenomenon, the relation between induced power
losses coefficient (CPi) and thrust coefficient (CT ) was coherent with the one
experimentally measured;

- flow-field visualizations demonstrate the capability of the aerodynamic solver
to well capture the wake deformation due to the presence of the ground.
Velocity contour maps show a good agreement between experimental data and
numerical simulations. The mean features of the flow-field are well captured
except the inner wake region where there is an underestimation of the velocity
magnitude;

- streamlines visualization proves that the aerodynamic solver is able to repro-
duce the presence of the recirculation zones in the inner part of the wake
as the stagnation region on the ground plane. Furthermore as the ground
becomes more inclined, their behaviour is well simulated as can be seen by
the direct comparison between numerical and experimental data. It is worth
noting that the analysis of the radial distribution of the axial velocity induced
on the rotor disk has shown differences between the experimental data and the
simulations. In particular, the numerical evaluation of the velocity has shown a
variation of the distribution on the disk consistent with what is expected from
the analysis of the velocity maps and the streamlines. Specifically, the inflow
has to decrease in the upstream area and to increase in the downstream one
while increasing the ground angle. Experimental data, on the other hand, has
not shown this trend clearly. This fact, which deserves a detailed study, could
be due to phenomena related to the chaotic nature of the turbulent structures
present in the wake, which are not captured by potential non-viscous solver,
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as well as the uncertainty inherent in the measure.

The identification of the reduced-order wake inflow models has been based on
time marching Boundary Element Method simulations of the rotor in presence of

the ground and it has been followed by a Rational Matrix Approximation, in order
to obtain a state-space inflow model.
Once the BEM-MIM has been proven to be more suited for the ground modeling, two
different approaches to dynamic inflow modeling of rotor in ground effect conditions
have been applied. In the first, inflow coefficients are directly related to the kinematic
degrees of freedom and subsequently to rotor loads involving a complete aerodynamic
simulation, whereas the second one considers the relation between inflow coefficients
and rotor loads (as in the well known Pitt-Peters’ model) in terms of blade bound
vorticity perturbations. The first approach is based over complete BEM-MIM solver
simulation, both wake and body are discretized. Even if with a better approximation
in loads evaluation, it is computationally inefficient for ground-effect simulation,
indeed, due to the wake evolution complexity, the ground-effect simulation has been
demonstrated to require a considerable computational effort. The computational
burden is related to: i) the long wake needed to well capture the phenomena, hence
a lot of elements in the computation; ii) a considerable number of time-steps are
required to reach the equilibrium, and also an high number of tests is necessary to
average the results and smooth the wake uncertainties. The second methodology,
applied for the identification of a state-space dynamic wake inflow model, is based
on inflow responses to arbitrary perturbations of blade bound vortex circulation
distribution. Which, in turn, can be easily connected through the Glauert theory to
the blade and hence rotor air-loads.
This approach requires only the simulation of the wake which, moreover, if treated as
a vortex-lattice surface and exploiting the Biot-Savart law for the inflow evaluation,
results in a very efficient computational tool for dynamic wake inflow model identifi-
cation. Furthermore, the input/output coherence is higher than the kinematic-based
model, thus allowing an easier identification of the wake inflow transfer function. The
numerical investigation has concerned the application of the proposed methodologies
for the wake inflow state-state model synthesis of rotors both out-of-ground-effect
and in-ground-effect conditions, above parallel and inclined grounds. Considering
the differences between the two dynamic inflow models presented in this work, the
following conclusions simply try to outline the main physical and methodological
relevance derived from this work. The physical considerations are averaged from
the results obtained with the three different approaches. The main methodological
observations are:
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- both the presented methodologies have shown their capability in dynamic
wake inflow identification even for ground effect condition. Nevertheless,
the kinematic-based inflow model extraction has shown a limitation in its
application due to the high numerical noise content of the BEM aerodynamic
signal;

- kinematic-based model seems to be more suited to consider the fully-coupled
dynamic system whereas the vorticity-based requires the statement of appro-
priate hypothesis before the model could be identified. On the contrary the
vorticity-based model shows an higher signal coherence and a consequently
more stable and efficient system identification;

- the identification process requires long simulations, due to the presence of
significant numerical noise;

On the other hand the main physical evidences of this work, regarding the ground
effect on wake dynamic inflow, are the following:

- the presence of the ground noticeably affects the wake inflow dynamic response;

- the ground presence affects remarkably the transfer functions dynamic inflow
models identified from the high-fidelity BEM aerodynamic solver, depending
on the distance from the rotor plane in a non-monotonic way;

- the ground presence increases the cross-coupling effects described by the off-
diagonal terms of the transfer functions matrices of the dynamic inflow models,
in particular the inclined ground condition show a coupling analogous to the
one characterizing the forward flight condition;

- the proposed finite-state models predict with satisfactory accuracy dynamic
wake inflow perturbations both in HOGE and HIGE conditions, as demon-
strated by correlation with the simulations directly provided by the BEM
solver for arbitrary perturbations system input;

- these models are not capable of simulating the higher-frequency inflow content,
but capture the main features of the ground influence on the dynamic inflow
and are particularly suited for flight dynamics applications;

- the validation tests show that the state-space model is capable of accurately
reproduce the linear time invariant part of the low-frequency inflow content
which is that significantly affecting flight dynamics. However, the wake inflow
is also characterized by time-periodic phenomena, which cannot be reproduced
by the proposed model, but would require the introduction of a time-periodic
modeling approach;
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- the identification process of the transfer functions involving axisymmetric com-
ponents has been significantly more difficult, requiring further regularization of
numerical free-wake algorithm to take into account the presence of the ground.

Finally the identified transfer function have been implemented within an he-
licopter comprehensive simulation tool, Helistab, stability and response analysis
performed assessing the effect of the ground presence in helicopter simulation. The
analysis has pointed out that the main effect of the ground on the helicopter dy-
namics is the augmented damping of the poles and the corresponding lower gain
in the frequency response. The phugoid mode seems to be generally stabilized by
the ground presence as confirmed by helicopter the roll and pitch response to cyclic
perturbation low frequency region. However, these last results should be confirmed
by flight data and are to be intended just as qualitative consideration.

Future work

The main open issues of these work, which need to be addressed in the future
are the following:

- the extension of the BEM-MIM method to taking into account a moving
ground (i.e., ship deck moving in rough sea). The capability to reproduce the
flow-field and to evaluate the aerodynamic forces acting on the rotor will be
first validated with experimental data, then the corresponding wake inflow
model identified;

- the effect of the kinematic inputs, in particular roll and pitch angular rate, will
be deeper investigated and the vorticity-based inflow model will be extended
to these hub kinematic perturbations. Moreover, different blade vorticity
distribution could be considered by expanding both the inflow and vorticity
distribution over a set of different and more complete blade shape-function;

- the λ−∆ϕmodel will be completed with novel and more accurated vorticity/air-
loads relations. In particular like the one proposed in Appendix D in order
to obtain a model suitable also for aero-elastic response prediction of a rotor
operating in ground effect

http://aristotel-project.eu
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Appendix A

Zero-th order Boundary
Element Method discretization

For unsteady, incompressible, quasi-potential flows (i.e., potential everywhere
except on the wake surface) around lifting bodies in arbitrary motion with respect to
the undisturbed air, the velocity potential field may be expressed by the following
boundary integral representation, [50]:

ϕ(~x, t) =
∫
SB

[
G
∂ϕ

∂n
− ϕ∂G

∂n

]
dS(~y)−

∫
SW

∆ϕ ∂G
∂n

dS(~y) (A.1)

where SB and SW are body and wake surfaces, respectively. The impermeability
boundary condition on SB yields ∂ϕ

∂n
= vn = ~vB · n̂, where ~vB denotes the velocity of

body points and n̂ is on SB, whereas G = −1/4π||y−x|| is the free-space fundamental
solution of the three-dimensional Laplace equation. In addition, ∆ϕ is the potential
jump across the wake surface that is given by the Kutta–Joukowski condition, [73],
followed by convection of the trailing-edge potential discontinuity, that is,

∆ϕ(xW , t) = ∆ϕ(xTEW , t− τ) (A.2)

with τ denoting the time taken by a wake material point to move from the trailing-
edge position ×TEW to its current position xW (see [69] for details).
Equation A.1 may be solved numerically by boundary elements (i.e., by discretizing
SB and SW into quadrilateral panels), assuming ϕ, ∂ϕ/∂n and ∆ϕ to be piecewise
constant, and imposing that the equation be satisfied at the center of each body
element (collocation method). Specifically, dividing the blade surface into M panels
SBi the wake surface into N panels SWj , and for χ = vn, equation A.1 yields

ϕk(t) =
M∑
i1

Bkiχi(t) +
M∑
i1

Ckiϕi(t) +
N∑
j1

Fkj∆ϕj(t) (A.3)
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where ϕi(t) = ϕ(xi, t), χi(t) = χ(xi, t) and ∆ϕj = ∆ϕ(xWj , t) and the source/sink
and doublet coefficients representing the body surface are given by

Bki = − 1
4π

∫
SBi

( 1
|y − xk|

)
dS

Cki = − 1
4π

∫
SBi

∂

∂n

( 1
|y − xk|

)
dS

(A.4)

whereas the wake doublet contribution is

Fkj = − 1
4π

∫
SWj

( 1
|y − xk|

)
dS (A.5)

The shape of the wake is a part of the solution (free-wake procedure), it is achieved
by a time-marching integration scheme in which the vertices of the wake panels are
moved according to the velocity field computed from the potential solution; thus,
the wake coefficients Fkj are recomputed at each time step [90].
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Appendix B

On The Ontology of Wake
Inflow

This Appendix deals with the experimental evaluation effectiveness of wake
induced velocities over a wing, more specifically over a rotor blade. A numerical
investigations is performed exploiting that the aerodynamics formulation [51] applied
in this research work, (section 2.1), allows the evaluation of the velocity contri-
butions due to each body or wake that is present in the examined configuration
problem. This provides a unique tool suitable to make an estimation of the effect
of the body contribution in the (total) inflow measured (or computed) in any field
point. In particular, observing that dynamic inflow models are required to provide
predictions of the inflow on the rotor blades only from the wake vorticity, it may
help in assessing the suitability of the measured (total) inflow for dynamic inflow
identification purposes.
The examined rotor is composed of two untwisted and untapered blades, with main
characteristics reported in Tab. B.1, note that, this is the rotor considered by
Milluzzo for the experimental activities of [35] (see also section 2.3 ).

Radius 0.408 [m]
Chord 0.04445 [m]
Airfoil NACA 0012
Collective Pitch 6◦

Rotation Velocity 2100 rpm

Table B.1. Two-bladed rotor main characteristics.

Simulating the experimental measurements, a sort of numerical Laser Doppler
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Velocimetry (LDV) has been carried out on both wake inflow (only from wake
vorticity) and total inflow (including body contribution) velocity components for
the rotor operating in hovering with a collective pitch angle, θ = 6◦. A static
perturbation of the collective pitch angle, θpert = 0.5◦ is considered. The measure
grid extends 0.5R above and below the rotor disk and the data are acquired over
an 80× 80 equally spaced points. Figure B.1 depicts a sketch of the blade and of
measurement points used for the analyses of inflow axial velocity component.

(a) Axial points of measurement (b) Span-wise points of measurement

Figure B.1. Grid and blade visualization; magenta dots represent points of measurement.

Figure B.2 concerns the induced velocities axial component at 3/4 chord line
for the steady condition of θ = 6◦, the averaged value obtained from the span
distribution over two equally spaced lines from the blade, one line below and one line
above the rotor disk, is shown. Three different distances, z/chord, are considered
and the total and the wake inflow are presented. Looking at the figure the following
consideration can be drawn:

- moving away from the blade both inflow velocity decreases;

- total inflow and wake inflow are different;

- as the measuring lines approach the blade, the difference between two the
computed inflows rapidly increases;

- body contribution strongly affects the total inflow (and hence that experimen-
tally measured).
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In Figure B.3 the time history of perturbation inflow for θpert = 0.5◦ (namely, the
difference between the inflow evaluated for the perturbed collective pitch and that
evaluated for the reference collective pitch) is depicted. In particular, this is a
static estimation of the inflow involved in dynamic inflow modeling, the represented
velocities are measured over four radial station (0.125R, 0.375R, 0.625R, 0.875R) for
a rotor revolution. For each radial station three (non-rotating) points of measure at
different distances below the rotor disk are taken.

-0.3

-0.2

-0.1

 0

 0.1

 0.2

 0.3

 0  0.2  0.4  0.6  0.8  1

v
/v

ti
p

x/R

Figure B.2. Span distribution of axial inflow; solid line: total inflow; diamond markers:
wake inflow. z/chord = 0.11, z/chord = 0.33, z/chord = 0.56.

The following consideration starting from B.3 can be derived:

- close to the blade root, total and wake inflows are very similar at any distance
form the rotor disk;

- as the measurement points move towards the blade, the difference between
two inflows significantly increases;

- body contribution strongly affects the blade measured inflow.

Figure B.4, instead, shows the time history of perturbation inflow for θpert = 0.5◦

for the same radial station of Fig.B.3 but for three different distances above the
rotor disk, (0.05 z/chord, 1.6 z/chord, 3.2 z/chord). Analogous findings to figure
B.3 can be seen, however it is worth nothing that since measuring points are outside
wake region all curves in the figure are smoothed with respect to the ones in Fig.B.3.
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Figure B.3. Inflow time histories; solid lines: total inflow; dashed lines: wake inflow.
z/chord = −0.05, z/chord = −1.6, z/chord = −3.2.
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Figure B.4. Inflow time histories; solid lines: total inflow; dashed lines: wake inflow.
z/chord = 0.05, z/chord = 1.6, z/chord = 3.2.

Concluding, the numerical investigation has shown that the inflow on the blade
that might be measured experimentally (total inflow) is strongly affected by the
body whereas far from the blade the inflow is dominated by the wake vorticity
contribution. It is worth noting that the wanted inflow needs to be exactly the one
that is over the blade in each azimuthal position, the 2-D aerodynamic theories
request the knowledge of the instantaneous value of the induced velocity and thus a
measured inflow seems to be unsuitable for dynamic inflow identification purposes,
at least for the magnitude evaluation.
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Appendix C

The issue of the ground
impermeability condition in the
BDM approach

In this appendix a semi-empirical strategy to taking into account the ground
boundary layer is presented. It consists in the implementation of an algorithm
capable to enforce the impermeability condition for those wake nodes which are
closer to the ground. The main idea is to model the jet-flow transition of the wake
flow through an artificial viscosity that brakes the normal-to-surface component of the
wake node velocity. The change of the value of the normal to surface component of
the velocity (e.g.: vertical component in the case of parallel ground effect), obtained
by modulating its magnitude according to a quadratic function of the distance
between the node and the surface, is applied only to the wake nodes (xwake) which
are below a threshold arbitrary value, δ∗ but over the ground surface. Under the
assumption of a flat or at most concave surfaces, the threshold condition for a generic
planar panel element of the ground is simply evaluated looking at the z-coordinate
of the node, if it is below δ∗ the vertical velocity is modulated as follows:

vnewz = voldz f(nodez/δ∗) (C.1)

where
f(nodez/δ∗) = (nodez/δ∗)2 (C.2)

Figure C.1 is about the comparison between the phase-averaged tip vortex position
obtained with the BEM-BDM with and without the numerical enforcement. It is
clear how the imposition of the impermeability condition has an impact on the tip
vortex position, a little radial expansion is obtained but is not enough if compared
with the simulation performed by using the BEM-MIM method.
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(a) BEM-BDM

(b) BEM-BDM impermeability condition numerically enforced

(c) BEM-MIM

Figure C.1. Tip vortex position for parallel ground hovering, hg/R = 1, θg = 0◦.
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In particular figure C.2 shows a visualization of a phase-averaged wake structure
over more than 15 laps, the numerical enforcement of the impermeability condition
effectively blocks the wake nodes at the ground surface, nevertheless the whole wake
geometry is far from the right deformation as the comparison with the BEM-MIM
solution.
Looking instead at the performance evaluation the is an error (underestimate)

(a) BEM-BDM impermeability condition numerically enforced

(b) BEM-MIM

Figure C.2. 3-D phase-averaged wake visualization for hovering rotor, comparison betweem
MIM method and BDM method with enforced impermeability condition.

of the induced power losses of about 25% due to the wrong solution of the wake
shape as it can be understood observing the induced inflow of figure C.3 where
a comparison between the BDM corrected solution and the MIM solution for the
inflow velocity over the blade.
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condition numerically enforced).
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Appendix D

Potential discontinuity at
trailing edge and vortex lattice
method

Starting from Theodorsen’s theory[91], a function relating the potential disconti-
nuity at trailing edge and the aerodynamic loads acting on the airfoil is carried out,
for the sake of conciseness the following steps are related only to the lift evaluation.
The relation proposed by Theodorsen for the force acting over a 2-D airfoil in term
of vorticity is

P = −ρvb
∫ ∞

1

x0√
x2

0 − 1
Udx0 (D.1)

where U = γshed, b = c/2 is the half chord, v = u∞ is the body velocity, x0 is the
coordinate describing the airfoil in its conformal-mapping transformation. The shed
vorticity can be writen as

γshed(x0, t) = γ0e
iωte

−i
ωb

v
x0

(D.2)

then, rewriting the equation D.2 in terms of the vorticity trailed from the trailing
edge, (x0 = 1):

γTE(t) = γ0e
iωte

−i
ωb

v with k = ωb

v

γ̃TE = γ̃0e
−ik

(D.3)
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and combining equations D.1 and D.3 one can obtain:

P =− ρvb
∫ ∞

1

x0√
x2

0 − 1
γ0e

iωte
−i
ωb

v
x0
dx0 =

=− ρvb
∫ ∞

1

x0√
x2

0 − 1
e−ikx0dx0γ0e

iωt =

=− ρvb
∫ ∞

1

x0√
x2

0 − 1
e−ikx0dx0γ̃TEe

ik = L̃

(D.4)

From the other hand the shed-vorticity trailed by the trailing edge could be expressed
in terms of potential discontinuity ∆ϕ as follows:

γTE = −1
v

∂∆ϕTE
∂t

= −b
b

1
v

∂∆ϕTE
∂t

= −1
b

∂∆ϕTE
∂τ

(D.5)

with
τ = tv

b
(D.6)

and then
γ̃TE = −1

b
ik∆ϕ̃TE (D.7)

substituting D.7 into D.4 one obtains:

L̃ =− ρvb
∫ ∞

1

x0√
x2

0 − 1
e−ikx0dx0γ̃TEe

ik =

=ρv∆ϕ̃TE(ikeik
∫ ∞

1

x0√
x2

0 − 1
e−ikx0dx0)

(D.8)

where
h(k) = ikeik

∫ ∞
1

x0√
x2

0 − 1
e−ikx0dx0 (D.9)

is the transfer function that relates the sectional aerodynamic circulatory load and
the potential discontinuity at the trailing edge. This expression could be integrated
through the Bessel’s functions of first and second order obtaining:

h(k) = eikik
Π
2 (−J1(k) + iY1(k)) (D.10)
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Figure D.1. Comparison between c(k), Theodorsen’s function, and h(k).

Figure D.1 shows the comparison of the real and imaginary part of the Theodorsen
function with this vorticity/lift one, figure D.2 instead, shows the comparison in
terms of module and phase of the transfer function.
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Figure D.2. Comparison between c(k), Theodorsen’s function, and h(k).

From the figure D.2 in particular, the following observations can be drawn:

- k → 0 the module of h(k) tends to one and the phase to zero, analogously to
the lift deficiency function, this means that in the steady case the well-known
Glauert theory is still valid;

- k → ∞ the phase shows an anomalous behaviour for a real physical system
suggesting that the vorticity/lift relationship could be isolated only in a
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mathematical point of view.

This result yet needs further studies and analyses in order to be extended to three
dimensional finite wing as well for rotor application, however, it promise to be a
powerful tool for Vortex-Lattice-Method since the exact derivation of the correct
vorticity to be convected by the wake is still an open question, [92].
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