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Chapter 1

Introduction

With the explosion of Web applications such as blogs, forums, and social networking sites,
the users’ online activities have been changed. The new generation of Web contents are no
longer read-only, but Web users are nowadays the real “producers of information”. They
actively participate in social networks, upload their personal photos, create information,
and establish new relationships with hundreds of new virtual friends. The millions of on-
line users spend hours daily in these sites, and generate rich information and various new
sources of knowledge that has not been available before. Currently, the most popular on-
line social networks are Twitter1, Facebook2, LinkedIn3, and Instagram4, while in Septem-
ber 2016 just Facebook counts more than 1,7 billion 5 users that generate 4 Peta byte of
data and 345 billion likes per day. These numbers show the growing popularity of social
networking sites that currently provide users with huge volumes of information, and hence
pose new great challenges and research issues for developing accurate information retrieval
methods, data search and mining, and recommender systems (RSs).

Recommender systems has became an autonomous research area in the second part
of 1990s [8] and have attracted much attention from multiple field, such as mathemat-
ics, physics, psychology, and computer science [47]. Many techniques are considered for
building RSs, which can be generally classified into content-based methods, collaborative
filtering (CF) based methods, and hybrid methods.

RSs has evolved in the last decade, with the international research community that is
currently focusing on how to exploit these established methodologies in the context of so-
cial networks tackling the information overload problem. A typical information overload

1http://www.twitter.com
2http://www.facebook.com
3www.linkedin.com
4www.instagram.com
5https://www.statista.com/
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problem in social networks - might occur - when a online user needs to keep himself up-
dated about a specific topic or on a certain expert in that topic. For example a user wants
to remain updated about the topic technology. Searching Twitter using the keyword "tech-
nology" the research will return million of different content and users that wrote about
technology. One of the main task of Recommender Systems, is to tackle this kind of infor-
mation overload problem by filtering and suggesting information that is of potential interest
to online users. RSs growth and social networks popularity also create new challenges and
opportunities, with various benefits for both research areas. One of the major added value
of social platforms is to encourage interaction between users, and this interaction can be
extracted and used as an input to the RS, as it helps to better understand the users’ inter-
ests and the information needs. Moreover, the structure of the fundamental network in a
social platform can contribute to generate recommendations that are more trusted by users
(e.g. by considering the number of common friends, as generally people trust more rec-
ommendations from closer friends). In fact online social relations provide a different way
for individuals to communicate digitally and allow online users to share ideas and opinions
with their connected users. A user’s preference is similar to, or is influenced by their online
friends, and this can be explained by social correlation theories such as homophily [124]
and social influence [122]. Homophily indicates that users with similar preferences are
more likely to be connected, and social influence reveals that connected users are more
likely to have similar preferences. Analogous to the fact that people in real world are likely
to seek suggestions from their friends before making a purchase decision and users’ friends
effectively provide good recommendations, social relations can be potentially exploited to
improve the performance of online recommender systems. Furthermore, RSs can clearly
help improve user participation in social systems, as they can recommend new friends or
interesting content. Thus, the user will be more motivated to keep on-going participation
in the social platform, because the more content a user shares, the more relevant connec-
tions the system can recommend, having a precise profile about him or her. Using this
connection between social platforms and RSs, new scenarios can be defined for advanced
applications, such as recommending items [78], tags [158], people [194, 81], news [117],
topics [63], and communities [35]. Therefore, as resumed in Figure 1.1, we can certainly
affirm that the social web provides a huge opportunity for improving RSs, and vice-versa.

In this scenario, with the expanding demand of RSs on social networks, detecting sen-
timents and opinions from the Web is becoming an increasingly widespread and important
form of data interpretation. In particular, Sentiment Analysis (SA) or Opinion Mining
aims to understand subjective information, such as opinions, points of views and feelings

2



Figure 1.1: A resume of the mutual contribution between Recommender Systems and So-
cial Media.

expressed by users in the content they generate. SA algorithms identify how positive, nega-
tive or neutral is the produced content regarding a specific entity, that is, a product, person,
organization, event and topic [116]. This research area is a field at crossroad of Infor-
mation Retrieval and Natural Language Processing (NLP) which has become extremely
popular in the last years in terms of research attention, industry consideration, and online
studies as showed in Figure 1.2, mainly thanks to the advent of microblogging platforms
such as Twitter. As a matter of fact, Sentiment Analysis in the field of social media permits
companies, marketers, organizations, or individuals, to understand their business online
reputation, identify public opinions regarding products and services of themselves or their
competitors, and gain insights about possible emerging trends and changes in market opin-
ions, or identify crisis.

The main rationale behind this thesis is that Sentiment Analysis can improve the per-
formance of RS in social media. Although a large number of contributions have been de-
voted to the people-to-people recommendation issue, by exploiting Sentiment Analysis of
user-generated contents for the purposes of user recommendation task has not been deeply
investigated yet. Xu et al. [183] transform the sentiment community discovery into a corre-

3



Figure 1.2: The Google search evolution trend of Sentiment Analysis topic.

lation clustering problem and propose a random rounding algorithm based on semidefinite
programming for its solution. In [132] the authors describe an unsupervised approach
based a non-parametric clustering algorithm for detecting hyper-groups of communities,
called hyper-communities, where users share the same sentiments. Singh et al. [159] intro-
duce a hybrid recommender system that improves the results of collaborative filtering by
incorporating a sentiment classifier in the movie recommendation scenario. While research
focused on the aforementioned topics, there are few attempts that consider SA for a user
recommender. Therefore, in this thesis we pose several research questions, the main ones
listed as follows:

• How Sentiment Analysis can be leveraged to build a RS and improve its precision?

• How considering temporal dynamics shape the performance of a sentiment-based
RS?

• Are there differences depending on the category of topics dealt with by the user?

These research questions and others more specific points are discussed in this disserta-
tion and explained in details afterwards in this chapter.

This thesis consists of eight chapters. After introducing the motivation underlying this
research thesis in Chapter 1, in Chapter 2 are presented the general backgrounds and related
works. The main contributions of this thesis are described in Chapter 3-7, each of which
start with a motivation of the research questions that are investigated in the corresponding
chapter and conclude with a summary of main findings and contributions. The Chapter 8
provides a summary of the research contributions and outcomes discovered in this disser-
tation. In summary, this thesis contributes to research in the areas described below.

4



Chapter 3: Sentiment-based User Recommender on Twitter. In this chapter is pro-
posed a new weighting function that takes into consideration Sentiment Analysis of posts,
with the aim to improve the recommendation task. The rationale behind this section is
that users in social networks may share similar interests but might have different opinions
on them. As a result, considering the contribution of user sentiments can yield benefits in
recommending possible friends to follow. In this section firstly we devised a proprietary
algorithm of sentiment analysis, that is specific for Twitter analysis. Secondly, we pro-
pose a user recommendation technique based on a different weighting function, we named
sentiment-volume-objectivity (SVO) function, which takes into account not only user inter-
ests, but also sentiments toward them. Such function allows us to build richer user pro-
files to employ in the recommendation process than other content-based approaches. The
main research question we advance in this chapter is: can the consideration of this novel
sentiment-based function yield benefits to the user RS?

Chapter 4: Exploiting Signals and Temporal Dynamics for a People-to-People RS.
In this chapter is introduced a novel framework with a new user model, called bag-of-

signals, that represents how user interests vary over time for creating more comprehensive
user profiles. The basic idea underlying such approach is to represent each user interest as
a signal. In order to analyze such signals we make use of the wavelet transform, a signal
processing technique that captures the frequency content of any signal, together with their
precise location of occurrence in the time domain. After evaluating the performance of this
techniques we consider another signal dimension that represents the sentiment of a user
toward a specific topic. The Sentiment Analysis model is build as the previous Chapter
3. The research questions we pose are: (i) can the consideration of temporal patterns of
changing users interests really impact the characteristics and quality of user recommender?
(ii) Can Sentiment Analysis yield some benefits to the proposed temporal-based RS?

Chapter 5: Leveraging Community Detection Techniques for User RS. From the eval-
uation results of the previous sections obtained in Chapter 3, Sentiment Analysis has pre-
liminary proved its benefits for a people RS. In this Chapter we want therefore to build a
more complex user Recommender System that can exploit the potentials of SA and social
networks, considering also how topic evolve and change in user comments. To reach this
goal, we propose a new approach for realizing user recommenders, named SCORES (Sen-

timent COmmunities REcommender System.) This algorithm relies on the identification of
sentiment communities in which, for each topic cited by the user, we consider not only
the relative sentiment, but also the SVO of contents generated by him. The graph is built

5



by considering each topic discussed by the users as a vertex and the edges are generated
by considering the Tanimoto similarity between users. Clustering based on the modularity
optimization allows us to detect the latent communities. The recommendation process oc-
curs by suggesting to the target user the most similar K users based on several tie strength
measures. The research questions we set are: (i) which is the best graph techniques that
enhance the contribution of the Sentiment Analysis? (ii) Can sentiment improve the final
recommendation precision? (iii) Are there differences depending on the category of topics
dealt with by the user?

Chapter 6: Matrix Factorization Recommender System. To address scalability issues
and temporal dynamics we propose a novel recommendation engine, that still relies on the
identification of semantic attitudes, that is, sentiment, volume, and objectivity extracted
from user-generated content. In order to do this at large-scale on traditional social net-
works, we devise a three-dimensional matrix factorization, one for each attitude. Potential
temporal alteration of users’ attitudes are also taken into consideration in the factorization
model. This chapter also represents one of the first attempt to combine sentiment in a ma-
trix factorization recommender systems. Research questions that we want to answer are
(i) does content published by users and, in particular, the inferred attitudes, allows for a
better identification of potential relationships between users? How does temporal analy-
sis of these attitudes impact the recommendation? Furthermore the scientific contributions
coming from this section also include a comparative experimental results of a set of differ-
ent evaluation metrics, including a range of non-accuracy measures, such as diversity and
novelty and an extensive evaluation of the proposed algorithm on real world datasets.

Chapter 7: A Sentiment-based Youtube Video Recommender. To understand whether
Sentiment Analysis enriches the recommendation process also in others social networks,
we explore similar techniques for video recommendation on Youtube. Youtube social net-
work is a specific video sharing network, where comments left by the viewers often provide
valuable information to describe sentiments, opinions and tastes of the users. For this rea-
son, we propose a novel re-ranking approach that takes into consideration that information
in order to provide better recommendations of related videos. The research question we
pose in this Chapter is therefore: how much Sentiment Analysis can enrich the recom-
mendation process on Youtube? A preliminary evaluation highlights an increase of the
recommender precision compared with a state-of-the-arts approach.

6



1.1 Origin of Chapters

Each of the main presented chapters (Chapter 3-7) is based on at least one peer-reviewed
publication, which has been published in conferences or journals that are related to the re-
search topics of this thesis.
Chapter 3 This chapter contains material from one paper published in 2013 RSWeb at ACM

Recommender Systems Conference [50]
Chapter 4 This chapter comprises and summarizes our findings, which are presented in
two paper published in SRS 2016 at the 22nd International Conference on World Wide

Web [15] and in INRA 2016, 4th International Workshop on News Recommendation and

Analytics in conjunction with UMAP 2016 [29]
Chapter 5 This chapter contains findings and research coming from a work published in
three papers: UMAP 2014, the 22nd International Conference on User Modeling, Adapta-

tion, and Personalization [71], International Conference on Web Information System En-

gineering [73], and SPS 2015, International Workshop on Social Personalisation & Search

in conjunction with SIGIR [72]
Chapter 6 This chapter contains a work published in the 2017 Journal edition of Future

Generation Computer Systems [74]
Chapter 7 This chapter comprises a work published in RecSys 2015 Poster Proceed-

ings [57]
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Chapter 2

Background

In this chapter are introduced the research area addressed in this thesis. Firstly, is intro-
duced the Recommender System research field, with an overview of the techniques and
methods that are used in this work. Secondly, is given a resume of Social Network domain,
with a focus on the community detection and link prediction tasks. Finally, is presented an
essay regarding Sentiment Analysis, providing definition and methodologies that are useful
to the comprehension of the following chapters.

2.1 Recommender Systems

2.1.1 Overview

Recommender Systems (RSs) are software tools and techniques providing suggestions for
items to be of use to a user [149]. The suggestions is regarding various decision-making
processes, such as what items to buy, what hotel to choose, or what user connect with
into social networks. The information can be acquired explicitly - typically by collecting
users’ ratings - or implicitly by monitoring users’ behavior, such as songs heard, applica-
tions downloaded, users’ social timeline, and web sites visited. RSs may use demographic
features of users (like age, nationality, gender), psychological features [133], and social
information, like followers, followed, tweets and posts, that are commonly used in Web
2.0. It is also growing the use of information from Internet of things (e.g., GPS locations,
RFID [175], real-time health signals). As a matter of fact, RS implementation in the Inter-
net has recently increased, which has facilitated its use in different areas. The most common
research papers are focused on movie recommendation studies [148, 152], however a great
volume of literature for RS is centered on different topics, such as music [31, 23], televi-
sion [161], books [134], documents [144, 143], scientific documents [42], e-learning [61],
e-commerce [91], applications in markets [104] and social media[3, 33, 15], among others.
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Accordingly to the taxonomy provided by [149] there are six different classes of RS
techniques: content-based, collaborative filtering, demographics, knowledge-based,
community-based, and hybrid.

In the following sections will be discussed the two most used techniques such as content-
based and collaborative filtering.

2.1.2 Content-Based

Content-based (CB), also referred to as cognitive filtering, recommends items based on a
comparison between the content of the items and a user profile. The content of each item is
represented as a set of descriptors or terms, typically the words that occur in a document.
The user profile is represented with the same terms and built up by analyzing the content
of items which have been seen by the user. The basic idea in CB recommendation is to rec-
ommend items that are similar to those items that the user has liked or that have expressed
an interest in the past [20]. The recommendation process basically consists in matching up
the attributes of the user profile against the attributes of a content object. The result is a
relevance judgment that represents the user’s level of interest in that object. If a profile ac-
curately reflects user preferences, it is of tremendous advantage for the effectiveness of an
information access process [118]. Items to be recommended can be very different depend-
ing on the number and types of attributes used to describe them. Each item can be described
through the same small number of attributes with known set of values, such as Web pages,
social network posts, news, emails or documents, described through unstructured text. In
that case there are no attributes with well-defined values, and the use of document modeling
techniques with origin in information retrieval research is necessary, furthermore this kind
of textual features may create a number of issues when learning a user profile, mostly due
to the ambiguity of the natural language. As the content-based approach has its roots in
information filtering and information retrieval research [19], most CB systems use retrieval
models such as the vector space model to construct item profiles as well as user profiles.
Items or in some case users that can be recommended to the target user are represented by
a set of features, also called attributes or properties. For example, in people recommender
systems the item profile of user u, denoted as UserPro f ile(u), can be represented by a vec-
tor in a multi-dimensional space, where each dimension corresponds to an interest that the
user u has implicit or explicit expressed in the past. Various different weighting schemes
such as T F or T FxIDF can be applied to determine the weight of each element in the item
profile and compute the similarity between users. The recommendation process consists of
three steps [118]. The fist step focuses on analyzing the content of items to extract relevant
structured information for the next steps. The main responsibility of the second step is to
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construct item profiles, which exploit a set of properties to characterize items, as well as
user profiles that describe users’ tastes, preferences, and information needs. Finally, the
RS tries to find relevant items for a user by matching the user profile against the profiles of
items to be recommended.

The content-based method has several advantages described as follows [118]:

• User independence. In comparison to collaborative filtering techniques, CB recom-
mender systems exploit solely the history of a user to construct the user profile for
the computation of recommendations. Therefore, the algorithm does not require any
extra information from other users.

• Transparency. Since both item and user profiles are constructed with features that
are extracted from the content, a content-based recommender system allows for pro-
viding explanations on how the system works by describing explicitly the features
that cause a particular recommendation. In contrast, the only explanation that can
be provided for an recommendation based on collaborative filtering is that some (un-
known) users with similar preferences liked that item [20]. The explicit explanations
can help users judge whether they should trust the recommendations. For example,
Cramer et al. conduct a user study to investigate the impact of transparency on user
trust in content-based RSs [38]. They discover that providing explicit explanations
to users increases their acceptance of the systems.

• New Item. In content-based RSs, it is possible to recommend items that are not yet
rated by any user. Therefore, the systems do not suffer from the new item problem.
The content-based techniques can be applied to recommend emerging items such
as Twitter messages related to breaking news [142]. In contrast, in collaborative
systems, new items need to be rated by a substantial number of users in order to
generate accurate recommendations.

However, content-based RSs also suffer of some disadvantages that are explained as
follows [8]:

• Limited Feature. This approaches are limited by the number and type of features
that are used to represent the items to be recommended. Therefore, content-based
systems need to first extract features from the content of items to construct item and
user profiles. In many applications, the feature extraction requires domain knowledge
or ontologies [127].
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• Content Similarity. For each user, content-based approach tries to identify the most
similar items based on the user profile to compute recommendations. This results in
a lack of serendipity, i.e., the recommendations may have a limited degree of novelty.
This problem was addressed by [8].

• User Cold-start. In order to understand users’ preferences and deliver accurate rec-
ommendations, a content-based RSs needs to collect sufficient number of ratings for
each user in the system. In different approaches that takes into account of implicit
feedback such as the user timeline on social network, the recommender need to gather
enough social post to infer the user profile. As a consequence, for a (new) user who
only has few ratings or few social posts, the system is not capable of constructing the
user profile and further providing reliable recommendations.

• Semantic Challenge. Textual features create a number of complications when learn-
ing a user profile, due to the natural language processing and its ambiguity. One of
the possible problem is that traditional keyword-based profiles are unable to capture
the semantics of user interests because they are primarily driven by a string match-
ing operation. This approach can suffer problems of synonymy that can reduce the
precision of the recommender.

The information source that content-based filtering systems are mostly used with are
text documents. A standard approach for term parsing selects single words from docu-
ments. The vector space model and latent semantic indexing are two methods that use
these terms to represent documents as vectors in a multi-dimensional space. Relevance
feedback, genetic algorithms, neural networks, and the Bayesian classifier are among the
learning techniques for learning a user profile. The vector space model and latent seman-
tic indexing can both be used by these learning methods to represent documents. Some
of the learning methods also represent the user profile as one or more vectors in the same
multi-dimensional space which makes it easy to compare documents and profiles. Other
learning methods such as the Bayesian classifier and neural networks do not use this space
but represent the user profile in their own way.

2.1.3 Collaborative Filtering

The core idea of most Collaborative Filtering (CF) recommender systems is based on cat-
egorizing users with similar interests and then recommending items that similar users like.
The system performs a comparison between the target user and other users based on their
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ratings, and predicts the rates of unseen items in a target user’s profile. Accordingly, it or-
ders the list of items based on scores, and suggests items with the highest predicted ratings.
This technique is called collaborative filtering (CF), and it is widely applied in recom-
mender systems processes such as in people recommendation on Twitter [76]. Given an
unrated entry of an item by a user to be evaluated, CF tries to find other users similar to tar-
get user (user-based), or, other items similar to target item (item-based). Then, the unknown
rating is predicted by weighting the known ratings of the target item by similar users, or,
the known ratings of similar items by the target user. It is based on the assumption that sim-
ilar users have the same interests and the target user will like the items which he/she has
selected before [182]. Breese [27] introduces a classification of CF algorithms that divides
them into two broad classes: memory- based algorithms and model-based algorithms.

Memory-based algorithms essentially are heuristics that make rating predictions based
on entire collection of previously rated items by the users. That is, the value of the unknown
rating ru,i for user u and item i is usually computed as an aggregate of the ratings of some
other (usually, the N most similar) users for the same item i. In general, there are two
ways to compute recommendations in memory-based systems: user-based and item-based
filtering. User-based filtering first matches the target user profile of a user against the user
profiles of other users in the system to identify a set of users (neighbors) who have similar
preferences. Then the interest of that user for a new item is evaluated by aggregating
the ratings given by the top-k most similar users for the same item [45]. In user-based
systems, user profiles are usually represented as vectors. Then the similarities between
user profiles can be measured using metrics such as cosine similarity or Pearson correlation
coefficient [148]. These metrics can also be used to compute the similarities between items.
Item-based filtering estimates the interest of a user for a new item based on the ratings of
the most similar items in the system [44, 152].

Model-based algorithms [107, 99, 194, 185, 111, 119] use the collection of ratings to
learn a model, which is then used to make rating predictions. Practically , model-based
recommendation algorithms apply machine learning techniques to learn a predictive model
based on a user-item matrix. The goal is to identify latent factors which are used to model
the user-item interactions in a system. The model is trained using existing data and then
applied to compute recommendations. Bresse et al. [27] investigate two probabilistic ap-
proaches for learning the model: clustering and Bayesian network. Another group of
model-based algorithms, which becomes popular through the Netflix competition [107],
is based on matrix factorization techniques (MF) such as Singular Value Decomposition
(SVD) and Latent Dirichlet Allocation (LDA) [25]. In the next section will be a focus on
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MF techniques since was adopted in this work. CF techniques has several known advan-
tages as follows:

• Simple and efficient. Most of CF methods are intuitive and relatively simple to
build. E.g. Neighborhood-based methods in the simplest form need the tuning of
just one parameter (the number of neighbors used for prediction) [45].

• Complexity Reductions. CF techniques scales well increasing the number of items
and users. As a matter of fact CF recommender is not increasing the complexity
while increase the number of feature, that is one of the possible disadvantages of
content-based systems when dealing with million of textual features.

• Novelty and Serendipity. CF recommender usually improves the novelty of the
recommendation and the serendipity, that is, are capable to suggest novel items, even
the ones that are not similar to those which have been rated in the past [8].

Nonetheless CF techniques have their own disadvantages, that are summarized as fol-
lows:

• User Cold-start. Collaborative filtering systems suffer from the new user problem,
i.e., the systems would not be able to learn the preferences of a user and make ac-
curate recommendations until the user gives a substantial number of ratings. Several
recommendation systems employ hybrid approach, which combines collaborative fil-
tering and content-based techniques, to address this problem [154, 28]. This problem
is common also for content-based recommender and for the recommendation task in
general.

• New Item. Since collaborative filtering methods rely on using other users’ activities
to estimate the interest of a given user for an item. Therefore, the item must have
been rated or seen by other users in order to compute recommendations. Moreover,
in many collaborative filtering systems, most users only interact with a very small
fraction of all items, which makes the user-item matrices immensely sparse. Due to
the lack of available information such as users’ ratings the quality of recommenda-
tions may not be satisfying.

Hybrid RSs combine the advantages of the aforementioned CF and content-based tech-
niques, with the aim to improve the recommendation system. [28] give also a formalization
of seven different type of hybrid recommender: weighted, switching, mixed, feature com-
bination, meta-level, cascade, and feature augmentation. From combining two algorithm
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Category Techniques Main Advantages Main Failure

Memory-
based

CF

– Neighbor-based CF (item-
based/user-based CF algo-
rithms with Pearson/vector
cosine correlation)
– Item-based or User-based
top-N recommendation

– easy implementation
– not consider content of the
recommended item
– scale well with co-rated
items

– depends on human ratings
– data sparsity causes de-
crease of performance
– limited scalability for large
datasets
– user and item cold start
problem

Model-
based

CF

– Bayesian CF
– clustering CF
– MDP based CF
– latent semantic CF
– sparse factor analysis
– dimensionality reduction
(e.g. SVD, MF)

– better address scalability
and sparsity problems
– usually improve prediction
performance
– intuitive rationale of rec-
ommendations

– expensive model building
– trade-off between perfor-
mance and scalability
– may lose useful informa-
tion with dimension reduc-
tion

Hybrid

– content-based CF, for ex-
ample Fab[20]
– content-boosted CF
– hybrid combining content
and model-based CF algo-
rithms

– overcome CF limitation
with single recommender
– usually improve prediction
performance
– overcome CF problem
such as sparsity and gray
sheep

– increase complexity and
expensive model building
– need external further infor-
mation that are not always
available

Table 2.1: Overview of the collaborative filtering techniques

in sequence, or joining the feature of two approaches, or just switching the specific method
depending on the case in order to improve the performances, hybrid methods are largely
employed especially for Social Network recommendation tasks such as people recommen-
dation [115, 2, 79]. Furthermore, Torres et al. [166] found that in some application an
hybrid method may outperform individual algorithms.

In Table 2.1 are finally resumed some of the methodologies for CF, CB and hybrid
recommender systems.

2.1.4 Matrix Factorization

Some of the most successful realizations of latent factor models are based on matrix factor-
ization. In its basic form represented in Figure 2.1, matrix factorization characterizes both
items and users by vectors of factors inferred from item rating patterns. These methods
have become popular in recent years by combining good scalability with predictive accu-
racy, and in addition they offer much flexibility for modeling various real-life situations.
Recommender systems rely on different types of input data, which are often placed in a
matrix with one dimension representing users and the other dimension representing items
of interest. Matrix factorization models map both users and items to a joint latent factor
space of dimensionality f such that ratings are modeled as inner products in that space.
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Figure 2.1: Basic form of matrix factorization. R is m by n rating matrix. U is user factor
matrix and Z is item factor matrix.

Accordingly, each user u is associated with a vector pu ∈ R f and each item i is associated
with a vector qi ∈ R f . A rating is predicted by the rule [107]:

ru,i = qT
i pu (2.1)

In order to learn the vectors pu and qi, the system minimizes the regularized squared
error on the set of known ratings. The constant λ controls the extent of regularization, as
usually determined by cross validation.

minq∗,p∗
∑

(u,i)∈K

(rui − qT
i pu)2 + λ(

∥∥∥qi

∥∥∥2 ∥∥∥pu

∥∥∥2
) (2.2)

The (u, i) pairs for which ru,i is known are stored in the set K = (u, i)|ru,i [106].
It is also possible to include a bias parameter into the factorization:

bui = µ + bu + bi (2.3)

where the parameter bu and bi are the observed deviation of user u and item i from the
average values. To give an example referring to 2.4, we would like to predict an estimation
of John’s rating towards the item Apple. The rating value we can assume is δ = Volume,
that is, how many time John wrote in his blog or in his social network timeline about the
item Apple. The average rating of all items is µ = 0.6. Furthermore the topic Apple tends
to be discussed more compared to the average topics, aproximately bi = 0.4 more than
average. On the other hand John is a user that write little and thus he has bu = −0.3 lower
than average. Thus the baseline estimate of bui for Apple by John is 0.7 by calculating the
previous equation 0.6 − 0.3 + 0.4.
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
#Microso f t #Apple #Google

John 0.3 ? ?
Davide ? 0.4 0.4
S ara 0.1 0.6 ?

 (2.4)

Finally the bias has to be integrated into the general rating function:

minq∗,p∗,b∗
∑

(u,i)∈K

(rui − µ − bu − bi − qT
i pu)2 + λ(

∥∥∥qi

∥∥∥2 ∥∥∥pu

∥∥∥2
+ b2

u + b2
i ) (2.5)

To minimize the previous equation there are two most used approaches such as stochas-

tic gradient descent [192] and alternating least squares (ALS) [179], the latter one also
used and explained later in this work. Once solved the minimization, the recommender
system completes this mapping and it can easily estimate the rating a user will give to any
item by using Equation 2.1. Matrix Factorization techniques are nowadays largely used for
recommendation task[119, 186, 194], thanks also to the large scale application that can be
used into Big Data RSs [195, 1, 179].

2.1.5 Evaluation Measures

Even if the inputs of traditional recommendation and social recommendation are different,
their outputs are the same, i.e., the predicted values for unknown ratings. Therefore, met-
rics that evaluate classic recommender systems can also be applied to evaluate social rec-
ommender systems. To evaluate RSs, the data is usually divided into two parts the training
set K (known ratings) and the testing set U (unknown ratings). RSs will be trained based on
K, and the quality of recommendation will be evaluated in U. Different evaluation metrics
are proposed to evaluate the quality of recommendation from different perspectives, such
as prediction accuracy, ranking accuracy, diversity and novelty, and coverage. Prediction
accuracy and ranking accuracy are two widely adopted metrics.

Prediction Accuracy: Prediction accuracy measures the closeness of predicted ratings
to the true ratings. Two widely used metrics in this category are Mean Absolute Error
(MAE) and Root Mean Squared Error (RMSE).

The metric RMSE is defined as:

RMS E =

√∑
ui,uv∈υ(Ri j − R̂i j)2

|υ|
, (2.6)

where |υ| is the size of υ and R̂i j is the rating predicted from ui to v j.
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The metric MAE is defined as:

MAE =
1
|υ|

∑
ui,uv∈υ

∣∣∣Ri j − R̂i j

∣∣∣ . (2.7)

A smaller RMSE or MAE value means better performance, and due to their simplicity,
RMSE and MAE are widely used in the evaluation of recommender systems.

Ranking Accuracy: Ranking accuracy evaluates how many recommended items are
purchased by the user. Precision and recall are two popular metrics in this category. Recall
captures how many of the acquired items are recommended, while precision captures how
many recommended items are acquired, for example, Prec@N is used to indicate how many
top-N recommended items are acquired. Long recommendation lists typically improve
recall, while reducing precision. Therefore F-score is a metric combining them, and it
is less dependent on the length of the recommendation list. Another popular metric is
Discount Cumulative Gain (DCG), which is defined:

DCG =
1
|u|

∑
ui∈u

|L|∑
j=1

R̂i, j

max(1, logb j)
(2.8)

where L is the ranked list of recommended items.
Finally is described one of most used evaluation metrics in this work, that is, Success at

Rank k. The Success at Rank k (or S@k) is defined as the probability of finding a good rec-
ommendation among the top k recommended items. In other words, S@k is the percentage
of runs in which there was at least one relevant item among the first k recommended items.

2.2 Social Network Analysis

Social networks have become very popular in recent years because of the increasing prolif-
eration of Internet enabled devices such as personal computers, smartphones, and mobile
devices. This is evidenced by the promising popularity of many online social networks
such as Twitter, Facebook, and LinkedIn. Such social networks have lead to a tremendous
explosion of network-centric data in a wide variety of scenarios. Social networks can be
defined either in the context of systems such as Facebook which are explicitly designed
for social interactions, or in terms of other sites such as Flickr1 and Instagram which are
designed for a different service such as content and media sharing, but which also allow
an extensive level of social interaction. Twitter, is a particular social network and currently
the most prominent microblogging service, serves more than 600 million users who post

1www.flickr.com
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over 340 million short messages every day, sharing their thoughts, interests and activities
with the public. On microblogging platforms, users are able to post messages, which are
limited to a certain maximum length (e.g., 140 characters on Twitter), as well as share
(Retweet) messages of other users. In addition, users can follow other users so that they
can receive the latest posts published by those users. Microblogging services such as Twit-
ter also provide APIs 2 that allow third parties to access microblogging data and develop
various external applications such as systems for event detection [150], sentiment analy-
sis [135] and recommender systems [81]. This specific social network is widely used in
this work, thanks to the access to a public API and the huge numbers of free data available
for research.

In general, a social network is defined as a network of interactions or relationships,
where the nodes consist of actors, and the edges consist of the relationships or interactions
between these actors. A generalization of the idea of social networks is that of information
networks, in which the nodes could comprise either actors or entities, and the edges denote
the relationships between them. Clearly, the concept of social networks is not restricted
to the specific case of an internet-based social network such as Facebook; the problem
of social networking has been studied often in the field of sociology in terms of generic
interactions between any group of actors. Such interactions may be in any conventional
or non-conventional form, whether they be face-to-face interactions, telecommunication
interactions, email interactions or postal mail interactions.

An important clue about the structure of social networks came from a remarkable ex-
periment by the American psychologist Stanley Milgram [128]. Milgram went out to test
the common observation that no matter where we live, the world around us seems to be
small: we routinely encounter persons not known to us who turn out to be the friends of
our friends. Milgram thus not only wanted to test whether we are in fact all connected but
he was also interested in what is the average distance between any two individuals in the
social network of the American society. Milgram calculated the average of the length of the
chains and concluded that the experiment showed that on average Americans are no more
than six steps apart from each other, this was the source of the expression six degrees of

separation. This is also referred to as the small world phenomenon. This phenomenon was
tested in the context of MSN messenger data, and it was shown in [113] that the average
path length between two MSN messenger users is 6.6. This can be considered a verification
of the widely known rule of “six degrees of separation” in (generic) social networks.

The growth of online social networks raises many research topics that are analyzed
in [10]:

2https://dev.twitter.com/overview/api
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• Statistical Analysis of Social Networks: the important statistical properties of “typi-
cal” social networks, such clustering and connectivity behaviour.

• Random Walks and their Applications in Social Networks: ranking is one of the
most well known methods in web search. Starting with the well known page-rank
algorithm [6] for ranking web documents, the broad principle can also be applied for
searching and ranking entities and actors in social networks.

• Community Detection in Social Networks: one of the most important problems and
tasks in the context of social network analysis is the community detection, that is, the
identification of group formation within a network.

• Node Classification in Social Networks: a large part of social network data can be
modeled as labels associated with individuals, that can be in many forms: demo-
graphic labels, such as age, gender and location; labels which represent political or
religious beliefs; labels that encode interests, hobbies, and affiliations; and many
other possible characteristics capturing aspects of an individual’s preferences or be-
havior. Given a social network with labels on some nodes, the task is to provide a
high quality labeling for every node.

• Evolution in Dynamic Social Networks: this task studies how network vary over
time when new nodes join or leave and new link emerge or delete. Furthermore is
interesting how communities evolve and how its structure change.

• Social Influence Analysis: since social networks are primarily designed on the ba-
sis of the interactions between the different participants, it is natural that such in-
teractions may lead to the different actors influencing one another in terms of their
behavior.

• Expert Discovery in Networks: social networks can be used to discover influencer or
expert in a specific task or topic.

• Link Prediction in Social Networks: one of the most important task is to discover
how works the link formation between nodes, and also the prediction of it.

• Privacy in Social Networks: social networks contain various information about the
individual in terms of their interests, demographic information, friendship link in-
formation, and other attributes. This can lead to disclosure of different kinds of
information in the social network, such as identity disclosure, attribute disclosure,
and linkage information disclosure.
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• Visualizing Social Networks: as social networks became larger and complex, visu-
alization techniques are growing faster to provide a natural way to summarize the
information in order to make it much easier to understand and analyse.

• Data Mining in Social Media: social media provides a wealth of social network
data, which can be mined in order to discover useful business applications. Data
mining techniques provide researchers the tools needed to analyze large, complex,
and frequently changing social media data.

• Text Mining in Social Networks: much of the recent researches are considering this
topic due to the humongous textual content that can be found in social networks.
From news articles to blog post, from UGC (User-generated content) to user profiles,
text mining is one of the basic task for social network analysis. Furthermore, this
topic is widely considered in almost all of the works presented in this thesis and
refers also to the Sentiment Analysis task.

• Integrating Sensors and Social Networks: concern the integration of sensors such as
mobile GPS and social media to improve the analysis in the specific context.

• Multimedia Information in Social Media: many popular social networks (Youtube,
Instagram, Flickr) provide the opportunity to share media information such as videos,
images, GIF. This kind of information is constantly growing, and such rich context-
based information can be mined for a wide variety of applications by leveraging the
combination of user behaviour and media data.

2.2.1 Definitions

Social Network Analysis has developed a set of concepts and methods specific to the anal-
ysis of social networks. In the following, we introduce the most basic notions of network
analysis and the methods. For a complete reference to the field of social network analysis,
we refer the reader to the exhaustive network analysis of Wasserman and Faust [176] or a
more accessible introductory text on network analysis [155].

As discussed above, a (social) network can be represented as a graph G = (V, E) where
V denotes the finite set of vertices and E denotes a finite set of edges such that E ⊆ V × V .
Recall that each graph can be associated with its characteristic matrix M := (mi, j)n ∗ n

where n = |V | ,mi, j =

{
1 (vi, v j) ∈ E
0 otherwise

}
. Sometimes network analysis methods are easier

to understand when we conceptualize graphs as matrices as proposed in Figure 2.2. Note
that the matrix is symmetrical in case the edges are undirected. We will talk of a valued
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graph when we are also given a real valued weight function w(e) defined on the set of
edges, i.e. w(e) := E × R. In case of a valued graph, the matrix is naturally defined as

mi, j =

{
w(e) (vi, v j) ∈ E

0 otherwise

}
. Loops are not excluded in the above definition, although they

rarely occur in practical social network data sets. (In other words, the main diagonal of
the matrix is usually empty.) Typically, we also assume that the network is connected, i.e.
there is a single (weak) component in the graph. Otherwise we choose only one of the
components for analysis.

Figure 2.2: Network analysis works both on graphs and matrix representation

One of the pioneer of network structure was Milgram [128] with the identification of the
small world phenomenon. One of the practical impact of his studies is that we can for sure
exclude certain kind of network structure as possible models for social network. The three
graph shown in Figure 2.3 is one of them. However, a tree is unrealistic because it shows
no clustering: we all know from practice that our friends are likely to know each other as
well because we tend to socialize in groups (if not for other reasons than other friends know
each other because we introduced them to each other). Clustering for a single vertex can
be measured by the actual number of the edges between the neighbors of a vertex divided
by the possible number of edges between the neighbors. When taken the average over all
vertices we get to the measure known as clustering coefficient. The clustering coefficient
of a tree is zero, which is easy to see if we consider that there are no triangles of edges
(triads) in the graph. In a tree, it would never be the case that our friends are friends with
each other.
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Figure 2.3: A simple representation of a Tree Graph.

The tree and other structure that are inapplicable to social networks, also have the rather
unappealing characteristic that every node has the same number of connections. We know
from our everyday walks in life that some of us have much larger social circles than others.
The random graph model proposed by the Hungarian mathematicians Erdős–Rényi offers
a new vision. A random graph can be generated by taking a set of vertices with no edges
connecting them. Subsequently, edges are added by picking pairs of nodes with equal
probability. This way we create a graph where each pair of vertices will be connected with
an equal probability (this probability is a parameter of the process).

If we continue the process long enough - we choose a high enough probability - the
resulting random graphs will have a small characteristic path length and most likely exhibit
some clustering. (Needless to say if we go on we end up with a complete graph.) Still, we
can raise significant concerns against the cold probabilistic logic of a random graph. Due
to limitations of space -if not for other reasons - we are unlikely to make friends completely
in random from anywhere in the world. Although we meet strangers occasionally by sitting
next to them on an airplane, we mostly socialize in a given geographic area and even then
in limited social environments such as our work and living space. Again, the friends of our
friends are likely to be our friends as well. If that happens in a random graph, it happens
by accident. Nevertheless, the Erdős–Rényi random graphs are interesting in the sense that
they are examples of generative models. That is, random graphs are not (only) defined
by what they are but also how they arise, i.e. the process of growing such a graph. These
kinds of processes are also at the centerpoint of interest for the field of complex networks in
physics where researchers study the emergence of complex global structures from systems
that are defined solely through elementary interactions between primitive elements.

While alpha and beta models presented by the mathematicians Steven Strogatz and
Duncan Watts [177] generate networks with small path lengths and relatively large cluster-
ing coefficients, they fail to represent an important feature of networks in nature: the scale-
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free characteristic of the degree distribution. The understanding of this phenomenon and
the construction of relative model is thanks to another Hungarian Albert-László Barabási.

To understand the scale-free phenomenon we have to look at the degree distribution of
networks. Such a diagram shows how many nodes in the network have a certain number of
neighbors (degrees). In a toroidal lattice all nodes have an equal number of neighbors. In
the alpha and beta models as well as the random graphs of Erdős–Rényi this distribution
is a normal distribution: there is an average degree, which is also the most common one.
Degrees deviating from this are increasingly less likely. In real social networks, however,
this distribution shows a different picture: the number of nodes with a certain degree is
highest for small degree and the number of nodes with a given degree rapidly decreases for
higher degrees. In other words, the higher the degree the least likely it is to occur. What
is also surprising is the steepness of the distribution: the vast majority of the nodes have
much fewer connections than the few hubs of the network. The exact correlation is a power

law i.e. p(d) = d−k where k > 0 is a parameter of the distribution.
Barabási not only discovered that this is a fundamental characteristic of many networks

that he studied, but also gave a generative model to reproduce it. The key of this model is
that when adding new nodes we link the node to an already existing node with a probability
that is determined by how many edges the node already has. In other words, a node that has
already attracted more edges than others will have a larger probability to attract even more
connections in subsequent steps. The works of Watts, Erdős–Rényi, Barabási and his col-
leagues are largely responsible for bringing network research into the scientific forefront.
By analyzing those model instead of particular instances of it allows scientists to formu-
late precise and general claims about specific networks, from understanding the spread of
viruses, to solving the vulnerability of a network attack, or creating more efficient structure
for peer-to-peer networks. Furthermore this social network analysis fundamentals, are the
basis concepts that raise the idea of the specific community detection algorithm that will be
presented in Chapter 5.

2.2.2 Community Detection

The discovery of cohesive groups, cliques, and communities inside a network is one of
the most studied topics in social network analysis. It has attracted many researchers in
sociology, biology, computer science, physics, criminology, and many more. Community
detection aims at finding clusters as sub-graphs within a given network. A community is
then a cluster where many edges link nodes of the same group and few edges link nodes of
different clusters. A general approach to community detection consists in considering the
network as a static view in which all the nodes and links in the network are kept unchanged
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throughout the study. Recent studies focus also on community evolution since most social
networks tend to evolve over time through the addition and deletion of nodes and links. As
a consequence, groups inside a network may expand or shrink and their members can move
from one group to another one over time.

Most of the studies on community evolution use topological properties to identify the
updated parts of the network and characterize the type of changes such as network shrink-
ing, growing, splitting, and merging. However, recent work has focused on community
evolution/detection by relying entirely on the behavior of group members in terms of the
activities that occur in the network rather than exclusively considering links and network
density. Other approach combines natural language processing together with social net-
work analysis to explore Twitter messages in order to identify actionable ones, construct
an actionable network, identify communities with their central actors, and show the be-
havior of the community members [170]. Many works uses community identification to
understand communities, sub-communities and trends regarding political elections [162].
Finally, some approach use the homophily concept, that is, the tendency of individuals with
similar characteristics or interests to associate with each other, to assess similarity between
actors and the group homogeneity they have [147]. This work exploit how a group is co-
hesive in a social network, the cohesiveness of a group is a social factor that assesses how
members of a group are close to each other, and may help predict a possible community
splitting or disaggregation. This kind of approach raises new challenge and topic for com-
munity detection, that is, the link prediction task.

Link prediction is an important task in social network analysis, and aims at predict-
ing if two given nodes have a relationship or will form one in the near future [115]. It
is exploited in many social media applications such as the ones that need an embedded
RSs to suggest new and relevant ties to the users. Like in community detection, similar-
ity and proximity principles are widely used for link prediction. Moreover, information
about network communities can improve the accuracy of similarity-based link prediction
methods. Some works studies both supervised and unsupervised link prediction in net-
works where nodes may belong to more than one community, procreating different types
of collaborations [174]. Other particular and recent approach studies user behavior of an
online dating website in order to understand how user attributes can help predict who will
date whom [181]. The task of link prediction is widely tackle in this thesis, where the link
refers to a user, that is, link prediction as a user recommendation in social media. This
specific RSs is recently studied in the literature and counts techniques for user recommen-
dation on Facebook, Twitter, Instagram, Tumblr, Reddit, and all of the most used social
media websites. Specifically some approach used Latent Dirichlet Allocation to discover
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the formation of community on Twitter based on textual patterns [193], while [194] pro-
poses the use of both LDA and MF to recommend users on Twitter and Chinese social net-
work Weibo 3. One of the works presented in this thesis at Chapter 5, leverages clustering
techniques to identify specific communities in order to improve the user recommendation
precision.

Informally, a community in a network is a group of nodes with greater ties internally
than to the rest of the network. This intuitive definition has been formalized in a number of
competing ways, usually by way of a quality function, which quantifies the goodness of a
given division of the network into communities. Some of these quality metrics, such as Nor-
malized Cuts [156] and Modularity [131] are more popular than others, but none has gained
universal acceptance since no single metric is applicable in all situations. Algorithms for
community discovery vary on a number of important dimensions, including their approach
to the problem as well as their performance characteristics. An important dimension on
which algorithms vary in their approaches is whether or not they explicitly optimize a spe-
cific quality metric. Spectral methods [172], the Kernighan-Lin algorithm [103] and flow-
based post-processing [51] are all examples of algorithms which explicitly try to optimize
a specific quality metric, while other algorithms, such as Markov Clustering (MCL) [171]
and clustering via shingling do not do so. Another dimension on which algorithms vary is
when they let the user control the granularity of the division of the network into communi-
ties. Some algorithms (such as spectral methods) are mainly meant for bi-partitioning the
network, but this can be used to recursively subdivide the network into as many communi-
ties as desired. Other algorithms such as agglomerative clustering or MCL allow the user
to indirectly control the granularity of the output communities through certain parameters.
Still other algorithms, such as certain algorithms optimizing the Modularity function, do
not allow (or require) the user to control the output number of communities at all. Coming
to performance characteristics, algorithms also vary in their scalability to big networks, and
multi-level clustering algorithms provide a powerful framework for fast and high-quality
graph partitioning such as Metis [101], MLR-MCL [153] and Graclus [46] and local clus-
tering algorithms [160] that scale better than many other approaches.

2.2.3 Social Networks Research Topics

Social network analysis and social mining can be very useful in this context where RSs can
take benefit from social networks and conversely, where the formation and evolution of the

3http://weibo.com
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network can be affected by the recommendations. In order to illustrate this point, we can
mention three well known tasks in social network analysis and social network mining:

The first one is the identification of key actors which play a particular role or which
have a particular position in the network. Different indicators, such as the centrality or the
prestige were initially introduced mainly in order to highlight the “most important” actors
in the network [176]. With the appearance of online social networking, these measures
were recently revisited to detect actors called, depending on the authors, mediators, ambas-
sadors or experts. Among the actors who have received a lot of attention appears notably
the influencer who can be defined as an actor who has the ability to influence the behaviour
or opinions of the other members in the social network [13]. The identification of the influ-
encers can be seen as an optimization problem better known as “influence maximization”
(or “spread maximization”) that is NP-complete but approximated solutions can be deter-
mined thanks to greedy algorithms like “Cost-Effective Lazy Forward” (CELF) algorithm
or its extensions Newgreedy, Mixedgreedy or Celf++ [102].

Another well known problem in the context of social networks is that of community
detection. This problem has mainly been studied in the literature in the case where the
community structure is described by a partition of the network actors where each actor
belongs to one community [171, 52] and among the core methods we can mention those
that optimize a quality function to evaluate the goodness of a given partition, like the mod-
ularity, the ratio cut, the min-max cut, or the normalized cut, the hierarchical techniques
like divisive algorithms based on the minimum cut, spectral methods or Markov Cluster-
ing algorithm and its extensions. However, in real networks, an actor can often belong to
several groups and these overlapping communities can be detected using for example the
clique percolation algorithm implemented in CFinder or OSLOM (Order Statistics Local
Optimization Method). Other recent works have attempted to detect communities, taking
into account the profile of the users and their relationships [193]. These methods can be
applied to determine groups of users with similar characteristics or the same interests and
consequently, they can be integrated in collaborative RSs.

The evolution of the network is another challenge. Indeed, in many networks, the
structure of the network, in other word the actors as well as their relationships, changes
quickly over time. The identification of evolving communities or their detection over time
is also a subject of recent research which can be integrated in systems to improve recom-
mendations but the dynamic analysis of the network is also related to the link prediction
problem which aims to determine the appearance of new links or the deletion of links in
the network [62, 115, 12]. It is obvious that link prediction can be useful for people recom-
mendation and, conversely, recommendation approaches can allow to predict the evolution
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of the network. This temporal dimension is notably important in the context of mobile
applications in which moving actors are interacting with each other.

2.3 Sentiment Analysis

In this chapter is described the role of Sentiment Analysis in this research and in more
general scenario. Will be defined properties and taxonomies of sentiments giving examples
and definitions. In addiction will be presented some state-of-the-arts methodologies for
sentiment classifications and open research problems.

2.3.1 Definitions

Sentiment Analysis is an Artificial Intelligence and NLP field that have the aim to determine
the presence of subjectivity within expressions. For simplicity we can assume that this
expressions are always textual phrases, but there are various studies that refer to sentiment
analysis of videos or images [197] [92].

The following definition, from the survey proposed by Liu [116], results clear and sim-
ple: Sentiment Analysis studies the opinions, sentiments and the emotions expressed in a
text.

Starting from this definition, is possible to note that this three concept are slightly dif-
ferent, and this will be discussed forward in this chapter. To better understand the next
definitions, we can refer to the text example below:

"‘(1) I bought an iPhone a few days ago. (2) It was such a nice phone. (3) The touch

screen was really cool. (4) The voice quality was clear too. (5) Although the battery life

was not long, that is ok for me. (6) However, my mother was mad with me as I did not tell

her before I bought it. (7) She also thought the phone was too expensive, and wanted me to

return it to the shop. ... "‘ [116]
Reading the above examples, we can easily argue how is possible to convey opinions in

really different ways. First of all is possible to note that some opinions are positive (2,3 and
4), other negative (5,6, and 7), and still other do not contains opinions (1). Secondly it is
noted that the subject of the comment frequently change, passing from "iPhone" in general
(1) to some of its features that is touch screen (3), sounds quality (4), battery lifetime (5),
and price (7).

Now it is possible to introduce some important concept, that is, the Object or Entity.

Object or Entity: is the entity on which a comment is expressed.
Entity concept has been classified by Liu [116] listing exactly five types: product, person,
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Entity Type Example
Product I’m really loving my iPhone #loveit
Person Tiger Woods was simply amazing yesterday!!

Organization I will never give any chance to Samsung
Event Last Superbowl was one of the best sports event ever!
Topic Is irritating when something is happening and you can’t control it!

Table 2.2: Taxonomy of the entities on which are expressed opinions or sentiments

organization, event and topic. This taxonomy is resumed in table 2.2 and even if simple it
is quite complete.

The Entity, the iPhone in the previous example, has some detailed components bat-

tery,touch screen, color, price and many more. All of this kind of attributes is included in
the concept of Feature:

Feature: represent an attribute, a component of the Object or Entity
Going in details regarding the features is possible to also define that exists different

kind of feature [116]:

Explicit Feature: it is when the feature, or a synonym, explicitly appear in text Implicit
Feature: it is when the feature, or a synonym, does not explicitly appear in text or is
implied

Giving an example, in the phrase "‘this phone has an exorbitant price!"’ the feature
price appear explicitly in text. On the contrary in the phrase "‘this phone is too expensive!,
the presence of feature price is implied by the word expensive. An opinion regarding a
feature can be mainly expressed in two ways: comparative or direct.

A Comparative Opinion: express a similarity, a difference between two Objects or
between two Features.
The study of this comparative expressions is quite complex and is an open research problem
M. Ganapathibhotla e Bing Liu [59].

In the following definition, it is described a definition about the parts that compose a
direct opinion:

Direct Opinion: it is a quintuple (o, f, oo, h, t), where o is the Object, f is the Feature
of the Object o, oo is the polarity of the expressed opinion about the feature f regarding
the Object. h is the opinion-holder and t is the time when the opinion is expressed by the
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opinion holder h.

The Polarity, indicates whether an opinion is positive, negative or neutral. The
opinion-holder is the subject that comments on feature f, and thus is the one who ex-
presses an opinion with positive or negative polarity. Taking into account of the previous
example "She also thought the phone was too expensive", the opinion-holder is she, that is,
the person that expresses the opinion regarding the price. Recognising the opinion-holders,
in addiction to being hard, it’s not so interesting for sentiment analysis general purposes.

Different concept is about Subjectivity and Sentiment. This two concept may appear
quite similar, but in the literature are studied as two different classification problem [138].
The Subjectivity Classification solves if a text or a phrase contains an opinion or not, and
a non subjectivity text can be labeled as Objective text. On the contrary the Sentiment
Classification determines if a subjective text is positive or negative. Recovering the pre-
vious example we can now classify the phrase "‘I bought an iPhone a few days ago"’ as
not subjective or objective and (2) "‘It was such a nice phone"’ as an subjective phrase and
specifically a positive phrase.

The problem of sentiment classification is sometimes treated as a binary problem, as
we discussed since now, to identify positive or negative sentence. Many state-of-the-arts
approaches such as [43, 108] consider the sentiment classification as a multi-variate classi-
fication problem, in which the final classification is not limited to positive or negative but
can also identify much more deeply the several scale of emotions and sentiment polarities
as illustrated into the Plutchik emotion wheel in Figure 2.4. Since now, we used to see
many different scale of products’ review, from 1 to 5 stars or from 1 to 10 approval, but
if having a multi-variate scale of sentiment is an index of completeness, on the other hand
this can result much more hard to achieve and also inaccurate. Furthermore have to take
into consideration that can be more easier to give a two way opinion compared to giving
ten point scale opinion, and also in the latter case the opinion of two people can be a lot
different. This topic will be resumed in the following section when will be discussed some
sentiment classification algorithms.

2.3.2 Machine Learning and other approaches

In this section are described most used methodologies for sentiment analysis classification,
best practices from state-of-the-arts techniques, and useful corpus and resources to use into
sentiment analysis algorithms.

Most of the current sentiment analysis techniques can be referred to machine learning
techniques [138, 139, 136], where two classes are considered positive or negative, that is,
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Figure 2.4: The Plutchik emotion wheel

Figure 2.5: Binary sentiment and multiple sentiment
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sentiment classification as already defined in previous sections.
Supervised Learning. Supervised learning is the machine learning task of inferring a
function from labeled training data. The training data consist of a set of training examples,
that is, in the scenario of sentiment analysis a list of phrase with the labeled polarity. We
can therefore define:

• Input data as a set I (typically vectors)

• The set of output data O. Output can be a regression or a number.

• A function h that combine at each input data (I) the corresponding right output (O)

Any supervised learning algorithm is based on the assumption that having a relevant
number of labeled examples, the algorithm will be able to create a function f that will
approximate function h. If the approximation of h will results appropriate, when new in-
put data will be proposed to f , the function might will be able to provide a correct output
answer similar to answer provided from function h. This kind of learning is typically fast
and precise, despite of problems like overfitting [94] and the requirement to have a large
number of labeled data on input.
Unsupervised Learning. Unsupervised Learning consists of a class of problems in which
trying to solve automatically how data are organized. During the learning phase are pro-
vided only non-labeled examples, as the class are unknown but have to be learned au-
tomatically. Unsupervised approaches to sentiment classification can solve the problem of
domain dependency and reduce the need for annotated training data. Turney [168] uses two
arbitrary seed words (poor and excellent) to calculate the semantic orientation of phrases,
where the orientation of a phrase is defined as the difference of its association with each
of the seed words (as measured by pointwise mutual information). The sentiment of a
document is calculated as the average semantic orientation of all such phrases. Unsuper-
vised learning techniques generally works comparing or clustering data finding similarity
or difference patterns in the data.

Classification algorithms are used in both supervised and unsupervised learning. The
most used algorithms are Support Vector Machines SVM [139, 110] in the top ten of most
used algorithms in data mining [180], Naive Bayes [53, 30], Neural Networks [64], and also
clustering algorithms such as K-means, and matrix factorization [89]. Some research also
showed how is it possible to create proprietary algorithms [58] to improve classification
precision.

Any of those approaches surely have to analyze the terms contained in text, and the
most frequent techniques are the use of bag-of-words and N-Grams. The first one consists
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of representing the number of co-occurrence of a specific term in a entire analyzed docu-
ment. In this way is possible to take into account of the term frequency, but completely
loose the grammar, and therefore the context of the text. The second technique uses n-
grams, that is, a list of N consecutive words extracted from a phrase. Basing of the value
of N, is it possible to assume different analysis of sentiment. Usually the value of N is
between two (bigram) and three (trigram). The most recent Natural Language Processing
techniques are currently working on language models realized from N-grams that make
Markov chains [37]. These approaches analyzes the frequency of specific terms and infer
on texts to determine sentiment polarity with techniques from Information Retrieval such
as tf-idf. Other fundamental methodology of text analysis is the use of POS Tagger. The
goal of POS tagger, namely Part of speech tagger, is to discover the grammar kind of a
word. Giving in input at Stanford POS tagger 4 the sentence "‘I am a good boy"’ is ob-
tained in output:

"‘I|PRP am|VBP a|DT good|JJ boy|NN"’

As can be noted, at each word corresponds a symbol that means the grammar form in
which it appertain. Referring to table 2.3 are resumed the most used symbol for Stanford
POS tagger, the tagger that is used in this work.

POS tagging is an important task for sentiment analysis because one of the most used
techniques concern the isolation of specific terms and specific term pattern with high prob-
ability of polarity such as adjectives and adverbs. Some other approaches used POS tagged
words to train machine learning classifier and improve the sentiment classification [168].

2.3.3 Algorithmic Approaches

In this section are explained methods that do not use machine learning techniques, but
classify sentiment analyzing every single word within a sentence. Words that shape a sen-
tence in positive or negative way, are known in literature as opinion words or polar words.
Positive opinion words are for example good, "‘excellent"’, while "‘awful"’, and "‘ugly"’

represent negative opinion words. Comparative words such as "‘better"’ and "‘worst"’

don’t belong to the opinion word dictionary, but have to be treated in different ways.
The task of opinion word retrieval, or understand how to automatically identify those

words, can be considered one of the hardest task in sentiment analysis. One of the problem
is because opinion words are topic and domain dependent, for example the opinion word

4http://nlp.stanford.edu/software/tagger.shtml
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Pos Tag Description Example
CC conjunction and
CD cardinal numbers 1, third
DT def article the
EX there esistenziale there is
FW unknwown word lol, asd
IN preposition in, of, like
JJ adjective good
JJR comparative adjective better
JJS superlative adjective best
LS lists 1)
MD modal could, will
NN name, singolar table
NNS name plural tables
NNP noun, proper, singular David
NNPS noun, proper, plural Vikings
POS genitive marker friend’s
PRP pronoun, personal I, he, it
PRP$ pronoun, possessive my, his
RB adverb however, usual, naturally
RBR adverb, comparative better
RBS adverb, superlative best
RP particle give up
TO to to go, to leave
UH interjection ooohh, uuhhh, ahahah
VB verb, base form take
VBD verb, past tense took
VBG verb, present participle or gerund taking
VBN verb, past participle taken
VBP verb, present tense, not 3rd pers singular take
VBZ verb, present tense, 3rd pers singular takes
WDT WH-determiner which
WP WH-pronoun who, what
WP$ WH-pronoun, possessive whose
WRB WH-adverb where, when

Table 2.3: Treebank Pos Tagger List - Stanford University
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Table 2.4: A comparison of different algorithmic approach.

Feature Manual Dictionary Corpus

Automation HH N NN
Costruction Time HH N N
Rules Complexity N H H

Precision NN N N
Completeness N N H

Domain Dependent N HH NN
Term Recall N NN H

"‘long"’ in the context of battery life has a positive polarity. The same word referred to
queue has a negative polarity. Since this kind of example can be unlimited, determine a list
of positive or negative words can be really hard. A baseline approach to collect and manage
an opinion word set is to collect manually the largest number of words that matches the
specific domain is needed. This manual approach is of course the most precise, but it is not
feasible. For this reason is nearly always used in combination with automatic techniques.

Dictionary-based approaches represent an example of semiautomatic techniques, since
use a starting set of opinion words seed set that is manually retrieved [88]. Starting from
a small opinion word set of known polarity, is possible to expand this set with synonyms
and contraries found on Wordnet [129]. Once the process is completed, a domain expert
can correct or remove some words from the positive or negative set. Another common
strategy is to generate additional information to the created set, by integrating a glossary or
the use of machine learning algorithm [48]. The biggest problem using dictionary-based

techniques is to identify opinion word with a specific polarity for a certain domain.
Corpus-based methods are based on the identification of recurring pattern within the

textual sentences. This type of approaches corpus-based since require for the learning
process a huge numbers of textual examples. One of this methods [98] uses a seed set
of adjectives and grammar ties about most used conjunctions (and, or, but,), in order to
identify other adjectives that express a specific polarity. To give an example starting from
the phrase "This car is beautiful and spacious", if is note that beautiful is a positive opinion
word, using the conjunction and we can assert that also spacious is a positive opinion word.
Looking at an entire corpus is thus possible to create an adjective graph when a tie is
the connection between two adjective using conjunction, and therefore the final sentiment
classification is easy.

In Table 2.4 are compared the described methodologies. The approaches that are based
on corpus are not effective as the one based on dictionaries regarding the recall of opinion
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words. This because is harder to find in a corpus all of possible terms that can be repre-
sented in a dictionary. The recall measure is used in Information Retrieval and indicates
the proportion of relevant document retrieved. This is the formal definition of recall:

recall =
Number o f relevant documents retrieved

Total number o f relevant documents
(2.9)

An exhaustive resume of main techniques of sentiment analysis is given by Prabowo
and Thelwall [145] in Figure 2.6 and counts the most used and important state-of-the-arts
techniques.

Turney [168] uses an unsupervised learning algorithm to classify reviews. The classifi-
cation is binary, that is, the goal of the algorithm is to provide whether a review is suggested
or not. The algorithm takes in input the text of the review and gives in output the binary
classification following these steps:

1. extract sentences that contains adjectives or adverbs using a POS tagger,

2. compute the semantic polarity of each sentence,

3. classify the review obtaining the average polarity of each sentence.

To compute the polarity, are extracted couple of words that respect one of pattern
showed in Figure 2.7, and the polarities are calculated verifying the nearness of these cou-
ple of words with two extreme sentiment as poor and excellent. The exact equation is given
as follows:

log
(
hits( f raseNEAR”excellent”)hits(”poor”)
hits( f raseNEAR”poor”)hits(”excellent”)

)
(2.10)

where hits value is computed with a search engine like Altavista Advanced Search
Engine5 using the operator near in the research.

A different approach proposed by Pang and Lee [139] takes inspiration from Turney
but investigating how the sentiment classification can be take back to a problem of topic

classification where the two admitted classes are positive and negative. The evaluation
tests are obtained using an IMDB corpus 6, where they manually tagged 700 positive and

5http://www.altavista.com/web/adv now yahoo.com
6http://www.imdb.com
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Figure 2.6: Resume of main state-of-the-arts approaches for sentiment analysis classifica-
tion
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Figure 2.7: Two word pattern used by Turney [168]

700 negative reviews and evaluate the classifier with different algorithms: Naïve Bayes,
Maximum Entropy and Support Vector Machine. Results are showed in Figure 2.8 and
shows how efficient is Support Vector Machine compared with other algorithms.

Figure 2.8: Experimental results discovered by by Pang and Lee [139]

2.3.4 Corpus and Dataset

Nowadays the increasing interests of intelligent systems, and the use of machine learning
techniques for natural language processing and information retrieval tasks, have raised the
demand of dataset and corpus for testing and comparing algorithms. More concretely, this
datasets contain dictionaries of positive and negative terms, or corpus with labeled data for
supervised learning algorithms. For the only goal of information retrieval, this information
can be extracted also from websites that provide a large number of different reviews such as
Amazon7, Epinions8 or ConsumerSearch9, or in addiction more specialized website such as
Rotten Tomatoes10, or TripAdvisor11. Most of this resources are available for English, but it

7http://www.amazon.com/
8http://www.epinions.com/
9http://www.consumersearch.com/

10http://www.rottentomatoes.com/
11http://www.tripadvisor.com/
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is increasing the number of italian resources such as AlaTest12 and Ciao.it13. Furthermore
also social networks are really a great source of textual information both for sentiment
analysis and information retrieval. In particular the most used is Facebook but has not any
public API access to gather user data. The second one is Twitter, much more important for
researcher because has a public API to gather textual data and users’ information. This is
also the main social network used in all of presented work in this thesis. Finally there are
also other minor social network like Instagram and Linkedin but are much less interesting
for sentiment analysis task.

Despite the large number of website and interesting social networks, there aren’t many
labeled dataset to use and especially for social networks and, more important, currently
there are any standard social dataset to make some test. Below is possible to find some of
this labeled datasets:

• Cornell movie-reviews datasets14: is composed from three datasets. The first one
with labeled binary sentiment such as positive and negative. The second one with
a range of sentiment between one and five, and the latter containing 5000 objective
sentences and 5000 subjective sentences.

• Movie Review dataset: available online15 is built by 25,000 movie reviews for train-
ing and 25,000 for testing. CITE ->

• NTCIR multilingual corpus: requires the registration16 and also support Chinese
and Japanese. Note that includes also who is the opinion holder within each sentence.

• Stanford Twitter sentiment corpus 17 consists of two different sets, training and
test. The training set contains 1.6 million tweets automatically labelled as positive or
negative based on emotions. For example, a tweet is labelled as positive if it contains
:), :-), : ), :D, or =) and is labelled as negative if it contains :(, :-(, or :(.

• Obama-McCain 2008 Debate 18 The dataset was constructed from 3,238 tweets
crawled during the first U.S. presidential TV debate in September 2008 and tagged
using Amazon Mechanical Turk and sentiment was tagged as positive, negative,
mixed, or other.

12http://www.alatest.it
13http://www.ciao.it
14http://www.cs.cornell.edu/people/pabo/movie-review-data/
15http://ai.stanford.edu/~amaas/data/sentiment/
16http://research.nii.ac.jp/ntcir/permission/ntcir-7/ntcir7moat-xinhua-EandSC.

html
17http://help.sentiment140.com/
18https://bitbucket.org/speriosu/updown
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• Sentiment Strength Twitter Dataset 19 This dataset consists of 4,200 tweets manu-
ally labeled in a range of sentiment strength between -1 and +5.

• Sentiment Strength Twitter Dataset 20 The Sanders dataset consists of 5,512 tweets
on four different topics (Apple, Google, Microsoft, Twitter). Each tweet was manu-
ally labelled as positive, negative, neutral, or irrelevant with respect to the topic.

• Sentiment Strength Twitter Dataset 21 This is a collection of datasets that were
built for a challenge where participants evaluate their systems for sentiment analysis
classification and many other tasks.

• MPQA corpus[178]: is available online 22, and contains more than 500 hundred
news articles from different sources and manually labeled.

In addiction to the aforementioned dataset, other useful resources for sentiment analysis
are dictionaries and glossaries. Below are showed the most used in the field of sentiment
analysis:

• Emotion Words: This is a collection of adjectives divided by the type of sentiment.
It can be found online at 23 and it is manually labeled.

• The Linguistic Inquiry and Word Count (LIWC)24: This is a software that helps
to produce linguistic analysis of textual content. It refers to 2,290 unique linguistic
stem such as if a word contains positive or negative emotion or if represents anger or
stress and much more. In addiction, it is possible to extract the word dictionary that
run the software.

• Subjectivity Lexicon: this resource is available to download at 25. It contains a list
of subjectives terms, the prior polarity of each term such as positive, negative, or
neutral and also the strength of polarity if strong or weak. Is used by Wilson et al.
[178].

19http://sentistrength.wlv.ac.uk/
20http://www.sananalytics.com/lab/
21http://alt.qcri.org/semeval2016/index.php?id=tasks
22http://mpqa.cs.pitt.edu/corpora/mpqa_corpus/
23http://www.derose.net/steve/resources/emotionwords/ewords.html
24http://www.liwc.net/
25http://mpqa.cs.pitt.edu/lexicons/subj_lexicon/
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• SentiWordnet: it is also available online 26. This is a lexicon created by the Institute
of Science and Technology CNR27 to support opinion mining techniques and algo-
rithms. Infers on terms gathered from Wordnet and grouped by synonyms. For each
term is defined a score from zero to one respecting of three parameters: positivity,
negativity and neutrality.

• WordNet Affect: is available both for research and commercial use at 28. It uses
Wordnet to creare dictionaries for specific domain such as politics, economics, sports.

• Affective Norms for English Words(ANEW)29: this resource contains a set of nor-
mative emotional ratings for a large number of words in the English language. This
set of verbal materials have been rated in terms of pleasure, arousal, and dominance
in order to create a standard for use in studies of emotion and attention.

26http://sentiwordnet.isti.cnr.it/
27http://www.isti.cnr.it/
28http://wndomains.fbk.eu/wnaffect.html
29http://csea.phhp.ufl.edu/media/anewmessage.html
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Chapter 3

Sentiment-based User Recommender on
Twitter

Nowadays, the emerging popularity of Social Web raises new application areas for recom-
mender systems. The aim of a social user recommendation is to suggest new friends having
similar interests. In order to identify such interests, current recommender algorithms ex-
ploit social network information or the similarity of user-generated content. The rationale
of this work is that users may share similar interests but have different opinions on them.
As a result, considering the contribution of user sentiments can yield benefits in recom-
mending possible friends to follow. In this paper we propose a user recommendation tech-
nique based on a novel weighting function, we named sentiment-volume-objectivity (SVO)

function, which takes into account not only user interests, but also his sentiments. Such
function allows us to build richer user profiles to employ in the recommendation process
than other content-based approaches. Preliminary results based on a comparative analysis
show the benefits of the advanced approach in comparison with some state-of-the-art user
recommender systems.

3.1 Introduction

The growing popularity of social networks increases the availability of user sentiments,
which has become a significant impact factor on buying decisions, brand reputations and
public opinions. Furthermore, recommending pertinent news stories, documents, and users
to follow, has long been a favourite domain for recommender systems research. Several
new approaches harness real-time micro-blogging activity from services, such as Twitter1,
as the basis for identifying user preferences and filtering relevant contents to specific peo-
ple. Recently, Twitter has become an interesting source of research activity as a result of the

1twitter.com
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large amount of available user-generated data. In particular Twitter permits users to share
a sentence - called tweet - to the followers, with a maximum length of 140 characters.

In this instance, the purpose of user recommendation is to identify relevant people to
follow among millions of users that interact in the social network. Previous attempts in-
clude both content-based and graph-based approaches. The former focuses on metrics for
measuring the topic similarity among Twitter users, the latter exploits the graph of relation-
ships among users to infer correlations.

The main idea behind this work is that users may share similar interests but have dif-
ferent opinions about them. Therefore, we extend the content-based recommendation by
means of the sentiments and opinions extracted from the user micro-posts in order to im-
prove the accuracy of the suggestions. This leads us to define a novel weighting function
in order to enrich content-based user profiles.

3.2 Related Work

In spite of the growing body of research on exploiting user-generated contents in recom-
mendation engines, there are few attemps to consider sentiment included in micro-posts
during the recommendation process. Singh et al. [159] introduce a hybrid recommender
system that improves the results of collaborative filtering by incorporating a sentiment clas-
sifier in the movie recommendation scenario. Bank and Franke [21] try to better represent
public product reviews on weblogs through different text mining techniques. Faridani [49]
achieves the same goal by exploiting a multivariate regression approach. As far as we are
aware, there are no attempts towards sentiment user recommendation in social networks.

User recommendation approches that ignore user opinions have been proposed by Freyne et

al. [54] and Chen et al. [33] exploring different recommendations strategies. Guy et al. [76]
propose a people recommendation engine within an enterprise social network site scenario.
They aggregate several different sources to derive factors that might influence the simi-
larity measure. Twittomender [84] lets users find pertinent profiles on Twitter exploiting
different strategies, both content-based and collaborative ones. Arru et al. [15] propose a
signal-based representation of user interests in order to draw similarities among people.

3.3 Sentiment Analysis Algorithm

Sentiment analysis or opinion mining is formally defined as the computational study of
sentiments and opinions about an entity expressed in a text. According to Liu [116], the
entity is classified into five categories: product, person, brand, event, concept. Particularly,
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Table 3.1: Emoticons Noisy Label

Positive Negative Neutral
:) :( :|
:-) :-( -.-
:D ;(
;) ;-(

in this work we assume the concept as the sentiment analysis target entity. Sentiment
analysis is a difficult task, hence - before the setup of the algorithm - some assumptions
are needed. There are multiple granularity levels of sentiment analysis, as explained in [9]:
feature-level, entity-level, sentence-level, document-level.

In this work we consider sentiment analysis at sentence-level. Specifically, in the Twit-
ter domain we assume that a sentence matches the whole tweet. Moreover, we assume that
each sentence contains only one opinion related to the entity.

The goal of our sentiment analysis system is to obtain an output value that represents
how much positive, negative or neutral is the sentiment expressed in a tweet. For this
reason, we implemented a Supervised Machine Learning algorithm based on a Naïve Bayes
classifier. With a view to training our algorithm, we needed a dataset with labeled tweets.
However, due to the lack of a Twitter public dataset, we decided to follow an alternative
approach. Instead of manually building a labeled dataset, Bhayani et al. [65] propose to
employ a noisy dataset of positive, negative, and neutral tweets. The labels correspond to
special sequences of characters in the tweets, such as positive or negative emoticons (e.g.,
:-D ;-( ), hashtags (e.g., #iloveit, #ihate) or keywords (e.g., good, sad). Even though
these labels do not always correspond to the right sentiment expressed by the tweet, they
allow us to collect a large amount of data for training.

The Twitter APIs2 have been used to retrieve a set of tweets containing the aforemen-
tioned features. The final training dataset counts 150000 tweets divided in 50000 tweets for
each class. Because the experimental evaluation is conducted on events related to the 2013
Italian political elections, the TextCat language recognizer3 is employed to limit the set to
Italian tweets. In order to increase the classifier precision and reduce the presence of noise,
we performed a feature selection. In particular, the terms with low values of Salience are
discarded. The Salience of a term t is defined by Pak et al. [135] as follows:

S alience(t) =
1
N

N−1∑
i=1

N∑
j=i+1

1 −
min(P(t ∈ Li), P(t ∈ L j))
max(P(t ∈ Li), P(t ∈ L j))

(3.1)

2dev.twitter.com
3www.let.rug.nl/vannoord/TextCat/
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Table 3.2: Hashtags Noisy Label

Positive Negative Neutral
#love #fail #news

#soexcited #worstfeeling #rainews
#excited #sadtweet #cnn

#bestfeeling #worst #bbc
#loveit #sad #job
#happy #sosad -

#sohappy #hateit -
#sogood #hate -

#bestfeelingever #depressing -
#happiness #bored -

#smile #ihate -
#amazing - -

where N is the number of the dataset labels, namely, N = 3 (i.e., positive, negative, and
neutral) and P(t ∈ L) is the likelihood that the term t belongs to the label class L. A zero
value of Salience means that the term t appears uniformly in each dataset, thus it is a good
candidate to be discarded. Finally, as for the Machine Learning algorithm, a Naïve Bayes
classifier is trained on the training data, where each tweet is represented as a feature vector
made up of the following groups of features:

• Bag-of-words: vectors of word unigram;

• Word polarities: using the LIWC4 content analysis dictionary, we extracted features
for positive, negative, and neutral words. Individual word polarities are inverted if
the word follows a negation;

• Negations: we add the "NEG_" suffix to each word following a negation pattern (e.g.,
"not perfect" becomes ‘perfect_NEG’) according to the approach proposed in [37];

• Elongated words: we represent as a feature the presence of words with one character
repeated more than two times, (e.g., "looove", "yesss");

• Part-of-speech tags: they provide a rough measure of the tweet content.
4liwc.net
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3.4 SVO Recommendation Approach

3.4.1 User profiling

Several approaches to user recommendation are based on the definition of a similarity mea-
sure between two users ui and u j. Given the user ui, the ranked list of suggested users cor-
responds to the set of users u j that maximize the aforementioned measure. Content-based
approaches define this measure by analyzing the user tweets. The set T of tweets tweets(u)
posted by the user u can be viewed as an extension of the bag-of-word model, where con-
cepts are more semantically significant and less ambiguous than plain keywords. Instead
of using complex semantic annotators, a concept is uniquely identified through hashtags

contained in the tweet, namely, the metadata tags that are used in Twitter to indicate the
context or the flow a tweet is associated with. Thus, we define the profile p of the user u as
the set of weighted concepts:

p(u) = {(c, ω(u, c))|c ∈ Cu} (3.2)

where ω(u, c) is the relevance of the concept c for the user u, and Cu is the set of concepts
cited by the user u. The weighting function will be discussed in the following section.

The user profile representation is generated by monitoring the user activity, that is, all
the tweets included in the observation period. Afterwards, given two users ui and u j, and
their profiles p(ui) and p(u j), the similarity function is defined in terms of cosine similarity:

sim(ui, u j) = sim(p(ui), p(u j)) =

=

∑
c∈Cui∪Cu j

ω(ui, c) · ω(u j, c)√∑
c∈Cui

ω(ui, c)2 ·
√∑

c∈Cu j
ω(u j, c)2

(3.3)

where Cui and Cu j are the concepts in the profiles of users ui and u j, respectively.

3.4.2 SVO Weighting Function

The idea behind this work is that taking into account user attitudes towards his own interests
can yield benefits in recommending friends to follow. Specifically, we consider (i) which
is the sentiment expressed by the user for a given concept, (ii) how much he is interested in
that concept, and (iii) how much he expresses objective comments on it.

In our model the first contribution S (u, c), namely, the sentiment of the user u about a
concept c, is obtained as follows:

S (u, c) = norm
(

Pos(u, c) − Neg(u, c)
Pos(u, c) + Neg(u, c)

)
(3.4)
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where Pos(u, c) and Neg(u, c) are the sums of the positive and negative tweets written by
the user u regarding the concept c, respectively. Such values are calculated by means of
our proposed Machine Learning algorithm (see Section 3.3) that classifies the tweets as
positive, negative or neutral. A low value of S (u, c) means that the user sentiments towards
the concept c are negative, on the contrary a high value represents positive sentiments.

The norm function is used to normalize the output value within the [0, 1] range:

norm(x) =
1

1 + (k−x)
(3.5)

where k = 10.
The second contribution is the volume V(u, c), that is, how much a user u wrote about a

specific concept c and is defined as follows:

V(u, c) =
tweets(u, c)∑N

i=1 tweets(u, ci)
(3.6)

where tweets(u, c) is the number of tweets written by the user u about a specific concept c,
and N is the total number of concepts dealt with by u.

The third contribution is the objectivity O(u, c). With this term we denote how many
tweets about a concept c are objective, namely, do not contain sentiments or opinions. This
may be important because neutral tweets are tipically news, so quite significant for the
similarity of user profiles but less relevant for the sentiment analysis.

O(u, c) is defined as follows:

O(u, c) =
Neutral(u, c)

Pos(u, c) + Neg(u, c) + Neutral(u, c)
(3.7)

where Pos(u, c), Neg(u, c) and Neutral(u, c) are the sums of the positive, negative, neutral
tweets written by the user u relative to the concept c, respectively.

Based on such contributions, we proposed a novel weighting function, we called sentiment-

volume-objectivity (SVO) function, that takes into account all of them. It is defined as
follows:

S VO(u, c) = αS (u, c) + βV(u, c) + γO(u, c) (3.8)

where α, β, and γ are three constants ∈ [0, 1], such that α + β + γ = 1. The function
S VO(u, c) ∈ [0, 1] is the weighting function ω(u, c) that appears in the Equations 2 and 3.

The experimental evaluations (Section 3.5) shows the computation of the values of the
parameters α, β, and γ that maximize the performance of the recommender.
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3.5 Experimental Evaluation

3.5.1 Dataset

In order to evaluate the proposed model, we considered a case study rich of sentiments,
such as the 2013 Italian political elections. Using the Twitter APIs we selected 31 hashtags
for retrieving the Twitter streams about politician leaders and parties from Jan 25th to Feb
27th. Furthermore, because social networks are dynamic and fast-changing, we retrieved
the hashtags that more often co-occur in the obtained tweets and added them to the initial
hashtag set. This way, we took into account the trending topics that may be ignored in the
initial query setup. The final dataset counted 1085000 tweets, meaning over 30000 tweets
per day. The number of Twitter messages posted per user follows a power-law distribution.
For the experimental evaluation we finally selected 1000 users that (i) posted at least 10
tweets in the observed period, and (ii) had more than 15 friends and followers already
stored into the dataset.

3.5.2 Evaluation

The goal of our user recommender system is to suggest to a user someone to follow, with
similar interests and opinions. In order to compare different profiling approaches and rec-
ommendation strategies, we need to understand when a user u1 is relevant for a user u2. In
this work we suppose that u1 is relevant for u2 if a following relationship exists between
them. This assumption has recently became a commonplace among social networks rec-
ommender systems [2, 96, 15] and is supported by the phenomenon of homophily, that is,
the tendency of individuals with similar characteristics to associate with each other.

We performed a preliminary evaluation in order to assess the effectiveness of the pro-
posed approach. For the sake of brevity, in this paper we only report the results of a com-
parative analysis of our approach with two traditional approaches that do not consider sen-
timent: (i) cosine similarity in a Vector Space Model (VSM) where vectors are weighted
hashtags, and (ii) the function S 1 proposed by Hannonet al. [84]. We used different metrics
to express the evaluation results. Success at Rank K (S@K) provides the mean probability
that a relevant user is located in the top K positions of the list of suggested users. Mean

Reciprocal Rank (MRR) indicates the average position of a user in the recommended list.
Mean Average Precision at cut-off K (MAP@K) is the average of the precision value for
each of the top-K recommended users. Figure 3.1 shows the obtained evaluation results.
As can be seen, our approach outperforms the other ones according to each evaluation met-
ric. These findings confirm that sentiment is a valuable feature to be considered in order
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to improve the user recommender systems. As a marginal note, the absolute values of the
achieved results are high due to the characteristics of the built dataset, where the relations
among users are significantly dense. Finally, we also analyzed the user recommender per-
formance in terms of variations of the three parameters α, β, and γ (see equation 3.8). In
order to determine the best values of those parameters, we implemented a mini-batch gradi-

ent descent algorithm. The best results, according to aforementioned metrics, was achieved
running the evaluation with α = 0.3, β = 0.6, and γ = 0.1. Based on the proposed model
and the used dataset, these weights appear to highlight the contribution of the volume and
the sentiment in comparison with the objectivity.

Figure 3.1: Comparative analysis among the proposed approach and two other state-of-the-
art methods.

3.6 Summary

In this paper we have described a user recommender system for Twitter. Our work empha-
sizes the use of implicit sentiment analysis in order to improve the performance of the rec-
ommendation process. We have defined a novel weighting function that takes into account
sentiment, volume, and objectivity related to the user interests. This technique allowed us
to build more complete user profiles than traditional content-based approaches. Prelimi-
nary results show the benefits of our proposed model compared with some state-of-the-art
methods.
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As future work we are planning a deep sensitivity analysis to investigate whether social
interactions, user preference and dataset characteristics shape parameters α, β, and γ. We
will also include some improvements of the recommendation process taking into account
other elements (e.g., named-entities, persons, products) and semantic representations of
hashtags (e.g., [24]). A future study will also focus on the use of the implicit sentiment
analysis using graph-based techniques and into collaborative filtering approaches.
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Chapter 4

Exploiting Signals and Temporal
Dynamics for a People-to-People RS

Apart from few notable exceptions, traditional user modeling approaches pay no attention
to the temporal dynamics of changing interests, thereby ignoring important information
that may be useful to better characterize a specific user. In this paper we describe a prelimi-
nary investigation of a novel user model, called bag-of-signals, that can also represent how
user interests vary over time for creating more comprehensive user profiles. Such model
involves the use of the wavelet transform, a signal processing technique that captures the
frequency content of any signal, together with their precise location of occurrence in the
time domain. As case study, we employ the advanced model to build a recommender sys-
tem of new users to follow in social media, focusing on the case of Twitter. After evaluating
the performance of the proposed model, we added another signal dimension that represent
the sentiment of a user toward a specific topic, as presented in the previous Chapter 3. A
comparative analysis, using real-user data, with some state-of-the-art techniques reveals the
benefits of the proposed user modeling approach, and the addictional benefits of the SVO

weighting schema.

4.1 Introduction

User interests and preferences constantly evolve as the ecosystem including users and ob-
jects of their interest is ever changing. Users may influence each other and their inclinations
may alter over time. Therefore, tracking the temporal dynamics of user interests could help
improve personalized systems. However, the so-called monolithic profile representations
do not include the time patterns of changing interests. Indeed, their representation and
analysis bring significant challenges. As possible solution we propose a novel user model,
called bag-of-signals, which relies on a signal processing tool that seems tailor made to
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carry out this task: the discrete wavelet transform (DWT). Thus, we employed our pro-
posed user model in a user recommender on Twitter 1 and evaluated its performance in
comparison with some classic approaches. After evaluating the performance of proposed
approach, we added another signal dimension that represent the SVO of a user toward a spe-
cific topic. The Sentiment Analysis model and weighting schema was build as proposed
in the previous Chapter 3. The research questions we pose are (i) can the consideration of
temporal patterns of changing users interests really impact the characteristics and quality
of user recommender? (ii) can Sentiment Analysis yield some benefits to the proposed
temporal-based RS?

4.2 Related Work

In literature there exist not many studies that explicitly consider the temporal dynamics of
changing user interests. Research on collaborative filtering shows the importance of their
integration in recommendations algorithms [107]. Abel et al. report an in-depth analysis of
topics discussed on Twitter and advance a user modeling framework for creating user pro-
files able to take into account their time patterns [5]. Hannon et al. propose a content-based
approach that - like the present work - starts from a document-based representation of the
user tweets [80]. They also extend it to include follower and following tweets, so enrich-
ing the user profile. Furthermore, almost the same authors have addressed the monolithic
profile issue as well [83]. Instead of adopting a temporal profiling approach, however, they
put forward a faceted profile structure that makes different types of interest more explicit.
A first preliminary attempt of using the wavelet theory for recommendation tasks has been
proposed in [22, 23]. The authors suggest a comparison among time habits in order to
improve traditional collaborative approaches for movie and music recommendation. In ad-
diction there are others version of the presented model which consider wavelet and signal
that were published during this Ph.D. thesis [16, 29].

4.3 Bag-of-Signals User Model

Inspired by the work described in [140], we cast the problem of user representation into
the problem of document representation. Such assumption allows us to borrow Information
Retrieval (IR) techniques.

The context of user recommendation on Twitter requires some definitions. We define
pseudo-document related to a user u ∈ U the set of all tweets x ∈ X posted by u in a given

1https://twitter.com
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observation period ∆T

PseudoDoc(u,∆T ) = {x ∈ X | author(x) = u, time(x) ∈ ∆T } (4.1)

with U set of all users and X set of all tweets. A natural extension of the well-known bag-

of-words representation is the bag-of-concepts representation, where concepts instead of
keywords are extracted from pseudo-documents. In this work, we consider the following
types of concepts: (i) words or sentences prefixed with the symbol #, namely, hashtags, (ii)
atomic elements in text classifiable into predefined categories (e.g., names of celebrities,
places, events, companies), namely, entities, and (iii) subjects of tweets, namely, topics. In
our approach, we employed OpenCalais 2 for entity extraction and WikipediaMiner 3 for
topic detection and disambiguation. Then, we define bag-of-concepts user model of a user
u ∈ U the set of weighted concepts c ∈ Cu, with Cu set of all concepts extracted from all
tweets posted by u in ∆T

PBoC(u) = {c · w(u, c),∀c ∈ Cu} (4.2)

where w(u, c) is a function that gives the weight of the concept c for the user u. Now
we have all the elements to define a new representation, which we call bag-of-signals to
emphasize that the user model is made up of a set of signals, each of which is related to a
different concept expressed by the user. Such representation is directly generated from the
user activity, that is, all tweets posted by him during the observation period ∆T . In order
to ensure the construction of the signals, it is necessary to extend the definition of pseudo-
document to a more specific one: given a set of consecutive and same length intervals
∆t j ∈ ∆T , with j = [1, 2, · · · ,N], and

∆t1 + ∆t2 + · · · + ∆tN = ∆T (4.3)

we define pseudo-fragment related to a user u ∈ U and an interval ∆t j, the set of all tweets
x posted by u in ∆t j

PseudoFragment(u,∆t j) = {x ∈ X | author(x) = u, time(x) ∈ ∆t j} (4.4)

Then, we define a signal su,c related to a user u ∈ U and a concept c ∈ Cu as follows:

su,c = [S u,c(∆t1), S u,c(∆t2), · · · , S u,c(∆tN)] (4.5)

The value of each signal component S u,c(∆t j) is determined by a weighting functionω(u, c,∆t j)
where u is a user, c a concept, and ∆t j an interval.

2http://www.opencalais.com/
3http://wikipedia-miner.cms.waikato.ac.nz/
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This function is used to give more importance to the concepts that appear more times
in the user pseudo-document, but that are generally less frequent. For its definition we
followed a traditional tfidf approach; the function ω(u, c,∆t j) is therefore given by the
product of two components as follows:

ω(u, c,∆t j) = c fu,c,∆t j · ip fc,∆T (4.6)

The first component, which we call concept-frequency function, is defined as follows:

c fu,c,∆t j =
|nc,∆t j |

maxc∈Cu, j∈[1,N]{nc,∆t j}
(4.7)

where |nc,∆t j | is the frequency of the concept c in a specific pseudo-fragment, maxc∈Cu, j∈[1,N]{nc,∆t j}

is the frequency of the most frequent concept c within all pseudo-fragments related to
the user u. The second component of the weighting function ω(u, c,∆t j), named inverse-

period-frequency function, is defined as follows:

ip fc,∆T = log
(
|∆t j ∈ ∆T |
|∆t j : c ∈ ∆t j|

)
(4.8)

where |∆t j ∈ ∆T | is the total number of pseudo-fragments in ∆T (i.e., N), |∆t j : c ∈

∆t j| is the number of pseudo-fragments in ∆T wherein concept c appears. In the bag-of-
concepts model, a user is represented through a set of concepts weighted according to their
occurrences within the pseudo-document. In the proposed model, a user is represented
by a set of signals related to several concepts extracted from tweets posted by u in the
observation period. We define bag-of-signals user model of a user u ∈ U the set of signals
su,c related to u, whose components S u,c(∆t j) are determined by the weighting function
ω(u, c,∆t j)

PBoS (u) = {su,c,∀c ∈ Cu} (4.9)

Hence, the elementary units of the bag-of-signals representation are signals, each of which
related to one of concepts c ∈ Cu.

These signals show strong discontinuities and sharp spikes. Signal processing provides
an ideal tool for representing and analyzing such kind of signals: the discrete wavelet
transform (DWT) [68]. Wavelets are mathematical functions that may be located both in
time (space), as well as in scale (frequency), thus providing an accurate time-scale map of
the signal. The wavelet-based analysis relies on the use of a prototype function, so-called
mother wavelet, whose translated and scaled versions constitute the basis functions for the
series expansion that ensures the representation of the original signal through coefficients.
Operations involving signals can, therefore, be developed - in a more streamlined and effi-
cient way - directly on corresponding wavelet coefficients. If the mother wavelet is properly
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selected (in our approach we chose the Haar wavelet for its compact support), the wavelet
transform allows for best capturing signal dynamics. Computation of the wavelet transform
can be performed in a fast way (with computational cost O(n), if n is the number of signal
samples) by means of the fast DWT [120]. In our approach we consider the approximation
Al(s) of the signal s at level l-th, which is defined by the set of approximation coefficients
of the DWT limited to the level l-th

Al(s) = {as,l[ j], j = 1, ..., 2l} (4.10)

Given two users u1, u2 and their respective bag-of-signals profiles PBoS (u1), PBoS (u2), sev-
eral different wavelet-based similarity functions sim(u1, u2) can be defined. In our previous
work [17], we tested some of them obtaining the best results with

sim(u1, u2) =

∑
c∈(Cu1∪Cu2 ) ξ(su1,c) · ξ(su2,c) · zl(su1,c, su2,c)√∑

c∈Cu1
ξ2(su1,c) ·

√∑
c∈Cu2

ξ2(su2,c)
(4.11)

where Cu1 and Cu2 are the sets of concepts related to the signals su1,c ∈ PBoS (u1) and su2,c ∈

PBoS (u2) respectively, the function ξ(s) represents the energy of the signal s, and zl(s1, s2)
is a function that specifies how much the signals s1 and s2 have similar time use patterns.
Given a discrete-time signal s, limited and with N real components S (i), the energy ξ(s) of
the signal s is defined as follows:

ξ(s) =

N∑
i=0

S (i)2 (4.12)

The function zl(s1, s2) in Equation 4.11 returns a value between 0 and 1, providing a mea-
sure of how much the concepts belonging to two different profiles have been used with
similar time patterns. Such function is obtained as follows: given two signals s1 and s2 and
their respective DWT approximations at level l-th Al(s1) and Al(s2) (see Eq. 4.10), we have

zl(s1, s2) =

|2l |∑
j=1

as1,l[ j] · as2,l[ j] (4.13)

whose normalized version zl(s1, s2) that appears in Equation 4.11 is given by

zl(s1, s2) =
zl(s1, s2)

√
zl(s1, s1) · zl(s2, s2)

(4.14)
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4.3.1 SVO Signal

In order to evaluate also in this work the effectiveness of sentiment analysis in a recom-
mender systems, we integrated the SVO weighting model presented in Chapter 3 in the
aforementioned bag of signal model. The weighting function is calculated as follows:

ω(u, c,∆t j) = αS ∆t(u, c) + βV∆t(u, c) + γO∆t(u, c) (4.15)

where S VO values are the same expressed in Chapter 3.4.2 and the used similarity
function refers to Equation 4.11.

4.4 Experimental Evaluation

Testing a user recommender on a social network like Twitter raises many challenges that it
is not possible to discuss here for lack of space. In short, the basic idea we followed has
been to exploit social relationships between users in order to establish if a user is really
relevant for another one. We made a strong assumption: a user u1 is relevant for a user
u2 if exists a following relationship between them. This hypothesis is supported by the
phenomenon of homophily according to which two similar users have more probability to
follow each other than two not similar users.

The dataset used for the experimental efforts has been obtained starting from the one
proposed and employed in [2]. We enriched that dataset following those 20,000 users from
October 2014 to January 2015. We selected only the 1500 users that posted at least ten
tweet at month and at least 20 tweets in the whole observation period, obtaining more than
1 million tweets.

In the experimental tests we have used the Success at Rank K (S@K) and Mean Re-

ciprocal Rank (MRR) as evaluation measures. S@K provides the mean probability that a
relevant user is located in the top K positions of suggested users, MRR indicates the average
position of a user in the recommended list.

To evaluate the effectiveness of the proposed approach we performed several prelimi-
nary tests, whose results can not all be reported for space reasons. Hereafter, we include the
results of a comparative analysis (see Fig. 4.1 and Fig. 4.2) between the approach based on
bag-of-signals model and two traditional methods that do not consider the time dimension:
(i) cosine similarity in a Vector Space Model (VSM) where vectors are weighted concepts,
and (ii) the function S1 proposed in [80], which is based on a vector user representation.
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Figure 4.1: Results of a comparative analysis among our approach and two classical tech-
niques advanced in literature, that is, Vector Space Model (VSM) and function S1 (see [80]),
in terms of S@10

Figure 4.2: Results of a comparative analysis among our approach and two classical tech-
niques advanced in literature, that is, Vector Space Model (VSM) and function S1 (see [80]),
in terms of MRR
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Firstly, it can be noted that our approach based on hashtags performed significantly
better than the same approach based on entities and concepts. This might seem an unex-
pected result, because entities and concepts should be more semantically significant than
simple hashtags. Moreover, in principle entities and concepts should appear in users ac-
tivities more often than hashtags. Indeed, while some users do not use hashtags, most of
them report entities in their posts, and topics should be extracted from any tweet. However,
analyzing the models constructed from the two different types of concepts, we found out
that entity-based profiles were composed of 63 signals on average, concept-based profiles
of 85 signals, while hashtag-based profiles were composed of 223 signals.

Hence, our theory is that the smaller amount of information in case of entities and
concepts, resulted in worse results than those obtained by extracting hashtags. This result
also shows how the Twitter hashtag mechanism is well-established and widespread, and
then it can be usefully exploited for user profiling purposes. Furthermore, it can be observed
that our approach performs definitely better than baselines. These findings confirm that
harnessing the time dimension can guarantee better results in user profiling.

Figure 4.3: Performance of the proposed approach in terms of S@10 for different values of
the signal interval.

We also analyzed the performance of the user recommender varying signal intervals
from 1 day to 28 days. This important parameter of the model is the length of the signal
interval, namely, the number of days for each sample whereby the signals have been gen-
erated. The results illustrated in Figure 4.3 and Figure 4.4 show different behaviours for
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Figure 4.4: Performance of the proposed approach in terms of MRR for different values of
the signal interval.

hashtags, entity and topic profiling. Hashtags maintain flat results thanks to the amount of
information extracted even with 1 or 7 days of signal interval. On the other hand increas-
ing results for topic and entity profiling, show that for shorter signal intervals there are not
enough semantic information to profile users as well.

4.4.1 SVO Comparison

To compare Signal-SVO with our previous Bag of Signal approach we continue collecting
the presented dataset from January 2016 to December 2016. This datasets counts almost
3 million tweets, and we selected 800 users to build a test subset. The signal model con-
sidered for the comparison is the one explained in section 4.3 using hashtag-based user
profile. The evaluation metrics we considered for this test was the S@10 metric, with a
signal intervals of 28 days.

As can be noted in Figure 4.5 the contributions of sentiment, volume, and objectivity
seem to slightly improve the recommender precision. The lower value of S@10 is due
to the selected subset of 800 users instead of taking all of 1,500 users considered in the
previous tests. Also note that during the writing of this dissertation, further evaluation was
started but cannot be reported yet in this thesis.
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Figure 4.5: Comparison between Signal-based approach and Sentiment-Signal approach.

4.5 Summary

In this paper we have described a user recommender system on Twitter. Such a system is
based on a novel user model, termed bag-of-signal, which makes use of signal process-
ing techniques to represent not only the number of occurrences of the informative entities
(concepts), but also the related time use patterns. The bag-of-signal user model involves
modeling the user interests through a set of signals and the adoption of similarity functions
suitably defined. Specifically, for the signal analysis and representation we employ the
wavelet mathematical tool for its main characteristic of time-frequency localization. From
a practical point of view, the discrete wavelet transform allows us to effectively analyze the
sampled signals with a different time window. Such model has been adopted for user rec-
ommendation on Twitter and the obtained findings allow us to answer the research question
positively. In addiction, as also found in the previous work presented in Chapter 3, the con-
tribution of SVO and specifically of the Sentiment Analysis slightly improve the precision
of the recommendation.

The experimental evaluation has also shown the inadequacy of the tools used for ex-
tracting certain types of concepts, such as the named entities, from a noisy source like
the stream of Twitter. This fact suggests some possible developments of the proposed ap-
proach. Specifically, we could obtain a greater number of named entities by using new tools
of information extraction, thus producing semantically more meaningful user profiles. A
further possible future development could involve the extraction and classification of other
types of concepts, such as topics. As for the experimental tests, a future work will consider
the employment of the bag-of-signals user model for different tasks, such as personalized
news recommendation.
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Chapter 5

Leveraging Community Detection
Techniques for User RS

Among the various recommender systems proposed in the literature, there is an increase in
relevance and number of those that suggest users of possible interest to the target user. In
this article, we propose a new algorithm for realizing user recommenders, named SCORES

(Sentiment COmmunities REcommender System). This algorithm relies on the identifica-
tion of sentiment communities in which, for each topic cited by the user, we consider not
only the relative sentiment, but also the volume and the objectivity of contents generated
by him. The graph related to each topic is obtained by considering the Tanimoto similarity
between users. Clustering based on the modularity optimization allows us to detect the la-
tent communities. The recommendation process occurs by suggesting to the target user the
most similar K users based on the tie strength measure. A comparative analysis between
SCORES and some state-of-the-art approaches shows the benefits in term of performance.
The experimental evaluation performed on real-world datasets gathered from Twitter also
reveals how such benefits can be further improved by choosing the most appropriate tie
strength measure and tuning the weights of the contributions of sentiment, volume, and
objectivity, according to the different category of topics dealt with by the user.

5.1 Introduction

With the proliferation of user-generated contents on social media such as reviews, discus-
sion forums, blogs, and tweets, detecting sentiments and opinions from the Web is becom-
ing an increasingly widespread form of data interpretation. In particular, sentiment analysis
aims to understand subjective information, such as opinions, points of view and feelings
expressed by users in the content they generate. Sentiment analysis in social media enables
companies and organizations to monitor their business reputation, identify public opinions
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regarding products and services of themselves and their competitors, gain insights about
possible emerging trends and changes in market opinions, etc.

In this article, we propose exploiting sentiment analysis for a new task: the identifica-
tion of latent communities and their subsequent use in recommending similar users to the
target user, that is, the user we want to suggest someone to follow. The research questions
underlying our work are, therefore, the following:

1. Can the consideration of sentiment bring benefits for recommending users to follow?

2. If so, what is the best approach to do this?

3. Are there differences depending on the category of topics dealt with by the user?

Hereafter we see how the process of user recommendation can be indeed improved
through the use of sentiment. In particular, we show how this can be done by means of
the identification of latent communities of users that, instead of considering social relation-
ships, takes into account not only the user’s sentiment towards the dealt with topics, but
also the volume and the objectivity which he expresses in generated contents. Based on
such contributions, we define a sentiment-volume-objectivity (SVO) function. Hence, our
method relies on (i) the construction of graphs, one for each topic cited by the user, (ii)
the detection of the SVO-based latent communities through clustering techniques based on
modularity optimization, (iii) the use of different measures of tie strength to adopt in the
computation of the global similarity between users.

The experimental tests were performed on different real-world datasets, obtained by
monitoring the traffic produced by users on Twitter 1. Such data enabled us to realize
a comparative analysis of our system, called SCORES (Sentiment COmmunities REcom-

mender System), with similar approaches proposed in the literature. Test results allowed
us to make also some remarks about the category of topics dealt with by the users. More
specifically, we observed how the performance of SCORES could be improved by tuning
the weights that define the different contributions of sentiment, volume, and objectivity,
based on the nature of topics on which the similarity between users is computed.

The paper is structured as follows. Section 5.2 reviews some related works. Sentiment
analysis is described in Section 5.3, community detection in Section 5.4, whilst the user
recommendation process is presented in Section 5.5. Section 5.6 reports the results of
the experimental efforts, including a comparative analysis between the proposed approach
and some traditional techniques. Section 5.7 concludes and outlines some possible future
works.

1twitter.com
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5.2 Related Work

With the exponential advancement of social media and networking sites, sentiment analy-
sis is increasingly being applied for the task of social network analysis. In particular, data
extracted from Twitter are the subject of several contributions in the literature, which aim to
analyze sentiment for several purposes such as prediction in political elections [167], event
identification [165], and location recommendation [186]. As far as we are aware, how-
ever, there have been few attempts to consider user attitudes in micro-posts for community
detection or user recommendation. In [183] the authors view the problem of community
sentiment discovery as a semidefinite programming (SDP) problem and as an optimiza-
tion problem, and solve both of them through a SDP-based rounding method. Nguyen et

al. [132] address the problem of clustering blog communities into groups, called hyper-

communities, based on user sentiments, and propose a non-parametric clustering algorithm
for its solution. Yuan et al. [188] provide an interesting study on how to make use of
sentiment towards topics of common interest for link prediction between users. They put
forward different techniques to assess how the sentiment homophily (i.e., the tendency of
people to express similar levels of sentiment to that expressed by their friends, in compar-
ison with the overall average [26, 164]) can help improve the prediction of the likelihood
of two users mutually mention or follow each other. User recommendation approaches that
ignore sentiment opinions have been proposed by Freyne et al. [55] and Chen et al. [33]
exploring different recommendations strategies. Guy et al. [76] propose a people recom-
mendation engine within an enterprise social network site scenario. They aggregate sev-
eral different sources to derive factors that might influence the similarity measure. Twit-
tomender [4, 81, 15] lets users find pertinent profiles on Twitter exploiting different strate-
gies, both content-based and collaborative ones. Arru et al. [15] propose a signal-based
representation of user interests in order to draw similarities among people.

5.3 Sentiment Analysis

Sentiment analysis or opinion mining is formally defined as the computational study of
sentiments and opinions about an entity expressed in a text. According to Liu [116], the
entities are classified into five categories: product, person, brand, event, concept. Particu-
larly, in this work we assume the concept as the sentiment analysis target entity. Sentiment
analysis is a difficult task, hence - before the setup of the algorithm - some assumptions
are needed. There are multiple granularity levels of sentiment analysis, as explained in [9]:
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feature-level, entity-level, sentence-level, document-level. In this work we consider senti-
ment analysis at sentence-level. More specifically, in the Twitter domain we assume that a
sentence matches the whole tweet. Moreover, we assume that each sentence contains only
one opinion related to the entity.

The goal of our sentiment analysis system is to obtain an output value that represents
how much positive, negative or neutral is the sentiment expressed in a tweet. For this
reason, we implemented a supervised machine learning algorithm based on a Naïve Bayes
classifier. With a view to training our algorithm, we needed a dataset with labeled tweets.
However, due to the lack of a Twitter public dataset, we decided to follow an alternative
approach. Instead of manually building a labeled dataset, Bhayani et al. [65] propose to
employ a noisy dataset of positive, negative, and neutral tweets.

The Twitter APIs2 have been used to retrieve a set of tweets containing the aforemen-
tioned features. The final training dataset counts 150000 tweets divided in 50000 tweets
for each class. Because the experimental evaluations are conducted on events in Italian
and English, the TextCat language recognizer3 is employed to limit the set to those lan-
guages. In order to increase the classifier precision and reduce the presence of noise, we
further performed feature selections such as salience and entropy [137]. Finally, as for the
machine learning algorithm, a Naïve Bayes classifier is trained on the training data, where
each tweet is represented as a feature vector made up of the following groups of features:

• Bag-of-words: vectors of word unigram;

• Word polarities: using the LIWC4 content analysis dictionary, we extracted features
for positive, negative, and neutral words. Individual word polarities are inverted if
the word follows a negation;

• Negations: we add the “NEG_” suffix to each word following a negation pattern (e.g.,
“not perfect” becomes “perfect_NEG_”) according to the approach proposed in [37];

• Elongated words: we represent as a feature the presence of words with one character
repeated more than two times (e.g., “looov”, “yess”);

• Part-of-speech tags: we provide a rough measure of the tweet content. We used the
Stanford POS Tagger5 for English tweets and Morph-it! Tagger6 for Italian tweets.

2dev.twitter.com
3www.let.rug.nl/vannoord/TextCat/
4liwc.net
5http://nlp.stanford.edu/software/tagger.shtml
6http://sslmitdev-online.sslmit.unibo.it/linguistics/morph-it.php
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5.4 Community Detection

The idea behind this work is that taking into account user attitudes towards his own interests
can yield benefits in recommending friends to follow. Specifically, we consider (i) which
is the sentiment expressed by the user for a given concept, (ii) how much he is interested
in that concept, and (iii) how much he expresses objective comments on it. For concept we
mean any entity hashtag extracted from a tweet that can somehow characterize it.

In our model the first contribution is the sentiment S (u, c), which represents a feeling or
opinion about a concept c expressed by the user u, with u ∈ U (set of all users) and c ∈ Cu

(set of all concepts expressed by the user u), and is obtained as follows:

S (u, c) = norm
(

Pos(u, c) − Neg(u, c)
Pos(u, c) + Neg(u, c)

)
(5.1)

where Pos(u, c) and Neg(u, c) are the sums of the positive and negative tweets written by
the user u regarding the concept c, respectively. Such values are calculated by means of
a supervised machine learning algorithm based on a Naïve Bayes classifier, introduced in
Section 5.3. The norm function is used to normalize the output value within the [0, 1] range
and its expression is the following:

norm(x) =
1

1 + (k−x)
(5.2)

where k = 10. The second contribution is the volume V(u, c), that is, how much a user u

wrote about a specific concept c and is defined as follows:

V(u, c) =
tweets(u, c)∑Cu

i=1 tweets(u, ci)
(5.3)

where tweets(u, c) is the number of tweets written by the user u about a specific concept
c, and Cu is the total number of concepts dealt with by u. The third contribution is the
objectivity O(u, c), which expresses how many tweets about a concept c do not contain
sentiments. O(u, c) is defined as follows:

O(u, c) =
Neutral(u, c)

Pos(u, c) + Neg(u, c) + Neutral(u, c)
(5.4)

where Pos(u, c), Neg(u, c) and Neutral(u, c) are the sums of the positive, negative and neu-
tral tweets written by the user u relative to the concept c, respectively. Based on such
contributions, we define a sentiment-volume-objectivity (SVO) vector, which takes into ac-
count all of them. If we consider a user u ∈ U and a concept c ∈ Cu, it is defined as follows:

~S VO(u, c) = [αS (u, c), βV(u, c), γO(u, c)] (5.5)
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Figure 5.1: Communities identification in a specific topic graph.

where α, β, and γ are three constants in the [0, 1] interval, such that α+β+γ = 1. In order to
determine the optimal values of those parameters, we implemented a mini-batch gradient

descent algorithm. In Section 5.6 we will see how such values depend on the category of
topics mentioned by the user. For each concept c we compute the Tanimoto similarity [163]
between users u and v ∈ U as follows:

sim(u, v, c) =
~S VO(u, c) · ~S VO(v, c)

‖ ~S VO(u, c) ‖
2

+ ‖ ~S VO(v, c) ‖
2
− ~S VO(u, c) · ~S VO(v, c)

(5.6)

The similarity value lies in between [0, 1].
Once the similarities between users are computed, for each concept c we build a graph

Gc(V, E), where V represents the set of users, E the set of edges between them. We consider
the similarity value as an edge between them, only if the similarity value between two
users exceeds a threshold value Θ. Also the optimal value for Θ was determined through
a gradient descent algorithm that maximizes the recommender precision. Afterwards we
implemented a clustering algorithm based on modularity optimization that allows us to
detect the latent communities for the considered concept c. In Figure 5.1 is showed the
community identification, one for each color, for a specific concept c. This algorithm
tends to iteratively optimize the modularity value. The modularity value has the following
expression:

Q =
1

2m

∑
u,v

[Auv −
kukv

2m
] · δ(gu, gv) (5.7)

where Auv represents the weight of the edge between u and v, ku =
∑

v Auv is the sum of the
weights of the edges linked to the user u, gu is the community to which user u is assigned,
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m = 1
2

∑
uv Auv, and δ-function δ(s, t) is 1 if s = t and 0 otherwise.

5.5 User Recommendation

Once identified the communities for all concepts mentioned by the target user u, the user
recommender system works as follows. For every user v in the dataset, for each mentioned
concept c we verify if it was also mentioned by the user u. In the positive case, we consider
the related graph and calculate the measure of tie strength between u and v to obtain the
recommendation score.

The notion of tie strength in social networks was introduced in [67]. Since then a lot
of tie strength measures have been proposed in the literature. Hereafter we introduce those
measures we employed in our recommender system.

Given a graph Gc(V, E), we define neighbor of its node u a node with a direct link to u

(i.e., a node with a path distance equal to one), and denote by Γ(u) the set of its neighbors.

• Graph Distance. This measure is defined as follows:

TS (u, v) = length(path(u, v)) (5.8)

that is, the number of hops of the shortest path between u and v.

• Common Neighbors. This measure is equal to the shared neighbors between u and v.

TS (u, v) = |Γ(u) ∩ Γ(v)| (5.9)

• Jaccard Index. This measure normalizes the common neighbors with the total neigh-
bors of u and v.

TS (u, v) =
|Γ(u) ∩ Γ(v)|
|Γ(u) ∪ Γ(v)|

(5.10)

• Adamic-Adar. This measure, which was introduced by Adamic and Adar [7], is
defined as follows:

TS (u, v) =
∑

N∈Γ(u)∩Γ(v)

1
log|N|

(5.11)

where Γ(u) and Γ(v) are the neighborhoods of u and v respectively, and N is the num-
ber of nodes belonging to both of them.
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• Weighted Adamic-Adar. This is a modified version of the previous Adamic-Adar
measure, where we consider, as a weight, the average link weight between two users,
namely, the SVO similarity:

TS (u, v) =
∑

N∈Γ(u)∩Γ(v)

1
log|N |

· Avg(
1

sim(Γ(u) ∩ Γ(v))
) (5.12)

where sim(Γ(u) ∩ Γ(v)) is given by Equation 5.6, that is, the average edge weight of
the common neighbors between u and v.

• Preferential Attachment. This measure represents the number of neighbors of u

multiplied by the number of neighbors of v.

TS (u, v) = |Γ(u)| · |Γ(v)| (5.13)

In this case we do not take the community structure into account, but emphasize
well-connected nodes over less connected ones.

• Katz. This measure sums over the entire collection of paths, each one exponentially
damped by its length to emphasize short paths:

TS (u, v) =

∞∑
l=1

τl · |paths<l>
u,v | (5.14)

where |paths<l>
u,v | is the set of all length-l paths from u to v. A very small value of

τ yields a tie strength much like common neighbors, since paths of length three or
more contribute very little to the summation.

• SimRank. This measure represents the similarity between two nodes u and v by re-
cursively computing the similarity of their neighbors. It is parametrized by a constant
0 ≤ φ ≤ 1 as follows:

TS φ(u, v) =

 1 if u = v
φ ·

∑
a∈Γ(u)

∑
b∈Γ(v) TS (a,b))

|Γ(u)·Γ(v)| otherwise
(5.15)

• Random Walk with Restarts Algorithm. Starting at a node u, the algorithm faces
two choices at each step: either moving to a randomly chosen neighbor with proba-
bility 1 − µ, or jumping back to the starting node with probability µ. The tie strength
between u and v is the probability that the last node of the process is v.
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To calculate the total score between two users u and v, we consider the sum of tie
strength contributions for concepts mentioned by both of them:

S core(u, v) = ω ·
∑

c∈Cu∩ Cv

TS c(u, v) (5.16)

where
ω =

|Cu ∩Cv|

|Cu ∪Cv|
(5.17)

is the ratio between the number of concepts shared by u and v and all the concepts cited by
u and v. In this way the contribution of users sharing more concepts with the target user is
greater than others.

We evaluate the total score between the target user u and all the users v in the dataset,
and suggest to him a ranked list of the most K relevant users based on such value. The
pseudocode of the total process of SCORES is shown in Algorithm 1. We suppose that
user u is the user we want to suggest someone relevant to follow.

5.6 Experimental Evaluation

5.6.1 Datasets

In order to comprehensively evaluate SCORES, we considered three datasets obtained from
Twitter. Those datasets were gathered using the Twitter APIs searching for specific hash-
tags.

• Dataset 1

Dataset1 was obtained in 2013 during the Italian political elections. We retrieved the
Twitter streams about politician leaders and Italian parties from Jan 25th to Feb 27th.
Furthermore, because social networks are dynamic and fast-changing, we retrieved
the hashtags that more often co-occur in the obtained tweets and added them to the
initial hashtag set. This way, we took into account the trending topics that might have
been ignored in the initial query setup. The final dataset counts 1,085,121 tweets
written in Italian language and 70,977 unique users.

• Dataset 2

Dataset2 was obtained through the APIs searching for hashtags and keywords repre-
senting the most important mobile tech companies such as Samsung, Apple, Nokia,
Huawei, LG, Motorola, and Blackberry. The dataset was gathered from Sep 2014 to
Feb 2015 taking into account only Italian tweets, and counts 3,511,455 tweets from
181,000 unique users.
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Algorithm 1: SCORES algorithm

input : u ∈ U target user
v ∈ U generic user in the dataset
c ∈ Cu concept cited by u
Θ similarity threshold value

output: top-K recommended users to follow

/* Community detection */;
foreach concept c do
/* Sentiment, volume, and objectivity analysis */;
S VO(u, c)⇐ S (u, c),V(u, c),O(u, c);
foreach user v do

S VO(v, c)⇐ S (v, c),V(v, c),O(v, c);
/* Calculate Tanimoto similarity (Equation 5.6) */;
sim(u, v, c)⇐ S VO(u, c), S VO(u, c);
/* Comparison with Θ */;
if (sim(u, v, c) ≥ Θ) then
/* Insert edge e between u and v into graph Gc */;
Gc(V, E)⇐ insert(e = (u, v)) ;
/* Set weight of edge e */;
e = (u, v)⇐ sim(u, v, c);

/* Identify communities for concept c graph */;
ClusteringAlgorithm(Gc(V, E));

/* Similarity computation between u and all users v */;
foreach user v do

foreach graph Gc(V, E) do
S core(u, v)← ω ·

∑
c∈Cu∩ Cv

TS c(u, v);

/* Select K users with the highest Score(u,v) */;
return v1, v2, ..., vk
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• Dataset 3

To facilitate the reproducibility of our approach we gathered the Dataset3 with En-
glish tweets. This dataset was built searching terms that match the automotive land-
scape. Thus we searched terms such as Audi, BMW, Ferrari, Jaguar, Mercedes, Toy-
ota, and Porsche. The collection set, retrieved from Dec 2014 to Feb 2015, counts
2,915,131 tweets from 110,350 unique users.

5.6.2 Datasets Analysis

As a first analysis on the obtained data, we wanted to investigate how sentiments can shape
the creation of a relationship between users among different concepts. In order to do that,
we analyzed the probability of two connected users sharing the same sentiment toward a
specific concept, compared with two unconnected users. Two users are connected if they
follow each other in the actual social graph. Furthermore, we assume that two users share
the same sentiment if they write the equivalent number of positive or negative comments
for a specific concept. Starting from the obtained datasets, for each concept (e.g. Audi,
Bmw), we selected (i) 500 pairs of connected users and 500 pairs of unconnected users,
and (ii) users that post at least five tweets for each concept.
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Figure 5.2: Probability of two users sharing a sentiment towards different concepts and
datasets.

Figure 5.2 shows the obtained results. Regarding Dataset1, it is interesting note how
over 40% of connected users share the same sentiment toward a specific concept and, con-
versely, less than 18% of unconnected users share the same sentiment. This result was
expected for Dataset1 due to its political nature. Indeed, users sharing the same political
sentiments (e.g., support the same political party) tend to establish a social relationship and
belong to the same sentiment communities. As regards Dataset2 and Dataset3, the differ-
ence between the average probability of connected and unconnected users is less evident.
The probabilities are only higher for Ferrari and Apple concepts, likely because also in this
case users belong to sentiment communities that absolutely appreciate or not these brands.
However, the average values of Dataset2 and Dataset3 indicate that in such cases sharing

71



sentiments is not a unique and decisive factor for the social relationships between users.
Those findings are interesting because help understand that in some cases users tend to
follow each other even if not sharing the same sentiment, but for example having oppo-
site sentiments or different interests. This motivated our choice of testing the system on
different datasets and various combinations of weights in the SVO function.

5.6.3 Results

The goal of our recommender is to suggest to a target user someone to follow. To com-
pare different profiling approaches and recommendation strategies, we need to determine
when a user u is indeed relevant to another user v. We suppose that u is relevant to v if a
following relationship exists between them. This assumption has already been proposed in
literature [4, 81, 15] and is supported by the phenomenon of homophily, that is, the ten-
dency of individuals with similar characteristics to associate with each other. In order to
evaluate our system we selected, for each dataset, 1000 users that (i) posted at least 50
tweets in the observed period, and (ii) had more than 30 friends and followers. We used the
Success at Rank K (S@K) metric, which provides the mean probability that a relevant user
is located in the top K positions of the list of suggested users. Table 5.1 shows the perfor-
mance of our recommendation algorithm for different tie strength measures. Interestingly,
our experimental evaluation enabled us to notice strong correlations among communities
related to a specific dataset. The first analysis indicates that the best measures among all
datasets are Weighted Adamic-Adar and Katz, but these results change while varying the
dataset and, therefore, the concepts. Katz measure works best for topics about politics
(Dataset1) where the strong ties are very important. Indeed, if we use Katz tie strength, we
suggest the most similar SVO users and, therefore, the nearest users within the same SVO
community. On the contrary, in the other two datasets Weighted Adamic-Adar resulted
the best tie strength measure, which is inversely proportional to the number of common
neighbors and the SVO similarity. In this case, we are indeed suggesting the weak ties,
that is, users that belong to different SVO communities with low similarity. These findings
highlight that in less opinion-oriented topic such as technology (Dataset2) and automotive
(Dataset3), recommending users belonging to a different SVO communities might be more
useful. We plan to further investigate this issue in order to fully understand the real nature
of those interactions and exploit such knowledge in the recommendation process.

In Table 5.2 we report the results of a comparative analysis of our system with some
state-of-the-art functions. More precisely, we considered the following functions:
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Table 5.1: Performance in terms of S@10 metric for different tie strength measures and
different datasets (*τ = 0.2; **φ = 0.8).

Tie Strength Dataset1 Dataset2 Dataset3 Average

Graph Distance 0.155 0.151 0.159 0.155
Common Neighbors 0.202 0.172 0.169 0.181
Jaccard Index 0.178 0.162 0.167 0.169
Adamic-Adar 0.177 0.195 0.185 0.186
Weighted Adamic-Adar 0.179 0.215 0.205 0.200
Preferential Attachment 0.152 0.158 0.161 0.157
Katz* 0.218 0.191 0.189 0.199
SimRank** 0.165 0.156 0.159 0.160
RandomWalk 0.175 0.161 0.165 0.167

Table 5.2: A comparison among different state-of-the-art techniques. The values of Θ

similarity threshold are 0.821 for Dataset1, 0.630 for Dataset2, and 0.711 for Dataset3.

Recommender System Dataset1 Dataset2 Dataset3

SCORES 0.218 0.215 0.205
S1-Twittomender 0.130 0.118 0.115
S7-Twittomender 0.172 0.163 0.161
VSM (Hashtag) 0.127 0.099 0.105
FoF 0.165 0.155 0.159
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1. a content-based function, called S1-Twittomender [81], where users are profiled through
the content of their tweets;

2. a collaborative filtering function, S7-Twittomender [81], where users are represented
through a combination of followers and followees;

3. a VSM (Hashtag) function representing cosine similarity in a vector space model,
where vectors are weighted hashtags;

4. a Friend-of-Friend (FOF) function proposed in [33], which leverages the social net-
work information only, that is, user relationships (followers and followees).

As can be seen, our approach outperforms the other ones. These results confirm the
potential of sentiment as a valuable feature for improving user recommender systems.

Finally, we also analyzed the user recommender performance in terms of variations of
the three parameters α, β, and γ (see Equation 5.5). In order to determine the best values of
those parameters, we implemented a mini-batch gradient descent algorithm and found the
following values:

• Dataset1: α1 = 0.45, β1 = 0.45, and γ1 = 0.10

• Dataset2: α2 = 0.25, β2 = 0.50, and γ2 = 0.25

• Dataset3: α3 = 0.28, β3 = 0.52, and γ3 = 0.20

Based on the proposed model and the used datasets, these weights appear to highlight the
contribution of volume and sentiment in Dataset1, and objectivity in Dataset2 and Dataset3.
This can be explained because Dataset2 (technology) and Dataset3 (automotive) are likely
to contain more news and articles with few opinions and sentiments than Dataset1.

5.7 Summary

In this paper, we have described an approach to leveraging community detection for people
recommendation. Our work emphasizes the use of implicit sentiment analysis in improving
recommendation performance. The experimental results reveal the benefits of our approach
compared with some state-of-the-art techniques. Such findings enable us to answer the
research questions in Section 5.1 as follows:

1. exploiting sentiments within user recommendation may indeed improve the system
performance;
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2. the best approach observed is a specific combination of sentiment, volume, and ob-
jectivity integrated into Weighed Adamic-Adar and Katz tie strength measures;

3. the aforementioned combination are topic dependent. Particularly, the contributions
of sentiments are higher for politic-oriented topics instead of automotive and tech-
nology.

As future work, we plan to exploit temporal information for understanding the evo-
lution of relationships between users over time. We also plan to further investigate how
parameters α, β, and γ shape the formation of the communities. Although our analysis
relies on Twitter, we want to deploy SCORES in a wide domain such as movie or news
recommendation. Finally, we plan to integrate big data techniques into our system, with
the aim of improving its scalability.
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Chapter 6

Matrix Factorization Recommender
System

Nowadays, the exponential advancement of social networks is creating new application ar-
eas for recommender systems (RSs). People-to-people RSs aim to exploit user’s interests
for suggesting relevant people to follow. However, traditional recommenders do not con-
sider that people may share similar interests but might have different feelings or opinions
about them. In this paper we propose a novel recommendation engine, that relies on the
identification of semantic attitudes, that is, sentiment, volume, and objectivity extracted
from user-generated content. In order to do this at large-scale on traditional social net-
works, we devise a three-dimensional matrix factorization, one for each attitude. Potential
temporal alteration of users’ attitudes are also taken into consideration in the factorization
model. Extensive offline experiments on different real world datasets, reveal the benefits of
the proposed approach compared with some state-of-the-art techniques.

6.1 Introduction

Microblogging platforms are one of the most versatile and popular technologies on the In-
ternet today. For instance, Twitter sees over 500 million microposts (or tweets) published
every day on a huge variety of topics, with spikes of more than 100 thousands tweets per
second when particular events occur 1. With the proliferation of user-generated content
such as reviews, discussion forums, blogs, and tweets, detecting sentiments and opinions
from the Web is becoming an increasingly widespread form of data interpretation. In par-
ticular, sentiment analysis aims to understand subjective information, such as opinions,
points of view, and feelings expressed by users in the contents they generate.

1https://blog.twitter.com/2013/new-tweets-per-second-record-and-how
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People-to-people recommendation is an important application in these platforms. Al-
most all the services are capable of recommending interesting users to follow. However,
this recommendation task is not easy due to huge graphs of social ties and fast changing
contents that must be analyzed. In this scenario, simple people recommendation algorithms
based on content similarity and popularity paradigms are usually considered, at the expense
of the recommendation accuracy.

In this paper, we propose a novel people-to-people recommender system that takes into
account the users’ attitudes towards discussed topic. The proposed recommender enables
us to leverage users’ attitudes such as sentiment, volume, and objectivity extracted from the
semantics of tweets, define a sentiment-volume-objectivity (SVO) function, and exploit such
knowledge to suggest relevant people to follow. The rationale behind this work is that peo-
ple might have similar interests but different opinions or feelings about them. Therefore,
considering the contribution of users’ attitudes may yield benefits to people recommenda-
tion. For example, two users interested in the topic “Hillary for President” are likely to be
friends. However, the two users may exhibit the same (both support or oppose Hillary Clin-
ton) or contradictory (one supports and the other opposes) sentiments. We are, therefore,
supposing that the two users are more likely to become friends in the former case than in
the latter.

To handle large-scale social networks, we model this recommendation task using matrix
factorization techniques in four steps: (i) build a three-dimensional matrix in which each
dimension is represented by a SVO user feature; (ii) learn a latent embedding space from
the user-attitudes matrix; (iii) compute the user-user similarity by taking into account the
three matrix dimensions; (iv) recommend to a target user a list of relevant people to follow.

In this work, we address two research questions that arise when approaching the people-
to-people recommendation problem:

1. Does content published by users and, in particular, the inferred attitudes, allows for a
better identification of potential relationships between users?

2. How does temporal analysis of these attitudes impact the accuracy of the recommenda-
tion?

The scientific contributions coming from this paper are: (i) an algorithm for people-to-
people recommendation on microblogging platforms that takes advantage of features that
represent the users’ attitudes on specific topics; (ii) a comparative experimental results of
a set of different evaluation metrics, including a range of non-accuracy measures, such as
diversity and novelty; (iii) a proof of how the recommendation accuracy can be improved
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by taking into account the temporal variations of the attitudes expressed by the user; (iv) an
evaluation of the proposed algorithm on real world datasets, showing that the considered
users’ attitudes have unequal correlation with respect to the accuracy of the recommenda-
tion, and strongly depend on the topic under consideration.

The rest of the paper is organized as follows: Section 6.2 introduce the problem for-
mulation. Section 6.2.3 describes the recommendation algorithm. Section 6.3 presents the
performed experiments to evaluate the proposed strategy and outlines main results. Sec-
tion 6.4 contains a description of some state-of-the-arts approaches. Section 6.5 contains
comment, and conclusions.

In this section, we provide the definition of the people-to-people recommendation prob-
lem.

Let U = {u1, · · · , uN} represents the set of users with a valid account on the micro-
blogging platform. In our scenario, an adjacency matrix AN×N represents the explicit ties,
where each element Ai, j denotes if the user ui follows (or is friend of ) the user u j or not, and
therefore is usually expressed by a binary value {0, 1}. Then, let U = {u1, · · · , uM} represent
the set of candidate users u j ∈ U without an explicit tie with the target user ui, that is,

U = {∀u j ∈ U | i , j ∧ (Ai, j = 0 ∧ A j,i = 0)}

Under this setting, the problem can be formulated as follows: given the matrix AN×N , which
represents a known set of social relations between N users, define the following function r:

r : U × U→ [0, 1] (6.1)

such that, given a target user u and an adjacency matrix, returns a value between 0 and 1,
which expresses the relevance degree of the candidate user u j for the target user ui. Based
on such value, the system provides the target user with a recommendation list of the top
relevant candidates.

First attempts to people-to-people recommendation take advantage of global models
and collective classification for the definition of the r function. In other words, they operate
on the whole graph of related nodes rather than deriving individual structural and content-
based attributes. The problem is therefore seen as the optimization of one global objective
function.

Since link prediction problem [115, 173] aims at inferring future interactions and miss-
ing links on large graphs, various predictors based on the interpersonal social structure
(e.g., common neighbors predictor) are also considered for the ranking task.
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Figure 6.1: Principal steps for the people-to-people recommendation task.

Our goal is to define the function r by extending the recommendation analysis to rel-
evant information associated with users that can be retrieved by the micro-blogging plat-
form, namely, the timeline consisting of sequences of microposts. In the rest of the paper,
we indicate with T the set of potential microposts that can be published and with Tu ⊂ 2T

the most recent microposts published by the user u.

6.2 The proposed people-to-people recommendation

In this section, we introduce our method for recommendation. A strong correlation exists
between the presence of a social tie between two users and the topical similarity of explicit
activities of these users in the network [11]. So it is logical investigating the chance of
predicting the presence of a tie based on user profile features. The idea behind the proposed
approach is that, by taking into account the attitudes, in terms of manifested expressions of
favor or disfavor on specific matters, the accuracy of the people-to-people recommender is
improved. Multiple steps are demanded to implement the recommendation task, as shown
in Fig. 6.1.

The timeline of users ui ∈ U are first retrieved. A traditional pre-processing of mi-
croposts simplifies the identification of relevant features. All characters are converted to
lowercase letters and retweet designations (e.g., “RT”), citations, and URLs are removed.
Then, text is tokenized into keywords, from which a list of unigram features is created.
Traditional stopwords are excluded from the lists.

Micro-blogging services allow users to include metadata tags in the form of keywords
followed by the hash symbol #, which are referred to as hashtags. By including them in the
posts, the author is suggesting them as good candidates in quality of search keys. Popular
hashtags often refer to topics that most people are interested in, including breaking events
and persistent discussions [39]. For this reason, they are often considered for clustering
posts related to specific topics [151, 36].

Let C denote the set of all possible concepts. Given a micropost τ, we indicate with
τ(C) the subset of concepts C that are included in τ, identified by extracting the hashtags in
τ. By extension, T (C)

u is the set of concepts that are included in the user u’s timeline. The
so-obtained representation of microposts is subjected to the SVO analysis (see Sects. 6.2.1
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and 6.2.2), which aims at determining the user’s attitude on each topic. Since determining
similarities among users who have limited activity on specific topics is a challenging task,
the SVO-based analysis is not performed on concepts not appearing in a timeline above a
given frequency threshold (i.e., 10 tweets). This procedure is commonly followed when
attitudes expressed by large audiences are explored [114].

Each user’s timeline is subjected to a text categorization process based on a Support
Vector Machine (SVM) algorithm [93], so that one or more categories belonging to the
set K of all possible macro-categories are associated to the user according to the published
content. These macro-categories (namely, world, elections, business, technology, enter-

tainment, sports, science, and health) are similar to the ones of a popular online news
aggregator [66]. The training set is built-up by retrieving titles and snippets of each macro-
category on the aggregator over a period of one month. We denote with T (K)

u ⊆ K the
macro-categories assigned to the user u.

When the system returns a ranked list of people to follow, the target user u’s latent
factors are compared with the ones obtained from all users that have debated similar topics.
This latter candidate set U is built-up from U as follows:

U = {u′ ∈ U | T (C)
u ∩ T (C)

u′ , ∅ ∧ T (K)
u ∩ T (K)

u′ , ∅} (6.2)

so that, the overlap between u and a candidate u′ is extended to the set of macro-categories
assigned to each user. Details on the implementation of the r function that assigns a rank
to each candidate user can be found in Sects. 6.2.3 and 6.2.4, whereas the following two
sections detail the identification of users’ attitudes.

6.2.1 Sentiment analysis of microposts

Sentiment analysis or opinion mining is formally defined as the computational study of
user’s attitudes about an entity expressed in a text [116]. Sentiment analysis is a complex
task, hence some assumptions are needed. There are multiple granularity levels of sen-
timent analysis, as explained in [9]: feature-level, entity-level, sentence-level, document-
level. Given the limitations of the micropost length (i.e., 140 characters), we consider sen-
timent analysis at sentence-level, which corresponds to a whole micropost in our domain.
Formally, the goal of our sentiment analysis is to define the following function:

sa : T→ {s(+), s(−), s(∅)} (6.3)

where the output is composed of three symbols referring to positive, negative and neutral
sentiment expressed by the given micropost.
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Several approaches have been proposed for the implementation of this function [116]
with an average accuracy from 70% to over 82% by means of techniques based on Naïve
Bayes (NB) classification [65], a simple model which provides high performance on text
categorization. To solve this sentiment analysis task, we devise a multinomial NB model
that takes into account multiple features such as (i) unigram features extracted from each
post, (ii) negation cues as proposed in [37], (iii) words polarities using the LIWC dictionary
2, and (iv) a part of speech tagger provided by Stanford University 3. Furthermore, a feature
selection based on the salience and entropy measures has also been considered to improve
the accuracy of the classifier by filtering less relevant keywords [137]. Maximum likelihood
estimate is finally employed for the parameter estimation, with add-1 smoothing utilized
for unseen features.

6.2.2 SVO-based analysis

User u’s attitudes toward a given topic are evaluated from the observable activity and its
aspects. In the micro-blogging scenario, we aim at representing attitudes towards each
concept c ∈ T (C)

u through the following three factors: sentiment, volume, and objectivity.
Sentiment represents a feeling or opinion about a concept expressed by the user, and is
obtained as follows:

f (s,c)
u = norm

(
n(c,+)

u − n(c,−)
u

n(c,+)
u + n(c,−)

u

)
(6.4)

with

n(c,+)
u =

∣∣∣{∀τ ∈ Tu | s(τ) = s(+) ∧ τ(C) ∩ {c} , ∅}
∣∣∣ (6.5)

n(c,−)
u =

∣∣∣{∀τ ∈ Tu | s(τ) = s(−) ∧ τ(C) ∩ {c} , ∅}
∣∣∣ (6.6)

where n(c,+)
u and n(c,−)

u are the sums of the positive and negative posts, respectively, written
by the user u regarding the concept c. Since the range of values can vary widely, the norm

function scales the values within the [0, 1] and takes on the following expression:

norm(x) =
1

1 + 10−x (6.7)

The second attribute is volume and indicates how frequently the user discusses a concept,
and is defined as follows:

f (v,c)
u =

n(c)
u

nu
(6.8)

2http://liwc.net (last visited on 20 December 2016)
3http://nlp.stanford.edu/software/tagger.shtml (last visited on 20 December 2016)
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Figure 6.2: The initial user-concept matrix (a), and the matrices representing the correlation
between users, concepts and the latent factors (b).

where

n(c)
u =

∑
τ∈Tu

∣∣∣τ(C) ∩ {c}
∣∣∣ , and nu =

∑
τ∈Tu

∣∣∣τ(C)
∣∣∣ (6.9)

The final contribution is objectivity, which expresses how many posts about a concept do
not contain any positive or negative attitude. It is defined as follows:

f (o,c)
u =

n(c,∅)
u

n(c,+)
u + n(c,−)

u + n(c,∅)
u

where
n(c,∅)

u =
∣∣∣{∀τ ∈ Tu | s(τ) = s(∅) ∧ τ(C) ∩ {c} , ∅}

∣∣∣
where n(c,∅)

u is the sum of posts without positive or negative attitudes written by the user u

concerning the concept c. We are now able to introduce the SVO vector for the user u and
concept c, which takes into account the three factors as follows:

−−−−−→
S VO(c)

u = [ f (s,c)
u , f (v,c)

u , f (o,c)
u ] (6.10)

6.2.3 Matrix factorization model

Matrix Factorization (MF) techniques [107] are employed for learning the latent character-
istics of users and concepts, and defining an approximation of the r function (see Eq. 6.1)
by modeling the ranking with inner products in that latent space. The goal is factorizing a
2-dimensional matrix into two matrices P ∈ R|U|× f and Q ∈ R|C|× f such that PQT approxi-
mates the initial matrix, that is, minimizes a loss function between observed and predicted
values. Each row qi represents the association strength between a user and the latent char-
acteristics. Similarly, each row p j represents the strength between a concept and the latent
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dimensions. In the case of micro-blogging platforms, where the number of users and con-
cepts can be very high, this form of decomposition model allows us to keep bounded the
storage requirements by tuning the parameter f (i.e., the number of latent factors) accord-
ingly. In our approach, the SVO-based analysis determines a 3-dimensional vector asso-
ciated to a pair (user, concept), where the concepts are obtained by analyzing the recent
activity on the user’s timeline. The observed data forms a ternary relation between users,
concepts and SVO features, so we obtain a 3-dimensional sparse matrix M ∈ R|U|×|C|×3, as
shown in Fig. 6.2(a).

Tensor matrix factorization is a generic model framework for recommendations that is
able to handle multiple dimensional data taking advantage of the matrix factorization mod-
els [99]. Due to multi-dimensional input data, tensor MF seems to be the perfect choice for
the dimension reduction task. In our scenario, as proven in Section 6.3.3, the SVO com-
ponents representing the user’s attitudes have different relevance in the recommendation
process according to the category of topics under consideration. For this reason, we decide
to perform three MF models, each associated with one of the SVO components, keeping
the recommendation process distinct w.r.t each component. For the sake of clarity, we in-
dicate with P(s), P(v) and P(o) the three matrices obtained by the MF model considering the
S , V and O component of the SVO vector, respectively, and similarly, we obtain three ma-
trices Q(s), Q(v) and Q(o). Below, we formalize the computation of the only S component,
since the other two assume similar formalism. The matrices P(s) and Q(s) are determined
by minimizing the regularized squared error:

minp(s)∗,q(s)∗

|U|∑
j=0

|C|∑
i=0

(M(s)
i, j − p(s)T

j q(s)
i )2 + λ(

∥∥∥∥p(s)
j

∥∥∥∥2 ∥∥∥q(s)
i

∥∥∥2
) (6.11)

where M(s)
i, j is the (i, j) value considering the s attitude, the regularization factor λ is fixed to

0.1, and the summation is extended only to the concepts on which the user ui has expressed
an attitude, that is, M(s)

i, j is known. An iterative approach based on the alternating least

squares technique with regularization [90] is adopted for ensuring the convergence of the
Eq. 6.11, that is, when either the matrices P and Q are no longer changing or the change is
not significant. One of the strengths of this optimization technique is its ability to handle
large sparse datasets built up of implicit interactions between users and items. Moreover,
parallel implementations suitable for distributed processing frameworks are also available
(see, for instance, [196, 190, 179]).
Now, each user ui ∈ U is associated with a vector q(s)

i ∈ R
f . The rating of the candidate user

u j to be considered for recommendation to ui is predicted by the cosine similarity measure
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as follows:

r(s)
i, j =

q(s)
i · q

(s)
j∥∥∥q(s)

i

∥∥∥ ∥∥∥∥q(s)
j

∥∥∥∥ (6.12)

The contribution of the three components SVO is linearly combined, as follows:

ri, j;k = α(s)
k r(s)

i, j + α(v)
k r(v)

i, j + α(o)
k r(o)

i, j (6.13)

where α(s)
k , α(v)

k , and α(o)
k are three constants in the [0, 1] interval and depend on the macro-

category k under examination. Section 6.3.3 describes the procedure to estimate these
parameters.

As mentioned in Section 6.2.3, the candidate set of users U consists of the users u j ∈

U that have discussed topics similar to those discussed by the target user ui. Since the
categorization may assign more than one macro-category in K for each pair of users (i, j),
multiple ri, j;k values have to be combined. As a result, we select the highest ranking among
the considered macro-categories as follows:

ri, j = max
∀k∈K|k∈T (K)

ui ∧k∈T (K)
u j

ri, j;k (6.14)

The “Who to follow” functionality in microblogging platforms is often implemented with a
list of users that does not depend on the current submitted query or context, as in the case of
Twitter [169]. So it seems rational to collect the users that show any form of content-based
similarity with the target user, with no regard to a specific macro-category.

As with ratings in collaborative filtering approaches, potential bias may exist in terms
of both attitudes expressed by users and average perception of debated concepts. Two users
might be debating on the same concept, but one being a cynic who expresses often negative
attitudes, and the other showing a more enthusiastic disposition. In addition, selected top-
ics on micro-blogging platforms might enjoy strong popularity due to several reasons. In
this scenario, the popularity bias usually denotes the tendency for some items to be recom-
mended more frequently [31]. Other forms of bias may generate variations in the attitudes
expressed by the user on particular concepts. User’s bias corresponds to that tendency of
the user to give better or worse ratings than the average.

Koren [105] proved that, by considering user and concept biases in the recommenda-
tion, improvements can be obtained because it can allow for the intrinsic difference between
users and the between concepts to be represented. MF models face these effects by explic-
itly taking into account the bias parameters as follows:

b(s)
i, j = µ(s) + b(s)

ui
+ b(s)

c j
(6.15)
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where the terms bui and bc j represent the observed deviations of user ui and concept c j

from the average values, and µ is the overall average value of the s dimension. They
describe general properties of users and concepts, without accounting for any involved
interactions. These bias parameters are summed up with the predicted ranking p(s)T

j q(s)
i

during the minimization phase obtaining:

minp(s)∗,q(s)∗

|U|∑
j=0

|C|∑
i=0

(M(s)
i, j −µ

(s)−b(s)
ui
−b(s)

c j
− p(s)T

j q(s)
i )2 +λ(b(s)

ui

2
+b(s)

c j

2
+
∥∥∥∥p(s)

j

∥∥∥∥2 ∥∥∥q(s)
i

∥∥∥2
) (6.16)

6.2.4 Temporal analysis of attitudes

User’s attitudes constantly change over time, thus tracking the temporal dynamics of user’s
interests may help improve personalized systems. The proposed MF-based recommen-
dation includes static representations of interests and concepts. A possible solution is to
extend the model by considering potential evolution of these two dimensions over time.

Each timeline Tu is partitioned into N∆t intervals of ∆t time span. The SVO-based
analysis required for the definition of the matrix M is performed on each of these intervals.
Therefore, we obtain multiple matrices, one for each time span, on which we perform the
MF. The rationale is that, given two users, if they both have discussed the same topic but at
different times, they have to be considered less relevant to each other than users that have
discussed same topics at similar times. Formally, each rating function ri, j is dependent on
the time slot tl → tl + ∆t with l = [1, · · · ,N∆t − 1], as well. The final ranking is obtained by
averaging the time-dependent ranking as follows:

ri, j =
1

N∆t

N∆t−1∑
l=1

ri, j(tl) (6.17)

where ri, j(tl) is evaluated by considering the partition of the users’ timeline in the interval
tl → tl + ∆t.

6.2.5 Computational Complexity

The computation complexity of the approach is driven by the MF process. Indeed, in order
to provide up-to-dated recommendations, the MF must be regularly recomputed according
to new published content. Instead, the complexity of the SVO-based analysis is determined
by the SVM-based categorization of microposts to pre-defined classes (Sect. 6.2.3) and NB
classification used for the sentiment analysis (Sect. 6.2.1), which can be trained at once, so
we are more interested in the computational requirements after the training step.
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Table 6.1: Statistics of datasets.

Time span # Tweets # Users Lang Topic

D1: Jan 2013→ Feb 2013 1,0M 71K IT Political Elections
D2: Sep 2015→ Feb 2015 3,5M 181K EN Car Brands
D3: Dec 2014→ Feb 2015 2,9M 110K EN Mobile Phone Brands
D4: Jan 2015→ Dec 2015 1,2M 99K IT Movies
D5: Jan 2016→Mar 2016 25,3M 1,1M IT Trending Topics

A popular algorithm that implements non-negative MF [112] has computational com-
plexity O( f |C||U|) per iteration during the training phase. Of course when new information
is added to the user-concept matrix, the factorization can be initiated from the P and Q

matrices obtained in the previous cycle, speeding up the time required for the completion
of the iterative process to the convergence of the Eq. 6.11. Once the MF is completed, the
rating for a candidate user is computed with O( f |C||U|) complexity, where f is related to
the computation of the cosine similarity (Eq. 6.1), and |C||U| is due to the retrieval of the
users whose timelines contain hashtags similar to the ones in the target user’s timeline. A
pre-processing of the set C removes from the feature space those hashtags whose micropost
frequency is less than some predetermined threshold. The assumption is that rare hashtags
are non-informative for the recommendation.

Since TDMF takes into consideration a constant number of partitions of the timeline,
the above-mentioned big O notation is still valid but a N∆t-fold increase exists in the pro-
cessing time.

As for the SVO-based analysis, the categorization based on the SVM technique shows
complexity of O(|V|), where V corresponds to the vocabulary of terms that compose T.
O(|τ|) is the complexity of the NB classification of a timeline’s micropost to one of the
three classes {s(+), s(−), s(∅)}, where |τ| is the average length of a post. The two computations
are performed for each recent post in the user’s timeline Tu, so the SVO-based analysis
shows an approximate complexity of O(|U||V|) by considering the number of posts and the
average length of a posts constant.

6.3 Evaluation

Experimental tests of the proposed approach were performed on different real-world datasets,
obtained by monitoring the traffic produced by users on Twitter. Such data enabled us to re-
alize a comparative analysis of our system with similar approaches proposed in the research
literature.
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To guarantee a correct statistical significance of the results, the experimental evalua-
tion were carried out taking into account different datasets as shown in Table 6.1. The
considered datasets were gathered as follows:

D1: We filtered from the Twitter stream the hashtags related to politician leaders and
Italian parties during the 2013 Italian general election.

D2: A dataset on majors technology brands, among others Samsung, Apple, Nokia,
Huawei, LG, Motorola, and Blackberry.

D3: Tweets matching terms related to the automotive landscape, such as Audi, BMW,
Ferrari, Jaguar, Mercedes, Toyota, and Porsche.

D4: Corpus of tweets that counts more than 200 movies released in Italy during 2015.

D5: This dataset includes tweets of trending topics automatically suggested by the mi-
croblogging platform over a period of 3 months, such as #bruxellesattacks, #oscars, #syr-
iaconflict.

The time period in which each dataset has been collected is splitted in two parts. The
initial 70% corresponds to the data for the training set, the subsequent remaining data are
used for testing the proposed recommendation system against other benchmarks. A crawler
periodically updated the profiles of each user during the whole time period, considering also
new followers/following relationships. Each time a social tie is discovered, its timestamp
is being associated with the time the crawler found it.

6.3.1 Benchmark: metrics and comparative algorithms

A wide spectrum of evaluation metrics for RSs exist, most of them focused on their ac-
curacy. While the assessment of such aspect is foundamental, there are limits that emerge
due to the discrepancy between the users’ perception and the outcome of the metrics [123].
An accurate recommendation, however, is not necessarily perceived as a useful one. If
the users in the recommendation list are very similar to the target users, the benefits of
the system are limited because good chances are that the users discover them by querying
the microblogging service or exploring the neighbors of their personal social network by
themselves. A more useful recommender provides accurate and personalized recommen-
dations guaranteeing, at the same time, high levels of novelty and diversity. For this reason,
multiple metrics have been considered for better evaluating the optimal trade-off between
accuracy, novelty and diversity of the considered recommendation approaches.

87



Accuracy
The goal of the people-to-people recommendation is to provide the target user with a set
of relevant people to follow. In our approach, the output is a set Lu of potentially relevant
users, where the timeline of each u in Lu is considered for the user profiling.

A straightforward methodology to measure the accuracy of a RS is to assess how many
suggestions are relevant to the user. We suppose that user ui is relevant to u j if a real
following relationship exists between them.

Precision is the most used accuracy measure and gives a general idea of the overall
performance of the recommendation. Since it is known that users focus their attention on
the top ranked items of a list [95], we employed the Success at Rank K (S@K) measure that
is commonly used for evaluating ranked lists of recommendations. It expresses the mean
probability that a relevant user is located in the first K positions of the suggested users set,
and is obtained as follows:

Acc(u,Lu) =
1
|Lu|

∑
ui∈Lu

S @K(ui) (6.18)

where S @K(ui) is one whether ui is a relevant user for the target user u, zero otherwise.
Diversity
Diversity generally applies to a set of recommended items, and is related to how different
the items are with respect to each other. Diversity is then determined by evaluating the
dissimilarity of textual features extracted from users’ timeline of the recommended set Lu.

The diversity measure we devised is based on the Latent Dirichlet Allocation (LDA) [25],
a generative probabilistic model for collections of discrete data such as text corpora. LDA
shapes latent topics as a distribution over the words of the vocabulary, and every given
document as a distribution over these topics, which is sampled from Dirichlet distributions.
LDA model is often used for dimensionality reduction, where any input document d is as-
signed to a fixed set of real-valued features, that is, the posterior Dirichlet parameters γ∗(d).
If we assume that γ∗ is represented by means of a vector, we define the diversity based on
LDA as follows:

Div(Lu) = 1 −
∥∥∥γ∗(d(TLu))

∥∥∥ (6.19)

where d(TLu) represents a text document consisting of the concatenated posts from the
users’ timeline in Lu. The LDA diversity reaches high values if the combination of users’
timeline represent several different latent topic.
Novelty
There have been several attempts to capture the degree of novelty in single measures [130,

88



41]. Novel recommendations consist in suggesting items that the user did not know about,
and whose description is semantically far from users’ interests. Therefore, the measure
takes into consideration both the recommended content and the target users’ interests. Hi-
jikata et al. [87] use collaborative filtering to derive novel recommendations by explicitly
asking users which items they already know. The scale of the domain we are dealing with
and the number of users involved do not allow us to follow a similar methodology. The
novelty measure assumes high values if the recommended users’ timeline include several
topics that are not discussed yet by the target user. Therefore, we can define novelty in
terms of overlap among topics discussed by the target user u and the suggested users Lu.
More formally we define:

Nov(u,Lu) =
1
|Lu|

∑
ui∈Lu

1

|T (C)
u |

∑
c∈T (C)

u

(−
n(c)

ui

nui

) (6.20)

6.3.2 Algorithms for comparative evaluation

In order to outline comparative conclusions from the experimental evaluations on the con-
sidered datasets, the following people-to-people recommendation approaches have been
devised and included in the experimental tests:

R: A baseline recommender that randomly suggests users from the considered dataset.

NP: A non-personalized recommender that always suggests the most popular users in the
dataset, that is, the users with the highest number of followers.

CB: The content-based approach proposed in [81] (with the name of S1), which repre-
sents each user u through the function d(Tu), that is, the text document consisting of
the concatenated posts from the users’ timeline. A traditional search engine based on
the vector space model with a TF-IDF scoring function and cosine similarity mea-
sure [19] returns the users that are more similar to the target one by considering their
timeline’s content.

CF: It represents each user ui by the following set:

{∀u j ∈ U | i , j ∧ (Ai j = 1 ∨ A ji = 1)} (6.21)

that includes any user with an explicit tie with ui (i.e., followers and followees).
The IDs of these users are converted to unique keywords and, similarly to the CB
approach, a IR-based search engine returns a ranked link of recommendations. It
corresponds to the S7 approach in [81].
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CBH: Similarly to CB, each user is represented by the posts included in the timeline, but
instead of every keyword, the content is limited to the set of concepts in T (C)

u . The
frequency of the concept in the user’s timeline corresponds to the term frequency.

FoF The Friend-of-Friend recommender is available in popular social network services,
such as Facebook and LinkedIn [33, 69]. It relies on the following hypothesis: if
many users followed by u subsequently follow a particular person, this latter person
is more likely to be suggested to u. The greater the number of u’s friend that follow
the candidate, the higher is the relative rank in the suggested list. It follows the
common neighbor paradigm that makes use of explicit social ties often considered in
the link prediction task [115].

MFE: The straightforward recommender based on MF [107] where the items to suggest are
the users themselves. Therefore, the training set is composed of ratings rui,u j ∈ 0, 1,
which represent the existence of an explicit social tie (i.e., following relationship)
that bind the pair of users. The estimated rating between the target user ui and the
generic candidate u j is obtained by the inner product in the latent factor space, that
is:

qT
i p j

The top-ranked candidates of the target user are the ones assessed in the evaluation.

MF: The recommendation approach based on the SVO-based analysis and the MF models
introduced in Section 6.2.

TDMF: The previous recommendation approach enhanced with temporal dynamic features,
as explained in Section 6.2.4.

The explicit social ties used by CF, FoF and MFTB approaches are extracted from the
training set, whereas the test set is used to assess the performances. Similarly, the timelines
considered for the learning process in the CB, CBH, MF and TDMF approaches consist of
microposts published in the first split (i.e., training set) of each dataset.

6.3.3 Experimental results

The evaluation of the accuracy is achieved by comparing our system with some state-of-
the-art people-to-people RSs. To perform an offline comparison analysis, an evaluation set
has been built. We selected 1,000 random users from each of the dataset already introduced
in Section 6.3, that match the following criteria:
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• users that posted at least five tweets

• users with at least ten friends and followers into the dataset (that can be selected for
the evaluation test)

This kind of offline analysis suffers from an important weakness: the natural sparsity
of datasets derived from social network limits the amount of relevant content that can be
evaluated. In this way, selecting exclusively random users without matching the above-
mentioned criteria may lead to have no real friends or followers to compare with into the
test dataset, and therefore resulting in a zero accuracy for every recommender. On the other
hand, offline evaluations are often considered in RS studies because they allow researchers
to perform large scale evaluations on thousands of users, different datasets and algorithms
at once [86].

In Table 6.2, we report the results of the comparative analysis in terms of accuracy. All
the experimental results were tested for statistical significance through a two-tailed t-test

with a significance level set to p < 0.05.
In terms of accuracy, the outcomes show the substantial benefits obtained with the pro-

posed approaches and confirm our initial hypothesis about the potential combination of
sentiment, volume and objectivity to better identify real relationships between users. A
traditional MF-based approach that limits its analysis to the explicit ties between users,
i.e., MFE, does not reach similar accuracies. The results highlight also how the TDMF
approach obtains the best values among all datasets. This is a relevant achievement that
endorses how important is to consider temporal features for the people-to-people recom-
mendation.

Subsequently, we evaluated the performance of the RSs in terms of diversity and nov-
elty. Table 6.3 summarizes the diversity and novelty obtained on average among all datasets.
Approaches that leverage social network information such as NP, CF, and FoF reach high
values of novelty, that is, they are able to suggest people that are more likely to discuss
topics unknown to the target user. On the contrary, MF and TDMF techniques, thanks to
matrix decomposition and temporal analysis, supply the RS with the ability of suggesting
diverse users to follow, that is, a list of recommended users that are different, one from each
other.

As for the temporal factor, we analyzed the variation of the accuracy as a function
of the extent of the ∆t time span. Table 6.4 shows that datasets D1, D2, D3, and D4
achieve the best accuracy with ∆t intervals of 14 days and 21 days, while D5 with ∆t

of 7 days. Since the latter dataset consists of several fragmented and temporary trending
topics, by considering a time span of 7 days, the most relevant topics are better represented.
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Table 6.2: A comparison of accuracy outcomes among some state-of-the-arts recommender
approaches.

RS D1 D2 D3 D4 D5

R 0.049 0.057 0.024 0.045 0.038
NP 0.146 0.114 0.122 0.111 0.065
CB 0.130 0.118 0.115 0.126 0.111
CF 0.172 0.163 0.161 0.167 0.151

CBH 0.127 0.099 0.105 0.055 0.078
FoF 0.165 0.155 0.159 0.140 0.132
MFE 0.121 0.105 0.111 0.119 0.107
MF* 0.187 0.181 0.178 0.201 0.182

TDMF** 0.212 0.233 0.235 0.241 0.255
(*) With the best SVO values for each dataset and f = 5

(**) Best ∆t for each dataset showed in Table 6.4 and f = 5

One popular example in the dataset is the news about the 2016 Brussels bombings. By
considering a shorter time span, the recommendation is more tailored to users that are
interested in the terrorism attack instead of considering people fascinated by the capital of
Belgium, its history or cultural events.

In order to understand the behaviour of the users’ attitudes, we performed a sensitiv-
ity evaluation of SVO parameters through a large-scale gradient descent algorithm [192]
with learning rate ζ = 0.1. This evaluation enabled us to observe how the performance
could be improved by tuning the weights that define the different contributions of senti-
ment, volume, and objectivity, based on the nature of topics (on which the users’ similarity
is computed). In particular, the results in Table 6.5 highlight how the contribution of senti-
ment is higher for topics about politics and movies, while the contribution of volume is on
average significant for all of the considered topics.

Finally, Figure 6.3 reports the RS accuracy for the MF approach as a function of the
latent factor’s number f . As can be noted, there are no relevant accuracy improvements
by increasing the number of latent factors. This finding motivated us to select a fixed f =5
for all of the aforementioned experimental evaluations. A lower number of latent features
decreases a lot the computational resources.

The obtained outcomes pave the way to the hypothesis that a hybrid approach that
accurately selects the recommendations from multiple approaches, such as FoF, CF and
TDMF, may show benefits to the user. For instance, the approach based on explicit social
ties (FoF) outperforms attitudes when the goal is to have high novelty, whereas MF and
TDMF obtain in general better accuracy and diversity on the considered datasets. But a
simple linear combination of the outputs would not be optimal. Future work is required to
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Table 6.3: Results for diversity and novelty metrics

RS Novelty Diversity

R 0.21 0.14
NP 0.29 0.34
CB 0.14 0.23
CF 0.39 0.55

CBH 0.11 0.15
FoF 0.35 0.29
MFE 0.25 0.28
MF 0.19 0.45

TDMF 0.25 0.47

Table 6.4: Results of S@10 for TDMF recommender system while varying the length of
∆t time span

Dataset 7gg 14gg 21gg 30gg

D1 0.191 0.202 0.212 0.187
D2 0.210 0.233 0.221 0.200
D3 0.201 0.235 0.18 0.199
D4 0.192 0.205 0.241 0.225
D5 0.255 0.189 0.188 0.173

Table 6.5: Sensitivity analysis of sentiment-volume-objectivity parameters for the best ob-
tained values of MF recommender system

Dataset S@10 S V O

D1 0.187 0.45 0.45 0.10
D2 0.181 0.20 0.60 0.20
D3 0.178 0.30 0.65 0.05
D4 0.201 0.45 0.45 0.10
D5 0.182 0.20 0.70 0.10
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Figure 6.3: S@10 while varying the number of latent factors f, with the best values of ∆t

understand what the user is currently expecting from the recommender, promoting items
that are not similar to what they have previously liked (i.e., maximizing the diversity), or
pursuing higher accuracy, that is, items similar to what users have previously liked.

6.4 Related work

In this section we describe several works somehow related to the proposed system, espe-
cially focusing on people-to-people recommendation.

From the seminal works on link prediction [115, 85], many relevant contributions have
been proposed. Freyne et al. [56] provide the active user with suggestions about key peo-
ple to connect to, based on social relationship information coming from different external
sources and gathered through the social aggregator Sonar [75]. In [34] techniques that
exploit both the user-generated content and the social network structure are proposed for
recommending people of potential interest to the target user. Such techniques rely on the
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Friend-of-Friend (FoF) hypothesis that if many of the target user’s friends have a friend in
common, this latter could be friend of the target user as well. This system is one of the
baseline approaches that appear in the comparative analysis reported in Section 6.3. The
authors of [77] address the same problem in an enterprise scenario. They aggregate infor-
mation from different sources in order to profile users, thus being able to identify those
who have provided a similar contribution (e.g., co-author papers, patent authorship, etc.).
This work is based on the assumption that if two users have generated content on simi-
lar topics, they are more likely to appreciate getting in touch with each other than other
users. Quercia and Capra propose a mobile application that relies on the users’ physical
proximity for generating people-to-people recommandations [146]. In [191], a supervised
machine-learning approach is proposed to address the link recommendation problem on an
enterprise social network. To this end, the authors mine the user-generated content, the so-
cial graph, and the company’s organizational chart to profile enterprise users. Some work
has been focused on the user recommendation problem in social micro-blogging services
like Twitter. In particular, the authors of [82] make a comparison between content-based
and collaborative filtering approaches for user profiling. To this end, they resort to a classic
search engine to index and classify such profiles via the traditional TF-IDF approach of
Information Retrieval. Then, the top-k users are suggested to the target user. Their experi-
mental results show the better performance of collaborative filtering approaches compared
to those of content-based.

Such findings suggest that the relations between users are more structured, and therefore
more relevant for user recommendation task than the noisy microposts. Given the relevance
of these approaches, both of them have been implemented and compared with the proposed
system (see Sect. 6.3). In [14] the authors address the same problem through an algorithm
which explores the topology of the social graph in Twitter to locate users to recommend
to the active user. This approach extends the well-known item-based recommendation
nearest neighbor technique [152] to the user recommendation task. However, the works
presented in [107] and [194] show that approaches based on matrix factorization provide
better performance than those based on neighborhood techiniques. Such consideration,
along with the need to operate on large-scale social networks, inspired our approach.

Matrix factorization techniques have been previously considered in the link prediction
problem. In [125] the authors combine explicit and latent features and prove the effec-
tiveness on various datasets. Kutty et al. [109] propose tensor space models as a potential
framework able to include also additional attributes associated with each user. Other works
extend the analysis by considering dynamic interactions, that is, the time in which a tie is
created, e.g., [6, 70, 60, 109]. The above-cited works have not been explicitly evaluated on
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popular social network services, such as Twitter or Facebook, and do not take into account
user attitudes.

Yang et al. [186] extends the check-ins left by the users on location-based services
with additional features, such as fine-grained user preferences extracted from opinions ex-
pressed in user comments. MF techniques are considered for capturing both social and
inter-venue influence based on similarity measures between user comments, geo-distance,
categories, reviews, etc. Similarly, in [187] the authors use a three-way tensor model
User×Keyword×Venue for personalized location ranking.

Although a large number of contributions have been devoted to the people-to-people
recommendation issue - to the best of our knowledge - exploiting sentiment analysis of
user-generated contents for purposes of community detection and/or user recommendation
has not been deeply investigated. Xu et al. [183] transform the sentiment-based com-
munity discovery into a correlation clustering problem and propose a random rounding
algorithm based on semidefinite programming for its solution. In [132] the authors de-
scribe an unsupervised approach based a non-parametric clustering algorithm for detecting
hyper-groups of communities, called hyper-communities, where users share the same sen-
timents. In [188], the authors extract users’ interests from their microposts and identify
some sentiment-based features that express the likelihood of two users establishing a re-
lationship (i.e., following each other or mutually mentioning) between them. They also
advance a factor graph model including a sentiment-based version of the cognitive balance
theory for predicting potential relationships.

As far as we aware, this is the first work combining sentiment analysis and matrix
factorization techniques to assist users in locating interesting people.

6.5 Summary

In this paper, we have described a people-to-people recommendation approach for large-
scale social networks. Our work emphasizes the use of user’s attitudes such as implicit sen-
timent, volume and objectivity to improve recommendation performance and matrix fac-
torization models to maximize efficiency and scalability. The experimental results showed
the advantage of our approach compared with the state-of-the-art techniques. Taking ad-
vantage of implicit sentiment related to the users’ timeline, enables us to better identify the
relationship of interest between users. The experimental evaluation on different datasets
has also proved that the SVO factors are influenced by the topics under discussion. When
multiple factors obtained from the user-generated content are taken into consideration, an
adequate analysis of their relevance in the recommendation process is required. The same
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conclusion holds for the time unit considered for the temporal analysis of the expressed
users’ attitudes.
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Chapter 7

A Sentiment-based Youtube Video
Recommender

Everyday video-sharing websites such as YouTube collect large amounts of new multime-
dia resources. Comments left by the viewers often provide valuable information to describe
sentiments, opinions and tastes of the users. For this reason, we propose a novel re-ranking
approach that considers that information in order to provide better recommendations of re-
lated videos. Preliminary experiments indicate an improvement in the rank of the proposed
resources.

7.1 Introduction

YouTube is the world’s most popular web video community used by 1 billions unique users
world wide each month1. 4 billions of videos are viewed per day, with 100 hours of new
ones uploaded every minute. Sifting through this large repository of multimedia resources
poses unique challenges for the user.

The YouTube user interface provides, given the current video id, a list of recommenda-
tions as shown in Fig. 7.1. YouTube selects those recommendations based on an algorithm
that considers signals from a variety of sources including the user’s favorite, watched and
liked videos [40]. These signals are combined for ranking the list of related videos com-
piled by monitoring what other people usually watch next. By exploring this related-video
graph, a candidate list is built. Characteristics about the videos (e.g., views and ratings) and
the similarities of the videos with the history of videos watched by the user are combined to
rank the candidate resources. A balance between relevancy and diversity across categories
guarantees some sort of diversity in the related video list L(y)

id = (l1, l2, . . . , ln). As a result of
that approach, the user-generated comments that are shown below the video are not taken

1http://www.youtube.com/yt/press/statistics.html (Accessed: 23 January 2015)
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Figure 7.1: The YouTube website with metadata and recommended videos highlighted.

into consideration. While these user interactions are often short and noisy, they have the
chance to represent valuable information about user interests, tastes and, more in general,
debate topics about the video content.

Consistent with other hypothesis in this thesis, the rationale in this work is that two
videos have the chance to be related if they rouse similar reactions and sentiments on the
users that watched them. This sort of implicit relationship between multimedia resources
might improve the original YouTube ranking in a way that better match the user expecta-
tions. While related video lists can host a large number of suggestions (i.e., up to 40), on
the flip side videos that are not promoted high on the list are less likely to be visited by the
user. For this reason, ranking of related video acquires a paramount relevance.

In this paper we propose a re-ranking method that, for each video, generate an improved
order of the resources proposed to the user by the YouTube traditional recommender. Em-
pirical results prove the benefits of including user-generated comments in the recommenda-
tion process for real-user scenarios. The rest of the paper is organized as follows: Section
1.2 presents the proposed recommendation model. Section 1.3 highlights the evaluation
results, and in Section 1.4 are briefly introduced related work and in Section 1.5 are sum-
marized the results obtained and the research questions answered.
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7.2 The Proposed Video Recommendation

Given a video id, the YouTube Data API2 allows us to retrieve up to 1000 comments Cid

by submitting a sequence of 20 requests, each with a 50-comment limit. The API provides
us also the top 25 related videos. We filter too short comments and the ones with swear
words. A Bayesian classifier trained on a subset of spam comments help us to filter out the
less relevant content.

A straight keyword-based approach [18] identifies the words that express a sentiment,
assigning a score to them for each of the following dimensions: positivity, negativity, and
objectivity. In particular, given a comment ci,id ∈ Cid we sum up all the positivity scores
and then subtract the negativity ones. The obtained real value is compared with 5 intervals
so that each comment is assigned to one of the following classes: very positive, positive,
neutral, negative, very negative. Those classes are also the five dimensions of a vector
space model, where the sentiment vector:

v(ss)
id = (v1,id, v2,id, v3,id, v4,id, v5,id) (7.1)

is calculated summing up the occurrences of the very positive classes for the dimension
v1,id, positive occurrences for v2,id, neutral occurrences for v3,id and so forth.

The same procedure is followed for each video l j in the related video list L(y)
id by analyz-

ing the set of comments associated with j. We obtain n vectors v(ss)
l j that can be compared

by means of a cosine similarity measure with v(ss)
id . Therefore, the related video l j will have

a sentiment-based similarity r(ss)
j ∈ [0, 1].

A second step extracts named entities (e.g., persons, locations) and nouns from each
comment by means of a Named-entity recognizer and Part-of-Speech tagger, respectively.
As with the previous procedure, two vectors, v(ne)

l j and v(pos)
l j , are obtained for each video j

in L(y)
id by summing up the contribution of the different comments. The two vectors v(ne)

id and
v(pos)

id are also computed for the id-video. The dimensions of the vectors are distinct named
entities and nouns that appear in the analyzed user-generated data. A cosine similarity
measure assigns the scores r(ne)

j and r(pos)
j between the current video id and the j-video,

respectively, for the named entity and noun comparisons.
The last step calculates the final rank for the video j by linearly combining the three

measures:
r j = α1r(ss)

j + α2r(ne)
j + α3r(pos)

j (7.2)

where the three α values are constants that we set to 1/3 in our experiments.

2https://developers.google.com/youtube/ (Accessed: 23 January 2015)
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7.3 Evaluation

A total of 8 people were interested in the evaluation, mostly students of computer science
courses, all usual users of the YouTube service. A Java application has been developed
to assist them during the evaluation. We asked them to select 10 videos V = (v1, . . . , v10)
from their watched history, the recommendation on the YouTube homepage or from the
their subscribed channels. For each video vi, the application obtains its related videos L(y)

vi

suggested by YouTube. A new rank list L′vi is built by downloading the comments and
running the proposed approach on them. At the end, a randomized list is proposed to each
user that was asked to evaluate her interests in watching the single videos in it with a five-
level Likert scale. The Normalized discounted cumulative gain (nDCG) is evaluated both
for the YouTube list L(y)

vi and the new ranked one L′vi. After computing the measure for
each video we averaged them to obtain an overall performance evaluation. The YouTube
recommender obtains a nDCG of 0.829 while the proposed approach reaches 0.858 with
an improvement of 3.51% (p-value<0.05).

7.4 Related Works

To the best of our knowledge, our work makes the first attempt to analyze user comments
in the video recommendation domain. Shmueli et al. [157] analyze users’ co-commenting
patterns for predicting, for a given user, suitable news stories that she likely comment on. A
similar approach is focused on the news recommendation by Messenger and Whittle [126].
Sergiu et al. [32] explore the effectiveness of comments and other social signals for the
video retrieval task, that is, when a user query must be elaborated.

7.5 Summary

In this work we proposed a Youtube recommender that takes into account of user sentiment
within the comments they provide. In a preliminary evaluation, the proposed approach
shows that sentiment and semantics in general may help a video recommender. In order to
improve the proposed approach, we are currently planning to do an extended evaluation to
better understand the relationship between the kinds of opinions and sentiments expressed
by the users and the categories of the videos. There are many videos for which YouTube
is not able to compute a reliable set of related videos due to the scarcity of user activities.
It is interesting to understand if the proposed approach can be successfully implemented
even for new videos that have collected a right number of comments, partially addressing
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the data-sparsity issue due to the scarcity of user activity records. In addiction, will be
evaluated whether the techniques and weighting measure proposed in previous Chapter 4,
and Chapter 3, are valuable also in a different social network such as Youtube and in a
different recommendation task: from user recommendation to video recommendation.
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Chapter 8

Conclusions

With the advent of social media, the continuously growing amount of accessible data and
the resulting information overload problem pose new challenges for Recommender Sys-
tems.

In this thesis, we described our research work in leveraging Sentiment Analysis meth-
ods to build richer user profiles and improve recommendation engine. The main goal was
to understand if Sentiment Analysis in social networks can improve the performances of
the recommendation process.

8.1 Summary of Contributions

Regarding the research questions that were identified in Section 1, the main findings and
contributions of this thesis are summarized below.

Sentiment-based User Recommender on Twitter. As people discuss various topics on
microblogging platforms, inferring the sentiment relates to such topics is important to im-
prove user recommendation. The following research question was therefore investigated in
this thesis.

• Can the consideration of a sentiment-based model yield benefits to social RSs?

To answer this question we conceived a novel sentiment-based function called Sentiment-

Volume-Objectivity (SVO), related to the user interests. We built a user recommendation
engine that uses this weighting function, and collected a dataset for training and testing
proposed approach. The devised technique allowed us to build more complete user pro-
files, and a comparative analysis between the proposed model and some state-of-the-art
approaches showed the improvement in terms of recommendation accuracy.
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Exploiting Signals and Temporal Dynamics for a People-to-People RS. As users’ in-
terests evolve over time, a user recommender can exploit such evolution to perform better
suggestions. In this section we pose two research questions as follows:

• Can the consideration of temporal patterns of users’ interest really impact the char-
acteristics and quality of user recommender?

• Can Sentiment Analysis yield some benefits to the proposed temporal-based RS?

To answer these research questions we devised a signal-based recommender system, that
takes into account of temporal variation of the user interests. In order to analyze such sig-
nals we made use of the wavelet transform, a signal processing technique that captures the
frequency content of any signal. To evaluate the proposed model we followed over 20,000
users on Twitter and selected a sub-set of 1,500 people for the test process. An extensive
comparison with the approach proposed by [81], revealed a positive answer to the first
research question. Furthermore, we considered the SVO weighting schema presented in
Chapter 3 into the signal-based approach, and the evaluation results showed that Sentiment
Analysis could improve the recommender precision, also using this kind of method.

Leveraging Community Detection Techniques for User RS. Considering the results of
previous chapters that highlight how Sentiment Analysis can improve the recommendation
performance, in this section we devised a user recommender that improves recommenda-
tion precision also while varying the topic considered in the user profiles. Therefore the
research questions we pose are:

• Which is the best graph technique for enhancing the contribution of the Sentiment
Analysis in people RSs?

• Can sentiment improves the final recommendation precision?

• Are there differences depending on the category of topics dealt with by the user?

To answer the first question we built a graph-based recommender where nodes are users
and weighted ties represent the similarity values between users. Our RS approach consid-
ered several tie strength measures to suggest relevant user to follow. The best approach
that maximize the RS was a specific combination of sentiment, volume, and objectivity
integrated into Weighed Adamic-Adar and Katz tie strength measures. The findings be-
hind the evaluation of those several tie strength measures let us to answer the other two
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research questions we posed. Sentiment Analysis also in this case was able to increase
the recommender precision, but the aforementioned combination of SVO was topic de-
pendent. Particularly, was discovered that the contributions of sentiments are higher for
politic-oriented topics instead of automotive and technology topics.

Matrix Factorization Recommender System. As a matter of fact, the amount and va-
riety of social data is continuously growing in latest years, it is therefore important that
current RSs try to handle this huge amount of data. In this section we thus want to answer
the following research questions:

• In a scalable RS, does content published by users and, in particular, the inferred
attitudes and sentiments, allow for a better identification of potential relationships
between users?

• How does temporal analysis of these attitudes impact the recommendation?

• Can sentiment analysis improve also non-accuracy metrics, such as diversity and
novelty?

To answer these questions we built a large-scale RS based on a three-dimensional matrix
factorization approach, one for each SVO parameter. To the best of our knowledge this was
one of the first attempt that combined sentiment analysis, recommender systems and matrix
factorization technique. The proposed model enabled us to answer the research questions,
that is, (i) taking advantage of implicit sentiment related to the users’ timeline, definitively
enabled to better identify the relationship of interest between users (ii) considering tempo-
ral factors improved the recommender precision, and (iii) the proposed approach increased
the recommender diversity while slightly decreased the novelty of the system.

A Sentiment-based Youtube Video Recommender. In order to evaluate a sentiment-
based recommender in a different domain such as in a video recommender, we selected
Youtube as a data source for our RS. The research question we pose is the following:

• How much Sentiment Analysis can enrich the recommendation process on Youtube?

To answer this research question, we devised a re-ranking system for video recommender
that takes into account user’s comments and analyses the sentiment within it. The evalua-
tion test obtained with real users, achieved an increment of 3,51% in terms of recommender
precision. This preliminary study let us to answer the research question positively, and open
a list of future works and research questions also for Youtube social networks.
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In summary, this thesis contributes to research regarding sentiment-based RSs in so-
cial networks. Each contribution in this thesis confirmed the hypothesis that sentiment is
a valuable feature to improve the recommendation process. During the research activi-
ties, we devised new recommendation approaches that better integrate Sentiment Analy-
sis algorithms. We built different kind of RS approach, leveraging large-scale techniques
such as matrix factorization as well as graph-based techniques. We also exploited signal
processing to enhance the contribution of temporal dynamics into the proposed recom-
mender. Finally, we evaluated proposed systems using diverse datasets and social networks
sources such as Twitter and Youtube, and considering other state-of-the-arts techniques
to have a real benchmark to compare with. Furthermore, many scientific research pa-
per [189, 184, 121, 100, 141, 97] drew inspiration from our work and further confirm that
Sentiment Analysis is an effective method to adopt in a Recommender System.

8.2 Future Work

Based on the methods and findings presented in this thesis, we suggest the following rec-
ommendations for future work.

The recommender system framework and sentiment techniques presented in this thesis
are mainly based on data collected from microblogging systems such as Twitter. User
or usage data from other Social Web systems can be further exploited to cover different
topics that a user discusses, or different social networks such as Facebook, Instagram, and
LinkedIn can be further adopted as a data source for the recommender system. In particular,
a user recommender based on Instagram could be proposed, while for Facebook, LinkedIn,
and also for Twitter could be possible to realize different kind of RS such as News, Products
or Movie recommender. We already did a preliminary attempt to a news recommender
using signal-based model [29]. In addiction, other future steps will be the integration of
sentiment in this diverse kind of task for RS.

A further possible future development could involve the extraction and classification of
other types of concepts in the semantic of text. In addiction to the simple hashtags, it is
possible to take into consideration topics, entities, companies, products, and much more
types that can become a valuable feature to improve the recommendation process.

Each model proposed in this thesis takes advantage of similar Sentiment Analysis
methodology and technique, because we wanted to increase the reproducibility of tests
through different works, and have more reliable evaluations as possible. A possible future
work will be therefore to analyse different Sentiment Analysis methodologies, such as other
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Machine Learning algorithms or a specific technique, and evaluate their effectiveness into
the proposed sentiment-based Recommender Systems.
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