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I N T RO D U C T I O N

1 moore’s law

Since the early 70’s, the semiconductor industry has been working hardly

to satisfy a virtuous cycle: through transistor scaling, one obtains a better

performance-to-cost ratio of products, which induces an exponential growth

of the semiconductor market supplying more money for further investments

in new technologies that enhance scaling, and the cycle starts again [1]. This

cycle has been predicted by the observation of Gordon Moore in 1965 that

the number of transistors in a dense integrated circuit doubles approximately

every two years, observation universally known as Moore’s law. In Figure 2 it

is reported a plot of transistor count for a variety of commercial microproces-

sor chips versus the year of introduction; we can see that Moore was indeed

prescient, or, on the other side, that electronics industry has been working

hardly to follow this "roadmap". Minimum feature sizes were on the order of

10 µm in the 70’s, while today they are about 16 nm, giving three orders of

magnitude decrease in device size and four orders of magnitude increase in

device density. The downscaling of the integrate circuit (IC) minimum feature

size and increased density, while feeding the continuous improvement of

performance of the computer system, has also created significant challenges.

Nowadays, on a system level, issues related to more-dense copper intercon-

nects overshadow the enhancement in chip performance due to scaling [3].

This is the interconnect bottleneck that has arisen as a natural consequence of

device miniaturization. In particular, interconnection through copper wires

has reached several limits:

Figure 1 – The virtuous circle of the semiconductor industry.
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Figure 2 – Plot of CPU transistor counts against dates of introduction. Data from [2].

• No parallel signal can be transferred without any interference.

• Although the downscaling of transistor increases the speed, the same is

not true for the downsizing of interconnect [4].

• A bandwidth to transmit 10 Gbps of data is very challenging [5].

• High power dissipation.

Since interconnects consume 80% of a microprocessor’s power [6], and server

interconnect powers exceed the total power generated from solar energy, the

last point is very important because the power consumption of information

technology is now so large that it is starting to be environmentally significant

[7].

Moore’s law is not a "physical" law but a consequence of the scaling heuris-

tics of semiconductor manufacturing: by holding the cost per unit area of

manufacturing constant, increasing transistor density gives lower cost per

function [8]. But nowadays smaller transistors are more difficult to make and

the engineering effort is so high that the economic benefits arising from the

shrinking of transistors do not hold anymore.

To overcome this saturation, the global semiconductor industry is following

a new trend called "More-than-Moore" (MtM). The goal of this trend is
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Figure 3 – Optical from submarine to on-chip. Adapted from [9].

Figure 4 – Configuration of an optical circuit.

to improve the performance of devices adding functionalities that do not

necessarily scale according toMoore’s law. An example of aMtM technology is

the Silicon Photonics which combines the merit of photons in data trasmission

with the merit of electrons in data processing on a single chip.

2 silicon photonics: quest for a laser

Since its inception in the transatlantic telecommunications between USA, UK,

and France in 1988, optical fiber has nowadays replaced all of the electronic

wires for long-haul telecommunication systems. Besides long-haul trans-

ocean telecommunications, at present, optics it is increasingly exploited in

intermediate distance telecommunication networks like metropolitan area

networks (MANs), campus networks, local-area networks (LANs), and fiber-

to-the-home (FTTH) applications [10]. For server clusters and data storage

center applications, Luxtera has already made commercially available silicon

photonics-based 100 Gigabit optical transceiver. A fiber optic transceiver

(depicted in Fig. 4) is a device that encodes electrical inputs into light pulses

and uses fiber optical technology to transmit and receive data. The building

blocks of a transceiver are:

• A: Laser source.

• B: Waveguide: its role is to optimize the transport of light.
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• C: Modulator: its role is to convert the electrical signal 0 or 1 to an

optical signal.

• D/E: Multiplexer/Demultiplexer. Multiplexing consists in the associa-

tion ofmultiple optical signals to a singlewaveguide. TheDemultiplexer

performs the inverse function.

• F: Optical fiber: its role it to transport data from the transmitter to the

receiver.

• G: Photodetector: its role is to convert an optical signal to an electrical

signal.

However, to be competitive with electrical interconnects at the chip scale,

optical interconnects have to meet several aggressive requirements in term

of power consumption, data density, and monolithic integration of optical

components in silicon. One of the main hurdles preventing the use of optics at

shorter distance scales is the cost of optical components which are significantly

higher than the electronic devices. As a matter of fact, commercially available

photonic devices consist mainly of III-V lasers integrated on silicon that are

good light emitters but are not fully integrable on the CMOS technology. To

reduce costs, taking advantage of CMOS foundries, it would be convenient to

find a laser source which meets the following requirements:

1. the device is electrically pumped;

2. it is directly grown on Silicon and is CMOS compatible;

3. it emits around 1550 nm.

If the third requirement is satisfied the chip can be directly connected to the

fiber optic network. Usually optical fiber are made of silica glass which has

an attenuation spectrum reported in Figure 5. At 1550 nm the attenuation is

near 0.2 dB/km.

3 germanium is a candidate gaining material

Among all the proposed approaches, Ge-based solutions are now considered

the most promising ones. As a component of the column IV, germanium has
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Figure 5 – Optical fiber transmission windows.

a high compatibility with silicon and fits well in the already used CMOS man-

ufacturing process. At the same time, the direct emission energy of Ge is 800

meV, exactly matching the 1550 nm used in fiber-based telecommunications

systems. Moreover, it has recently attracted a large interest, owing to the

possibility of changing the nature of its band structure [11]. As amatter of fact,

germanium is a priori an inefficient light emitter, because of its indirect band

gap. However, it is considered a quasi-direct gap semiconductor because the

distance in energy between the indirect gap in bulk Ge (located at the L-valley)

and the direct gap in Γ is only 140 meV (Fig. 6). If electrons can overcome this

small energy barrier and occupy the Γ valley, then the light emitting efficiency

will be greatly increased, because the radiative recombination rate for direct

band-to-band transitions is five orders of magnitude higher than that of the

indirect ones.

Since the deformation potential in the Ge conduction band at the Γ point is

larger than the L-band one, applying high tensile strain to the Ge lattice both

direct and indirect gaps shrink, but the direct gap shrinks faster. Therefore,

applying tensile strain, the energy difference between the Γ and the L valleys

decreases. In particular, the energy difference between the two vanishes

for a biaxial strain about 1.6% [12], driving the material toward a direct gap

regime (Fig. 6). Thanks to the reduced energy difference, heavy n-type

doping can also be effectively used to increase the radiative efficiency, since

the excess electrons in the conduction band first fill the indirect L valley and

then the direct Γ valley. These approaches actually led to the demonstration

of optically [13] and electrically [14, 15] pumped Ge-based laser. However,

none of the reported laser is of pratical use yet, due to the extremely high

threshold current, or the poor overall emission efficiency. Moreover, as already
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mentioned, the effect of tensile strain is to shrink the band gap energy moving

away from the 1550 nm targeted for telecom applications.

An alternate way proposed to increase the radiative recombination efficiency

in Ge is to take advantage from the quantum confinement effect (QCE) in Ge

multiple quantum wells (MQWs) surrounded by SiGe barriers [16]. Thanks

to recent successes in advanced heteroepitaxial techniques, these structures

can be realized on Si wafers with appropriate SiGe virtual substrates [17].

Moreover, Ge/SiGe MQWs have attracted great interest for Si-based photonic

devices since the demonstration of quantum confined Stark effect (QCSE)

at room temperature (RT) [18]. Optical modulators [19, 20, 21, 22, 23],

photodetectors [24, 25, 26] and spin-based opto-electronic concepts [27, 28, 29,

30] have been investigated using this promising material. Furthermore, RT

direct gap emission has been observed by means of electroluminescence (EL)

[31] and photoluminescence (PL) [32], indicating that Ge/SiGe MQWs are

potential candidates for an efficient silicon-compatible light emitter. While

Ge/SiGe MQWs meet the requirement of compatibility with the CMOS

technology, they are limitedby a larger direct bandgap energy thanbulkGe. As

a consequence, their light emission is blueshifted in the telecommunicationsO-

E-band wavelength range of 1260-1460 nm and hardly reach the commercially

important C-band (1530-1565). Therefore there is a significant demand to

shift the wavelength operation-range into the C-band for pratical applications

and the employment of tensile strain results in a redshift, as discussed above.

Moreover, the energy levels of confined states in QWs can be modified by

changing the thickness of the layers and the lattice strain of both wells and

barriers. This gives the opportunity of tuning the energy of the emitted light

varying the thickness of the layers and the magnitude of the strain.

4 thesis outline

The goal of this thesis is to investigate how the photoluminescence properties

of Ge/SiGe heterostructures can be tuned by the effect of quantum confine-

ment, doping, and strain.

In Chapter 1 we give an introduction of the basic properties of silicon, ger-

manium, and their alloys from structural properties to their band structure.
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Figure 6 – Gap modification

We discuss how strain, quantum confinement and alloying affect the band

structure of a semiconductor. Finally, we report how it is possible to realize

SiGe heterostructures by means of chemical vapor deposition.

In Chapter 2we introduce the theory of optical transitions in semiconductor,

distinguishing between radiative and non-radiative transitions.

In Chapter 3 we introduce the experimental set-ups employed to characterize

the samples and we discuss the properties of the material we can investigate

with these techniques.

In Chapter 4 we describe how the concentration of defects in SiGe heterostruc-

tures can be reduced with the employment of virtual substrates. Their

deposition and their optical properties will be discussed in detail.

In Chapter 5 the structural characterization and the optical properties of the

Ge QWs will be discussed. Thanks to the results obtained in Chapter 4 we

will be able to distinguish in the PL spectra the features related to the virtual

substrate from those related to the quantum wells. As a consequence, the

effect of quantum confinement, doping, and strain can be unambiguously

analyzed.
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S I L I CO N - G E R M A N I U M H E T E RO ST RU C T U R E S

The present work is focused on the effect of quantum confinement and

tensile strain on the optical properties of heterostructures realized in silicon-

germanium (SiGe) alloys. Before analyzing any optical feature, it is important

to introduce the main properties of the material they are made of. To this aim,

this first chapter introduces the fundamental properties of silicon, germanium

and their alloys. Particular attention is devoted to the effect of strain on the

band structure. Afterwards, we introduce how heterostructures are obtained

and the main challenges that need to be faced during their realization.

1.1 general properties of silicon and germanium

This work is focused on silicon (Si) and germanium (Ge), which are both

semiconductors of the IV group and crystallize in the diamond structure. The

Bravais lattice of the diamond structure is face centered cubic (FCC) with a

basis of two atoms. A symmetric set of primitive vectors for the FCC lattice is

[see Figure 1.1(a)]:

a1 �
a
2 (0, 1, 1), a2 �

a
2 (1, 0, 1), a3 �

a
2 (1, 1, 0), (1.1)

where a is the side of the conventional unit cell. The diamond structure can

be described as two inter-penetrating FCC lattices displaced by ( a4 )(1, 1, 1)
along the body diagonal of the conventional cube [34]. The two vectors of the

basis are

d1 � 0, d2 �
a
4 (1, 1, 1). (1.2)

The corresponding primitive vectors of the FCC reciprocal lattice are

g1 �
2π
a
(−1, 1, 1), g2 �

2π
a
(1,−1, 1), g3 �

2π
a
(1, 1,−1), (1.3)

1
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x
y

z

a
a1a2

a3

(a) (b)

Figure 1.1 – (a) Face centered cubic lattice and primitive translation vectors a1, a2 and
a3 given by Eqs. 1.1 in the text; the primitive cell is reported in light blue.
(b) Brillouin zone of a crystal with a FCC Bravais lattice. The points of
high symmetry are shown.

Figure 1.2 – Many-valley structure of (a) Si and (b) Ge. Taken from [33].

which form a BCC lattice. The Brillouin zone is a truncated octahedron

depicted in Fig. 1.1(b). Some points of high symmetry in the Brillouin zone

are denoted by conventional names:

Γ � (0, 0, 0), X �
2π
a
(1, 0, 0), L �

2π
a
(12, 1

2 , 1
2 ),

W �
2π
a
(1, 1

2 , 0), K �
2π
a
(34, 3

4 , 0), U �
2π
a
(1, 1

4 , 1
4 ).

The lattice parameter a is a function of lattice temperature, i.e., it increases

with temperature due to thermal expansion. The change with temperature of

the lattice parameter can be expressed with the linear thermal coefficient of

expansion, α(T), that also depend on temperature, defined as

α(T) � 1
a
∂a
∂T

. (1.4)
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a(300 K) (Å) α(300 K) (10−6 K−1) α(600 K) (10−6 K−1)
Si 5.431 2.6 3.7

Ge 5.658 5.7 6.7

Table 1.1 – Lattice constants and thermal expansion coefficients at different tempera-
tures for silicon and germanium, taken from [35].

(a) (b)

Figure 1.3 – (a) Band diagram of Si. (b) Band diagram of Ge.

Table 1.1 provides the lattice constants and the thermal expansion coefficients

for silicon and germanium.

Both silicon and germanium are indirect gap semiconductor whose conduc-

tion and valence band extremes occur at different points in the Brillouin zone.

In both the semiconductors, the maximum of the uppermost filled band,

called the valence band, occurs at the Γ point (k � 0). In silicon the minimum

of the lowest empty (conduction) band exhibits a six-fold degeneracy [see Fig.

1.2(a)] and occurs at the ∆ point along the [100] crystallographic direction
connecting Γ to X. The corresponding band gap is 1.12 eV [36]. The energy

band separation at Γ is 3.40 eV. On the contrary, the Ge conduction band

minimum exhibits a four-fold degeneracy (8 semi-ellipsoids) [see Fig. 1.2(b)]

and occurs at the L point along the [111] crystallographic direction. The

corresponding band gap is 0.66 eV. The next minimum of the conduction

band occurs at the zone center and the direct gap is 0.8 eV, thus making the

difference between L and Γ point minima about 136 meV only, as compared

to the 2.3 eV X − Γ difference in silicon. The E–k diagrams for different

crystallographic directions in both materials are shown in Figure 1.3.
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In silicon and germanium, the valence band is derived from p type atomic

states. The spin-orbit interaction results in the splitting of the p type state into

two states with total angular momentum j=3/2 and j=1/2. The state j=3/2 is

4-fold degenerate (m j=3/2, 1/2, -1/2, -3/2) whereas the state j=1/2 is 2-fold

degenerate (m j=1/2, -1/2). This two states are separated by an energy∆ called

the spin-orbit splitting energy. States corresponding to j=3/2 and m j=±3/2
are called heavy-holes (HH), while light-holes (LH) correspond to j=3/2 and

m j=±1/2. The two band are degenerate in the Γ point, and the degeneracy

is lost for finite k. The split-off band is separated by an energy ∆ from the

heavy, light hole bands at Γ, and it corresponds to j=3/2 and m j=±1/2 states

(see Fig. 1.4). Ge has a significantly larger spin-orbit splitting (∆=0.29 eV)

compared to Si (∆=0.044 eV), which is primarily due to the heavier atom of

Ge [33]. The values of the energy band minima and maxima as well as the

effective masses are listed in Table 1.2.

Figure 1.4 – The valence band structure in Si and Ge.

The values of the energy band gaps given up to now are valid only at room

temperature (RT). As a matter of fact, in semiconductors the dependence of

the band gap Eg on the temperature is given by the empirical Varshni law:

Eg(T) � Eg(0) − αT2

T + β
, (1.5)

where α and β are parameters typical of each semiconductor and Eg(0) is
the energy gap value at 0 K [37]. The values of α and β for Si and Ge are

reported in Table 1.3, while for Si1−xGex alloys a linear interpolation between
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Silicon Germanium

Minimum energy in Γ 3.5 eV 0.8 eV

Effective mass 0.2 m0 0.041 m0

Minimum energy not in Γ 1.12 eV 0.66 eV

Longitudinal effective mass 0.92 m0 1.64 m0

Transverse effective mass 0.19 m0 0.082 m0

Heavy-hole effective mass 0.54 m0 0.28 m0

Light-hole effective mass 0.15 m0 0.044 m0

Split-off band valence band energy -0.044 eV -0.29 eV

Effective mass 0.24 m0 0.084 m0

Table 1.2 – The values of the energy bandminima andmaxima as well as the effective
masses for silicon and germanium. m0 � 9.11 × 10−31 kg is the free
electron rest mass [36].

Si Ge

E0 direct gap 4.34 eV 0.89 eV

α direct gap 3.91·10−4 eV/K 5.82·10−4 eV/K

β direct gap 125 K 296 K

E0 indirect gap 1.17 eV 0.742 eV

α indirect gap 4.73·10−4 eV/K 4.77·10−4 eV/K

β indirect gap 636 K 235 K

Table 1.3 – E0, α and β Varshni’s parameters of bulk Si and Ge.

this values is usually accepted.

1.2 band gap modifications

After discussing the structural and electronic properties of Si and Ge, we now

see how the band structure of a semiconductor can be engineered following

three different approaches:

1. Alloying;
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2. Use of heterostructures;

3. Use of strain.

Although in most of the heterostructures the three effects occur concurrently,

we start introducing their effect separately to get familiar with themain results

and definitions. The joint effect of the three approaches, in the case of SiGe

heterostructures, will be discussed in details in the following.

1.2.1 Band structure of semiconductor alloys

The easiest way to modify the electronic properties of a given material, or to

produce a material with new properties, is based on making an alloy [38]. The

desire to form semiconductors alloys is mainly motivated by two objectives:

1. To achieve a desired bandgap;

2. To create a material with a proper lattice constant to match with a

specific substrate.

The properties of most of semiconductor alloys can be easily described in

terms of simple interpolations between the properties of the compounds [39].

This is theoretically justified by the so-called "virtual crystal approximation"

(VCA), which describes the alloy as a perfect crystal made of imaginary aver-

age "atoms" [40]. As an example, is possible to estimate the lattice parameter

of an alloy using Vegard’s law.

Vergard’s law is an approximate empirical rulewhich says that a linear relation

exists between the crystal lattice constant of an alloy and the concentrations

of the constituent elements [41]. Sometimes, the linear interpolation is not

accurate enough, and a non-linear term is added. In this case, the lattice

parameter of an A1−xBx alloy is given by

aA1−x Bx � (1− x)aa + xaB − bAB(1− x)x, (1.6)

where ai are the lattice parameters of the constituents, x is the concentration of

the compound B, and the curvature correction is characterized by the bowing

parameter b i .
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Similarly, the bandgap of the alloy is given by:

EAB
g (x) � EA

g (1− x)+ EB
g x − bAB(1− x)x. (1.7)

In the previous expression Ei
g is the bandgap of the i compound. If the

minimum of the conduction band of the two compounds occurs along

different directions, the bowing parameter bAB may differs. As we will see in

the following, this has important consequences in SiGe alloys.

1.2.2 Band structure modifications by heterostructures

When two semiconductors with different energy gaps are brought together

abruptly to forman interface, thediscontinuity of valence band and conduction

band results in a potential step. Choosing properly the energy discontinuity,

it is possible to confine electron and/or holes in a spatial region, thanks to

the potential barrier they encounter at the interface. Embedding a material B

with a certain energy gap EgB between two layers of another semiconductor

with an higher energy gap EgA, it is possible to realize a quantum well (QW) in

which electrons and holes are confined in the direction perpendicular to the

interfaces, while they behave as free carriers in the other two directions. But

how do we know whether the conduction band edge of one semiconductor

is above or below the conduction band edge of the other semiconductor?

The precise determination of the band offsets is generally difficult in both

experiments and theory, since it depends upon many parameters such as

materials composition, interface orientation, and strain conditions. Moreover,

in the neighborhood of the interface, the electron distribution will clearly

differ from the bulk, setting up a dipole moment which will cause shifts in the

bands, even far from the interface [42]. However, since we are interested in

the specific case of band alignments in SiGe heterostructures, and a detailed

description of the general case is beyond the purpose of this work, we will

now introduce the main results and definitions, presenting a thorough study

of the specific system of interest in the following.

Let’s start considering the electron affinity χ of the materials, i.e., the energy

required to take an electron from the bottom of the conduction band Ec to the

vacuum level, where it can escape from the crystal. Unlike the work function,

the electron affinity is nearly independent of the position of the Fermi level [36].

Anderson’s rule states that the vacuum levels of the two materials should be
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lined up. It follows that the relative position of conduction and valence band

(band alignment) is determined by the electron affinities, as shown in Fig. 1.5.

However, the theory of band alignment based on electron affinity, although

very simple, does not work in many cases. Despite various models have been

proposed to improve the accuracy of Anderson’s rule, the heterostructure de-

signs usually depend on experiments to provide band alignment informations.

A B A

Type I

EgA EgB

∆Ec

∆Ev

A B A

Type II

EgA
EgB

∆Ec

∆Ev

vacuum

χA
χB

vacuum

χA
χB

Figure 1.5 – Possible band alignments in heterostructures. Type I: QW for both
electrons and holes; Type II: QW for electrons in material B and holes in
material A.

As shown in Fig. 1.5 two main band lineups can arise. In the type I

heterostructures (straddled band lineup) the lower conduction band edge and

the higher valence band edge are both in the same layer. Thus, electrons and

holes will localize there. In type II herostructures (staggered lineup), instead,

while electrons are localized in one layer, holes are confined in a different

layer [43].

In a type I heterostructure, the conduction and valence band discontinuities

are given, respectively, by

∆Ec ≡ EcA − EcB � χB − χA (1.8a)

∆Ev ≡ EvA − EvB � (χB + EgB) − (χA + EgA). (1.8b)

In principle, heterostructures can be made from any sequence of materials.

However, a mismatch in lattice constant (or a different crystal structure) leads

to strains and stresses that significantly influence the band gap of thematerials,

and introduce crystal defects that can limit the performance of devices, as we

will see in the following.
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1.2.3 Band structure modifications by strain

The band structure of a semiconductor is related to the arrangement of atoms

of the material in real space. Hence, a deformation of the crystal lattice and,

consequently, the change of position of the atoms affects the energy band

structure of the crystal.

We start with a short summary of the main definitions and results of the

theory of elastic strains; we then focus on how the band structure is affected

by strain.

We start [44] considering an orthonormal tern of vectors (x̂, ŷ, ẑ) which

describes the unstrained structure of the crystal: after fixing an arbitrary

origin, a generic atom of the crystal structure can be identified by a vector

r , which can be expressed as a linear combination of the three unit vectors:

r � xx̂ + y ŷ + zẑ . After a small uniform deformation of the solid has taken

place, the axes are distorted in orientation and length. The new axes x̂′, ŷ′, ẑ′

may be written in terms of the old axes:

x̂′ � (1+ εxx)x̂ + εx y ŷ + εxz ẑ;

ŷ′ � εyx x̂ + (1+ εy y) ŷ + εyz ẑ;

ẑ′ � εzx x̂ + εz y ŷ + (1+ εzz)ẑ,

(1.9)

so that the atom at r , is now at the position

r′ � xx̂′ + y ŷ′ + zẑ′. (1.10)

The displacement R of the deformation is defined by

R ≡ r′ − r � x(x̂′ − x)+ y( ŷ′ − y)+ z(ẑ′ − z), (1.11)

or, from 1.9,

R(r) ≡ (xεxx + yεyx + zεzx)x̂ + (xεx y + yεy y + zεz y) ŷ+
(xεxz + yεyz + zεzz)ẑ � u(r)x̂ + v(r) ŷ + w(r)ẑ. (1.12)

If the deformation is non uniform we must relate u, v, w to local strains. We

take the origin of r close to the region of interest and we can expand the

displacement R around R(0) � 0, obtaining the definition for the coefficients

εi j in the non uniform case:

εxx ' ∂u
∂x

; εyx ' ∂u
∂y

; εz y ' ∂v
∂z
. . .
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Figure 1.6 – Graphical representation of
the stress components acting
on the surfaces of an infinites-
imal cube. x

y

z

σxx
σyx

σzx

σy yσx y

σz y

σzz

σxz
σyz

So we obtain the strain tensor εi j :

εi j �

©«
∂u
∂x

∂v
∂x

∂w
∂x

∂u
∂y

∂v
∂y

∂w
∂y

∂u
∂z

∂v
∂z

∂w
∂z

ª®®®¬
Relation between strains and stresses

The force acting on a unit area in the solid is defined as the stress; these

forces are responsible for the strain of the structure. Stress components have

the dimensions of force for unit area or energy per unit volume. The strain

components are ratio of lengths and are dimensionless. Given a surface

orthogonal to an arbitrary direction, we can decompose the force acting on

it in its three components along the axes. If we do the same with surfaces

orthogonal to the other directions, we end up with the 3 × 3 stress tensor:

σi j �

©«
σxx σx y σxz

σyx σy y σyz

σzx σz y σzz

ª®®®¬
With the notation introduced, the first letter of the subscript is the direction

of the force, while the second one is the direction of the normal to the plane

on which the force is acting (Figure 1.6). For an elastic material, the strain is

proportional to stress:

σi j � Si jklεkl , (1.13)
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where Si jkl is the stiffness matrix. Equation 1.13 is refered as generalized

Hooke’s law. In the case of cubic symmetry, if the x, y, and z axes coincide

with the [100], [010], and [001] directions in the crystal, the stiffness matrix is:

S �

©«

C11 C12 C12 0 0 0

C12 C11 C12 0 0 0

C12 C12 C11 0 0 0

0 0 0 C44 0 0

0 0 0 0 C44 0

0 0 0 0 0 C44

ª®®®®®®®®®®®¬
(1.14)

with only three independent parameters C11, C12 and C44 , which depend on

the material and are experimentally known for a large set of cubic semicon-

ductors. These parameters for silicon and germanium are:

C11 [N/m2] C12 [N/m2] C44 [N/m2]
Si 1.601 · 1011 0.578 · 1011 0.800 · 1011

Ge 1.240 · 1011 0.413 · 1011 0.683 · 1011

Table 1.4 – Stiffness constants of silicon and germanium at 298 K, taken from [45].

From 1.13 and 1.14 
σxx � C11εxx + C12εy y + C12εzz

σy y � C12εxx + C11εy y + C12εzz

σzz � C12εxx + C12εy y + C11εzz

σi j � C44εi j , i , j

(1.15)

In the hypothesis of no mixed terms σi j � 0, from 1.15 we obtain:
εxx �

C2
11−C2

12
C3

11−3C11C2
12+2C3

12

[
σxx − C12

C11+C12
(σy y + σzz)

]
εy y �

C2
11−C2

12
C3

11−3C11C2
12+2C3

12

[
σy y − C12

C11+C12
(σxx + σzz)

]
εzz �

C2
11−C2

12
C3

11−3C11C2
12+2C3

12

[
σzz − C12

C11+C12
(σxx + σy y)

] (1.16)

Introducing Young’s module, E, and Poisson ratio, ν, as

E �
C3

11 − 3C11C2
12 + 2C3

12

C2
11 − C2

12
, ν �

C12
C11 + C12

(1.17)

Eq.s 1.16 become 
εxx �

1
E (σxx − ν(σy y + σzz))

εy y �
1
E (σy y − ν(σxx + σzz))

εzz �
1
E (σzz − ν(σxx + σy y))

(1.18)

We can now investigate the different cases of interest:
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• In presence of an uniaxial stress σxx , 0 and σy y � σzz � 0

εxx � +
σxx
E

εy y � − νEσxx

εzz � − νEσxx

(1.19)

from which
εzz

εxx
� −ν (1.20)

• In presence of an uniaxial stress σzz , 0 and σxx � σy y � 0

εxx � − νEσzz

εy y � − νEσzz

εzz �
σzz
E

(1.21)

from which
εzz

εxx
� −1

ν
(1.22)

• In presence of a biaxial stress σxx � σy y � σ‖ , 0 and σzz � 0

εxx � ε‖ � 1
E (1− ν)σ‖

εy y � ε‖ � 1
E (1− ν)σ‖

εzz � − 2ν
E σ‖

(1.23)

from which
εzz

εxx
� − 2ν

1− ν � −η. (1.24)

Effect of strain on the band structure

If a semiconductor is strained, the band structure is modified by two basic

effects: the shift due to hydrostatic strain ∆Eh , and the change due to uniaxial

or biaxial strain ∆Es

∆E � ∆Eh +∆Es . (1.25)

The effect of the hydrostatic strain, which is the strain resulting from the

change in the volume of the material, results in the position of both the

conduction and valence band edges to be moved in energy. Uniaxial strain,

instead, will split the degeneracy of both the conduction and valence bands.

For small strain, typically ε < 0.01 the shift of the band edges is linear with

the strain, for a larger strain it becomes non-linear[46]. The overall effect is

schematically illustrated in Figure 1.7.
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Tensile strain

VB

CB(L)

CB(Γ)

Eg ,ind Eg ,dir

Hydrostatic
strain

Uniaxial
strain

HH

LH

Compressive strain

VB

CB(L)

CB(Γ)

Eg ,ind Eg ,dir

Hydrostatic
strain

Uniaxial
strain

HH

LH

Figure 1.7 – A schematic diagram of the contributions of hydrostatic and uniaxial
strain to a doubly degenerate band. Hydrostatic strain will shift the
band edge to either higher or lower energy, while uniaxial strain will
split the degeneracy of the bands.

The volume V of a small volume element of the deformed body is changed by

the strain to

V +∆V � V · (1+ εxx) · (1+ εy y) · (1+ εzz). (1.26)

Thus, the fractional change in volume is

∆V
V
' εxx + εy y + εzz (1.27)

which is the trace of the strain tensor εi j .

The relation between the change in volume and the modification in the band

structure can be easily understood within the tight-binding framework, con-

sidering that bond-length alterations results in a variation of orbitals overlap

[47].

In the deformation potential formalism [48], changes in the energy levels

of semiconductors at the band edges, are evaluated within the first order

perturbation theory. A perturbation Hamiltonian Hε, linearly dependent on

the strain tensor is assumed:

Hαβ
ε �

∑
i j

Dαβ
i j εi j , (1.28)

where Dαβ
i j are the matrix element of the deformation potential operator Di j .

A detailed discussion on how the band edge energies are influenced by the

strain tensor can be found in Refs. [42, 38] and the main results are here
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reported.

Hydrostatic strain shifts the average position of band edges Ec,av and Ev,av

according to the formula

∆Ec,av � ac
∆V
V

� acTr(ε), (1.29a)

∆Ev,av � av
∆V
V

� avTr(ε), (1.29b)

where ac and av is the hydrostatic deformation potential for the conduction

and valence band, respectively. Therefore the bandgap is modified as

∆Eg � aTr(ε), (1.30)

with a � ac − av . It follows that, depending on the sign of the trace of the

strain tensor εi j , the bandgap can be increased or reduced.

Uniaxial strain, instead, leads to a splitting of the valence band (above and

beyond the splitting introduced by the spin-orbit coupling). These splittings

can also be expressed in terms of deformations potentials.

For perpendicular strains along the [001] or [111] directions, the following

expressions [49] describe the shift of the bands with respect to the average

Ev,av

∆ESO �− 1
6∆+

1
4δE − 1

2 [∆
2
+∆δE +

9
4 (δE)2]1/2 (1.31a)

∆ELH �− 1
6∆+

1
4δE +

1
2 [∆

2
+∆δE +

9
4 (δE)2]1/2 (1.31b)

∆EHH �
1
3∆−

1
2δE (1.31c)

In these equations, δE is given by

for [001] strain: δE001 � 2b(ε⊥ − ε‖)
for [111] strain: δE111 � 2

√
3

3 d(ε⊥ − ε‖),
where ε‖ and ε⊥ are the strain components parallel and perpendicular to the

(001) lattice plane, respectively.

Eqs. 1.31 include the effects of uniaxial strain as well as spin-orbit coupling; in

the absence of strain they reduce to the spin-orbit shifts ∆. The quantity b is

the deformation potential for a strain of tetragonal symmetry; it is negative for

Si and Ge. The quantity d is the deformation potential for a strain of trigonal

symmetry; it is also negative.

Note that, for zero strain, the light hole band and the heavy hole band are

degenerate and the two equations give the same result. Upon application of

strain, the valence band degeneracy is broken and the light hole band and

heavy hole band are split into separate energy levels.
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Figure 1.8 – Band-edge energies in Ge as a function of the in-plane biaxial strain
ε‖ calculated with the topmost LH valence band set as reference zero
energy [12].

Effect of biaxial strain on the band structure of Ge

Since in this work we are specifically interested in strained Ge, we will focus

on the effect of biaxial strain on the band structure of Ge.

In biaxially strained [001] Ge films [12], if we set the zero of the energy scale

at the barycenter of heavy-hole, light-hole, and split-off (SO) valence bands,

the Γc and Lc point conduction edges are located at [42]

ELc ,Γc �
1
3∆+ EL,Γ

g +∆EL,Γ
h , (1.32)

where EL
g and EΓg are, respectively, the fundamental indirect and direct gaps

of unstrained bulk Ge, and ∆ is the spin-orbit interaction parameter. The

∆EL,Γ
h terms represent the modification of the Ge gaps due to the hydrostatic

component of the strain field (since the uniaxial component of the strain tensor

does not affect the L and Γ point conduction band edges) and are evaluated

according to the expression

∆EL,Γ
h � (aL,Γ

c − av)(2ε‖ + ε⊥). (1.33)

In Eq. 1.33 aL,Γ
c , and av are the deformation potentials for the L and Γ con-

duction edges and for the barycenter of the valence bands, respectively; their

values are reported in Table 1.5. From Eq. 1.33 and the values reported in
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Parameter Value Ref.

aΓc − av -10.06 eV [47]

aL
c − av -2.78 eV [42]

Table 1.5 – Deformation potentials for the L and Γ conduction edges.

Table 1.5 is evident that, since the conduction deformation potential for the

Γc band is larger than the L-band one, applying biaxial tensile strain both

direct and indirect gaps shrink, but the direct gap shrinks faster (Figure

1.8). If we assume the band edge of the LH valence energy as reference zero

energy (dotted line, independent of ε‖ ), starting from the unstrained value of

Γc − Lc = 134 meV (green curve in Fig. 1.8), the energy difference vanishes

for ε‖ ' 1.6%. This results in an indirect-to-direct band gap crossover with

a corresponding gap energy of 540 meV at 300 K. The technological asset of

the reduction of the Γc − Lc energy barrier, is that, since the population of

the Γ valley is facilitated, the radiative emission efficiency of the material is

enhanced [12, 50], as we will see in the following. Moreover, tensile strain

removes the HH-LH valence band degeneracy at the Γ point and lowers the

HH band edge with respect to the LH band-edge energy. Therefore, while in

relaxed Ge layers the large majority of holes populate the HH band because

of its larger density of states, in tensile-strained Ge, holes thermalize into the

LH band.

Up to now, we considered the case of Ge films biaxially tensile-strained in

the (001) plane, but the effect of strain on the band structure depends on the

direction of strain with respect to the crystal orientation. The effect of different

biaxial and uniaxial tensile strain configurations on the electronic structure

of Ge, obtained using density functional theory calculations, is reported in

Fig. 1.9 [51]. Although the bandgap energy is reduced under tensile strain

in any case, biaxial tensile strain parallel to the (001) and (110) plane, and

uniaxial strain parallel to the [001] and [111] direction, can transform Ge in a

direct bandgap material. Moreover, biaxial strain is more efficient in energy

band transformation than uniaxial strain. In Ref. [50] the state-of-the-art

of the strain approach toward the realization of a direct band gap group IV

material, has been reviewed, selecting those approaches that are potentially

compatible with CMOS fabrication and are suited for optical applications. In
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Figure 1.9 – Left: Changes in the bandgaps with biaxial tensile strains ε parallel to
(a) the (001) plane, (b) the (110) plane, and (c) the (111) plane. Right:
Changes in the bandgaps with uniaxial tensile strain ε parallel to (a) the
[001] direction, (b) the [110] direction, and (c) the [111] direction. Figure
taken from [51].

Figure 1.10 – Relative offset of the Γ and L conduction band minima realized in Ge by
uniaxial tensile strain along [001] direction (dark blue: [52], light blue:
[53]; [54], olive: [55]; [56]), and biaxial tensile strain on (001) oriented
substrate (black: [13]; violet: [57]; [58]). The dash-dotted line marks the
transition from an indirect to a direct band gap semiconductor. Figure
taken from [50].

Fig. 1.10 are reported two strain loadings (uniaxial and biaxial) against the

achieved relative band offset, ∆E/E0, where an offset ∆E of 100% is equal to

E0 ∼ 140 meV for the case of unstrained Ge. An offset parameter of 0 meV

(0%) corresponds, thus, to Γ and L valleys having their band edges at the

same energy. Although in almost all the works reported in Fig. 1.10 Ge is

still an indirect gap material, the strain-driven enhancement of the electron

population in the Γ valley can lead to a significant increase of the radiative

emission efficiency. For instance, when ε‖ increases from zero to 0.25%, the

carrier density in the Γ valley nΓ, normalized to the total nΓ + nL conduction
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carrier density, is enhanced from 6 × 10−5 to 1.5 × 10−4, leading to a boost of

the PL intensity of one order of magnitude [12].

1.3 general properties of sige alloys

Silicon and germanium are the only group-IV elements that are miscible in all

proportions, i.e. they form a continuous series of solid substitutional solutions

with gradually varying properties over the entire composition range [59]. The

phase diagram of the Si1−xGex system is reported in Fig. 1.11 and no phase

changes or decomposition can be observed [60].

Figure 1.11 – Liquidus–solidus curve of the Si1−xGex system. Figure taken from [60].

The relaxed lattice constant a(x) of a Si1−xGex alloy is given (in Å units) by

[61] :

a(x) � a(Si)+ 0.200326 · x(1− x)+ [a(Ge) − a(Si)] · x, (1.34)

where a(Si) and a(Ge) are the bulk lattice constants of Si and Ge given in Table

1.1, and the factor 0.200326 is a quadratic correction, which is introduced in

order to reproduce the experimental deviation from Vegard’s law.

The band structure of the Si1−xGex alloys has been profusely studied with

many approaches andmethods [62]-[61] which all report an indirect band gap

for any Ge concentration x. The extension of the band gap in the ∆, L, and Γ



1.4 band alignment in sige heterostructures 19

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

EL
g

Eg

 

 

En
er

gy
 (e

V)

Ge content (x)

Eg

Si like  Ge like

Figure 1.12 – Si1−xGex band gap extension as a function of the Ge content x.

points is described by the following empiric relations, valid at a temperature

of T = 4.2 K [63]:

E∆g (x) � 1.155− 0.43 · x + 0.206 · x2 (1.35a)

EL
g(x) � 2.01− 1.27 · x (1.35b)

EΓg(x) � 4.185− 3.296 · x. (1.35c)

As we can see in Fig. 1.12, the indirect gap extension has a drastic change in

its behavior around Ge concentrations of x=0.85. For lower concentrations

the conduction band minimum is located at the ∆ point, as happens in Si,

and the alloy is therefore said to be Si-like. For higher concentrations, instead,

the conduction band minimum is locate at L point and the alloy is Ge-like.

The direct band gap energy, instead, presents a very steep linear dependence

on the Ge content x. The detailed knowledge of the trend of the band gaps

varying the Ge concentration, will be essential for the interpretation of the

photoluminescence spectra reported in Chapter 4.

1.4 band alignment in sige heterostructures

The band alignments between heterointerfaces are one of the most important

parameters for both transport and optical device applications. In SiGe het-

erostructure, the band alignment is determined by the Ge concentrations y

and x of the adjacent Si1−yGey and Si1−xGex layers. At the same time, the Ge

concentrations define if the alloy is Ge-like or Si-like. How these properties



20 silicon-germanium heterostructures

vary as a function of the Ge concentration of a Si1−xGex epilayer grown on

a Si1−yGey substrate has been extensively studied in Ref. [64] for the whole

composition range (0 ≤ x, y ≤ 1), whose results are reported in Fig. 1.13. In

this calculation, based on the tight-binding method, it is assumed that the

substrate is unstrained while the epilayer layer is strained.

Figure 1.13 – Band alignment properties of Si1−xGex/Si1−yGey heterostructures as
a function of x and y. (a) band gap, band offset in (b) valence and (c)
conduction band, and (d) resulting band profile [64]. Energies are in
eV.

For application in working devices, it is highly desirable to have a confinement

potential large enough to avoid a thermal promotion of electrons in the barrier

region, thus ensuring high temperature operation. This implies the request of

a conduction band offset ≥ 100 meV, which falls in the yellow-green region of

the plot reported in Fig. 1.13(c). A proper QW system in SiGe alloys can be

realized in two ways: the first one is employing QWs of pure Si (x � 0) grown

on a Si1−yGey substrate with y > 0.1, while the second one considers QWs of

pure Ge (x � 1) grown on a Si1−yGey substrate with high Ge concentration (i.e.

0.75≤ y ≤0.90). The first approach is not the best option for opto-electronic

devices because of the low optical transition rate between the conduction
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Figure 1.14 – Type I band alignment in a
Ge/Si0.2Ge0.8 quantum well.
Ec and Ev denote the conduc-
tion and valence band edge
profile in the heterostructure
along z.

and valence band in Si, as it will be discussed later. On the contrary, Ge

QWs feature better performance and higher transition rate. Moreover, this

kind of system results in a type-I band alignment for both the indirect [as

can be seen in Fig. 1.13(d)] and the direct gap, which further increases the

radiative emission probability, as we shall discuss in Chapter 2. The type I

band alignment has been experimentally demonstrated in Ref. [16]. A sketch

of the resulting heterostructure is depicted in Fig. 1.14, in which the bottom

of the conduction band Ec and the top of the valence band Ev generate a band

profile with a QW both in the conduction and valence band of Ge, confined

by the larger energy gaps of the SiGe layers.

1.5 heteroepitaxy

In the previous sections we have investigated how the band structure of two

semiconductors is affected when they are brought together to form an het-

erostructure. We have also seen the effect of strain on the electronic properties

of a material. We will now discuss what happens when a semiconductor is

deposited on another material, and how the deposition is strongly affected by

the strain originating by the lattice mismatch between the two materials.

The deposition of a given material (epilayer) on a substrate is called epitaxial if

the crystallographic orientation is conserved. If the epilayer and the substrate

are of the same material the deposition is named homoepitaxy, on the opposite,
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Figure 1.15 – Bandgaps of the most important elemental and binary cubic semicon-
ductors versus their lattice constant at 300◦K. The right-hand scale gives
the light wavelength λ, corresponding to the band gap energy. Figure
taken from [65].

if the deposition of the epilayer take place on a different material, we talk

about heteroepitaxy.

1.5.1 Lattice mismatch and elastic energy: relaxed and coherent growth

In heteroepitaxy, since the lattice constant of the epilayer is different from that

of the substrate, strain, originating from the lattice mismatch, can be present.

The lattice mismatch strain can be defined as

f �
as − ae

ae
, (1.36)

where as is the bulk lattice constant of the substrate and ae is the bulk lattice

constant of the epitaxial layer. We observe that the mismatch may take on

either sign, leading to tensile ( f > 0) and compressive ( f < 0) strained systems.

In heteroepitaxial systems with low mismatch (| f | < 1%), the initial growth

will be strained to match the atomic spacings of the substrate. In this case,

the growth is called pseudomorphic (or coherent). For a coherent growth, the

epilayer is biaxially strained in the plane of the substrate by an amount ε‖ , and

uniaxially strained in the perpendicular direction by an amount ε⊥. When the
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Figure 1.16 – Schematic illustration of (a) strained and (b) relaxed hetero-epitaxial
structures.

substrate is thick the in-plane strain is determined from the lattice constant as

of the substrate and that of the epitaxial layer ae . Thus

ε‖ �
as − ae

ae
� f . (1.37)

Since the pseudomorphic epitaxial layer is free to expand in the perpendicular

direction, although no stress is applied along this direction, the result is a

tetragonal distortion of the lattice. In this case, the perpendicular strain is

simply related to ε‖ and the Poisson ratio ν as

ε⊥ � −η · ε‖ � − 2ν
1− ν ε‖ . (1.38)

Thus, for strained layers of FCC crystals, as Si and Ge, grown along the [001]

direction, recalling the results of section 1.2.3, we obtain

ν �
C12

C11 + C12
, εxx � εy y � ε‖ , εzz � −2C12

C11
ε‖ (1.39)

εx y � εyz � εzx � 0.

The elastic energy Ustrain is given by the work of deformation for volume

unity and is given by the relation:

Ustrain �
1
2 (σxxεxx + σy yεy y + σzzεzz + σyzεyz + σzxεzx + σx yεx y) (1.40)

Recalling 1.15 and 1.16, is possible to write 1.40 as a function of the elastic

constants Ci j :

Ustrain � [C11 + C12 − 2
C2

12
C11
]ε2
‖ , (1.41)

which, integrated, gives the density of elastic energy stored for area unity

(Estrain):

Estrain � [C11 + C12 − 2
C2

12
C11
]ε2
‖h � Aε2

‖h, (1.42)

where A is the biaxial modulus and h is the thickness of the epilayer. It is

possible to rewrite 1.42 as:

Estrain � 2G
1+ ν
1− ν ε

2
‖h, (1.43)



24 silicon-germanium heterostructures

where G is the shear modulus. For an isotropic material, the shear modulus

and the Poisson ratio are related to the elastic constants C11 and C12 by the

relations:

G � (C11 − C12
2 ) ν � ( C12

C11 + C12
). (1.44)

In 1.42 it is important to underline how the stored energy increases with the

thickness of the deposited epilayer. At a certain layer thickness, called critical

thickness, it is energetically more favorable to break the perfect order of the

crystal lattice and to reduce the accumulated strain energy. At small film

thicknesses, some of the strain stored in the epilayer, can be partially accom-

modated by surface reconstruction [66]. As the strain energy accumulated in

the film increases with the film thickness, a higher degree of strain relaxation

must be sought. This relaxation can be of two types: elastic relaxation or

plastic relaxation. In the first case, the film develops a corrugated surface

morphology to partially relieve the strain, though still keeping coherence

with the substrate, while extended defects are introduced in the lattice in the

case of plastic relaxation.

Elastic relaxation

The interface energy and the lattice mismatch between the epilayer and

the substrate have a strong influence on the epitaxial growth modes. As a

matter of fact, the stored energy in the epilayer, caused by the stress at the

interface, can relax elastically by deformations on lattice planes which evolve

in three-dimensional structures called islands. The mechanism lowers the

elastic energy at the expense of the epilayer surface energy whose increase

follows the increase of area.

At thermodynamic equilibrium the Bauer classification[67] identifies three

different growth mechanisms if lattice mismatch is present, starting from the

surface free energy of the substrate γs and of the epilayer γe . The deposition

of the epilayer can thus occur in three different regimes basing on the value of

the mismatch f and of the adhesion coefficient ξ � (γs − γe)/γs , which are:

• ξ > 0, small f ;

The growth process is called Frank-Van der Merwe [68] and it is a layer-

by-layer 2D defect-free deposition.

• ξ < 0;

The growth process is called Volmer-Weber [69] and it is characterized by
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the nucleation of three-dimensional islands in the epilayer.

• ξ > 0, high f ;

The growth process is called Stranski-Krastanov [70] and the deposition

starts with a layer-by-layer regime on top of which the islands growth is

estabilished.

Figure 1.17 shows the schematic diagram of three possible growth modes.

Figure 1.17 – Schematic diagram of the three possible growth modes (from left to
right): Frank–van der Merwe, Volmer–Weber and Stranski–Krastanov.

On the other hand, heteroepitaxial growth may occur far from equilibrium,

i.e., when the growth is too fast and adatoms have no time to find the thermo-

dynamically most favorable places for incorporation. In such a case, kinetic

factors provide an opportunity to tailor the growth mode and morphology in

a way to obtain layer-by-layer growth. The most important factors influencing

the growth mode and morphology are the surface diffusivity and the growth

rate [35]. In the following we will see how the heteroepitaxial deposition of

Ge directly on Si is challenging. As a matter of fact, the existence of the large

lattice mismatch between Ge and Si, combined with the difference in surface

energies, results in a growth process where Ge coalesces in three dimensional

islands according to the Stranski–Krastanov mechanism, if growth conditions

close to thermodynamic equilibrium are maintained. We will also see how is

possible to obtain a layer-by-layer growth by means of a multi temperature
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Figure 1.18 – Model of a screw (a) and an edge (b) dislocation. The Burgers vector b

and the dislocation line l are indicated. Image taken from [46].

technique, where the initial Ge "seed" layer is deposited at low temperature to

avoid the nucleation of three dimensional islands, attaining a gradual plastic

relaxation.

Plastic relaxation

In the case of relaxed (or incoherent) growth, the film grows with his own

lattice parameter and misfit dislocation (absences of rows of atoms at the

interface) are generated to relieve some of the mismatch strain. Above the

interface the film returns to its original lattice structure.

The type of growth that is effectively realized is that to which it is associated

a lower energy of the film. To determine if the growth is relaxed or coherent,

we should compare the elastic strain energy that accumulates in a film with

the energy necessary for the formation of dislocations. The mechanism of

strain release is strictly related to the different geometries of dislocations.

Dislocations can be divided in two main types: screw and edge dislocations

(Fig. 1.18). A screw dislocation can be created in a regular crystal lattice by the

application of a shear stress that induce the atoms on either side of the shear

plane to be displaced by one atomic spacing. An edge dislocation, instead,

involves the inclusion of an extra half-plane of atoms in an otherwise perfect

crystal. The geometry of a crystal dislocation is specified by its dislocation

line and its Burgers vector. The dislocation line l runs along the core of the

dislocation, where the distortion with respect to the perfect lattice is greatest.

The Burgers vector b, which describes the deformation around the dislocation

line, may be determined considering a Burgers circuit. A Burgers circuit

is an atom-to-atom path that forms a closed loop in the perfect crystal [see
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Figure 1.19 – (a) Burgers circuit SF in a perfect crystal. (b) Burgers circuit SF in the
presence of the dislocation.

Fig. 1.19(a)]. The failure of the Burgers circuit to close upon itself in the

dislocated crystal shows the presence of the dislocation, and the closure

failure is the Burgers vector [see Fig. 1.19(b)]. In the case of edge dislocations,

the Burgers vector is always perpendicular to the line vector. Therefore, edge

dislocations are sometimes referred to as 90° dislocations [35]. For a screw

dislocation, the line vector and Burgers vector are parallel, resulting in the

terminology 0° dislocations. Although pure edge and screw dislocations are

encountered in real crystals, dislocations of mixed character are far more

common. For example, 60° dislocations are often observed in diamond and

zincblende crystals.

In the case of a cubic lattice, as in Ge, Si, and SiGe alloys, the minimum energy

necessary for the formation of a dislocation corresponds to the introduction

of 60° dislocations [71]

ED ∼
(

Gb2

8π
√

2a

)
ln

(
h
b

)
, (1.45)

where a is the bulk lattice constant of the film, h its thickness, b the length of the

Burgers vector, and G the shearmodulus as given in 1.44. From the comparison

between 1.43 and 1.45, imposing h � hc , we can evaluate, at thermodynamic

equilibrium, the critical thickness for a given substrate-epistrate [72]:

hc ∼
(
1− ν
1+ ν

) (
1

16π
√

2

) (
b2

a

) [(
1
f 2

)
ln

(
hc

b

)]
. (1.46)

The behavior of the critical thickness in different Si1−yGey/Si1−xGex het-

erostructures as a function of the Ge content x is reported in Fig. 1.20. We

underline that, for Ge concentrations above 80%, the critical thickness is
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Figure 1.20 – Left: Elastic strain energy (Estrain) and formation of a dislocation (ED) as
a function of the thickness of the deposited film. For h < hc the growth
will be coherent, for h > hc will be relaxed. Right: Critical thickness
behavior in different Si1−yGey/Si1−xGex heterostructures as a function
of the Ge content x [73]. White, gray, and black regions indicate a stable,
metastable, and relaxed with dislocations growth regimes.

limited to a few nanometers. Such low values of critical thickness limit too

much the realization of heterostructures suitable for applications, but some

countermeasures can be taken. The realization of a system with many layers

can be achieved employing the strain-compensated structures depicted in Fig.

1.21, inwhich the stress contributions in each layer compensatewith each other

and the total elastic stress vanishes. As a matter of fact, interchanging layers

with opposite deformation should theoretically results in a null mean strain

along the structure, or at least can drastically limit the dislocation generation.

The strain-compensated stack of repeated Ge layers with thickness t(Ge) and

Si1−xGex layers with thickness t(SiGe), can be treated as a single layer with

equivalent concentration xeq given by

xeq �
x · t(Ge)+ (1− x) · t(SiGe)

t(Ge)+ t(SiGe) . (1.47)

It follows that the growth of the strain-compensated stack on top of a

Si1−xeqGexeq layer will be pseudomorphic.

The presence of dislocations could have serious impact on the entire structure,

since they are able to propagate through several layers with detrimental effects

on the physical properties of the sample. As a matter of fact, for every misfit

dislocation there will always be two threading dislocations at the ends of the

misfit which must thread to a surface (see right of Fig. 1.21) or form a loop so

that the two ends of the dislocation can join. These threads are at 60 degree
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Figure 1.21 – Left: Example of a strain-compensated structure. Right: Misfit disloca-
tions in Ge extend mostly along the <110> crystallographic directions.
Misfit dislocations form segments that are connected to the surface
through threading dislocations along (111) lattice planes.

since they glide on the (111) lattice plane. When threading dislocations reach

the surface of the epilayer give raise to a crosshatch pattern increasing the

surface roughness of the structure. Moreover, dislocations have been found

to act as non-radiative recombination centers [74, 75]. Therefore, it is of

paramount importance to reduce the defect density of Ge-rich Si1−xGex layers

grown on Si substrates. This can be done with the employment of a virtual

substrate (VS), where a large amount of lattice defects is confined in lower

layers. Due to their importance, we shall dedicate a section on the properties

of virtual substrates.

1.6 crystal growth

1.6.1 Thermodynamics of crystal growth

Epitaxial crystal growth is a dynamical phase transition, where a stable phase,

the epilayer, grows out from a metastable vapor phase [76, 77]. The driving

force for the growth is the chemical potential difference of the stable and the

metastable phases. The chemical potential of a given phase is the work that

has to be done to change the number of particles (atoms or molecules) in the

phase by unity. If the chemical potentials of the vapor phase µV and growing

crystal µC are equal, the phases are in equilibrium and no phase transition

occurs. The difference

∆µ � µV (P, T) − µC(P, T) (1.48)

is called supersaturation. The condition to be satisfied in order to have crystal

growth is ∆µ>0.
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Equation 1.48 can be expressed in terms of the partial pressure P0 of the

nucleating species and the equilibrium vapor pressure P as

∆µ � kBTln
P0
P

. (1.49)

Since atomic bonds are partially broken at the surface, creation of a new

surface costs energy. Theminimumwork required to create a unit surface area

under a constant volume and temperature is called the surface free energy

γ. The change of the Gibbs free energy of the system due to formation of

spherical growth nuclei of radius R is given by:

∆G � −4πR3

3 ∆µ + 4πR2γ. (1.50)

The first term on the right-hand side of Eq. 1.50 is the energy gained when

atoms from the vapor phase join the crystal and the second term is the surface

free energy of the nuclei. With increasing the nuclei size, ∆G first increases,

due to the dominant surface energy term, but then reaches a maximum and

finally decreases. The existence of a maximum change in the free energy

results in a critical size of the nuclei

R∗ �
2γ
∆µ

. (1.51)

Nuclei smaller than R∗ are unstable and decay with a high probability, while

those larger than R∗ may decrease their free energy by getting more atoms

from the ambient phase and therefore should keep growing. The change in

free energy evaluated at the critical nucleus size is the height of the energy

barrier which should be overcome for the formation of clusters

∆G∗ �
4π
3 R∗2γ �

16πγ3

3∆µ2 . (1.52)

It follows from Eq. 1.52 that the nucleation barrier decreases rapidly with

increasing supersaturation ∆µ, which in turn is related to reactant partial

pressure and temperature, two important growth parameters.

The above considerations are purelymacroscopic in the sense thatmacroscopic

thermodynamic quantities have been used for description of the equilibrium

between different phases. Moreover, the elementary processes of attachment

and detachment of individual building units (atoms or molecules) to and

from the growing particles of the new phase have not been taken into account.
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1.6.2 Atomistic model

In developing an atomistic model for nucleation, it is assumed that atoms

arrive at a flat surface with an impingement rate F (atoms per unit area per

unit time) connected to the vapour pressure p by

F � p

√
NA

2πMkBT
(1.53)

In equation 1.53 NA is Avogadro’s number and M is the molecular weight.

The incident flux of atom gives rise to a concentration of adsorbed atom, called

adatoms, on the surface. The equilibrium concentration of surface adatoms n

at temperature T is given by

n � n0exp
(
− Ws

kBT

)
, (1.54)

where n0 is the total number of surface sites per unit area, and Ws is the

binding energy of the atom. Generally, not every particle that strikes the

surface will be adsorbed. Introducing the sticking coefficient s, the adsorption

flux Ja is defined as

Ja � sF, (1.55)

where F is the incoming flux of atoms. The sticking coefficient is a material-

specific property. It depends both on the chemical nature of the adsorbing

species and on the local chemistry and structure of the surface. It is also

affected by a number of other factors including the surface temperature, the

kinetic energy of the impinging particles, and the adsorbant surface cover-

age [76]. In certain cases, such as chemical vapor deposition, adsorption is

accompanied by chemical reactions, which are thermally activated processes

characterized by an activation barrier.

The main elementary processes involved in the formation and growth of

thin films are illustrated schematically in Fig. 1.24. Atoms arrive from the

gaseous phase and become accommodated at the surface adatoms. This

creates a population of single adatoms n on the substrate with n0 sites per

unit area. Adatoms migrate over the surface with the diffusion coefficient

D until they are lost by one of the following processes. First, they might

be desorbed, if the substrate temperature is high enough. Second, adatoms

might become captured by existing clusters or at defect sites such as steps.

Third, adatoms might combine with another to form a cluster. Each of these
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Figure 1.22 – Different types of adsorption positions on the surface: (1) on a terrace;
(2) at the step edge; (3) in the kink; (4) in the step edge; (5) in the surface
layer. Figure taken from [76].

thermally activated processes will be governed by characteristic times, which

themselveswill depend on the single-atom concentration and/or coverage and

are controlled by activation energies and frequency factors. The time variation

of the adatom concentration n(x, y, t) satisfies the continuity equation

∂n
∂t

� D∇2n + F − n
τd

� 0, (1.56)

which accounts for the changes of the adatom population due to the surface

diffusion, adsorption and desorption. In equation 1.56 we assumed for

simplicity that the sticking coefficient s is unity.

Adsorption sites

There are different types of adsorption sites corresponding to different local

structures of the surface. On the atomic scale the structure of a crystalline

surface may be described in terms of low-index terraces, steps, and kinks.

Accordingly, one may distinguish adsorption sites (1) on the terrace, (2) at the

step edge, (3) in the kink, and some other positions with a higher coordination,

e.g. (4) in the step edge and (5) in the surface layer. These positions are shown

schematically in Fig. 1.22.

Among all the different adsorption sites the kinks play a very special role in

crystal growth. Attachment of an atom to the kink site or its removal from the

kink does not change the number of broken bonds at the surface and, hence,

does not change the free surface energy of the crystal. Therefore the kink
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Figure 1.23 – Modes of epitaxial growth: (a) normal growth; (b) step-flow growth; (c)
layer-by-layer growth; (d) multilayer growth; (e) spiral growth. Figure
taken from [76].

density is one of the major factors that determine the growth kinetics. If the

density of kinks is very high they could be found at almost any place on the

surface. In this case, the adsorbing particles may directly attach to the kink

sites, giving rise to the normal mechanism of growth [Fig. 1.23(a)]. On the

contrary, if the surface is atomically smooth, the majority of the adsorption

sites are terrace sites and the kinks could be found only at the step edges.

In this case, the crystal grows by lateral motion of the steps. Depending on

the origin of steps on the surface, one can distinguish four different modes

of growth, namely step-flow growth, layer-by-layer growth, multilayer or

three-dimensional (3D) island growth, and spiral growth. These growth

modes are shown schematically in Fig. 1.23(b–e).

The layer-by-layer growth, desired for high-quality flat crystalline films, starts

with the nucleation of 2D islands on the surface. The islands then grow

laterally until they coalesce and cover the whole surface. When a layer is

completed, the next layer starts to grow and the whole cycle repeats again

[Fig. 1.23(c)]. In certain cases the cyclicity of the layer-by-layer growth breaks

up and the growth in the upper layers starts before the lower layers are

finished. When this happens due to kinetic constraints, the layer-by-layer

growth is replaced by multilayer growth, which appears as the growth of

characteristic 3D mounds on the surface [Fig. 1.23(d)]. As it has been already

mentioned in Sec. 1.5.1, thermodynamic constraints may make the growth

of 3D islands energetically preferable, leading to either Volmer–Weber or

Stranski–Krastanov growth. Finally, the spiral growth is observed on surfaces

with screw dislocations.
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1.6.3 Heterostructures growth techniques

The two main techniques that allow to obtain abrupt interfaces on the atomic

scale, as required in structures made of different layers of few nanometers,

are Molecular Beam Epitaxy (MBE) and Chemical Vapor Deposition (CVD).

The MBE technique consists in generating a particle beam by heating the solid

rough material beyond its melting point, allowing the emitted particles to

reach and adhere to the substrate surface while cooling down on the way. The

resulting samples grown with this technique are of high quality, although

their realization requires a large amount of time. Even if the first epitaxy of

Si1−xGex layers was achieved using MBE [78] there is an huge dominance of

CVD in production and industrial environments.

The CVD technique consists in a different approach, allowing the deposition

starting from a molecular precursor in gaseous form. If the substrate is heated

enough, the impinging molecules can be broken by the pyrolysis process

(thermal decomposition), allowing the heavy components to remain deposited

on the substrate surface while the light components in gaseous form can be

pumped away.

The fundamental sequential steps that occur in every CVD process are

sketched in Fig. 1.24 and include [79]:

1. Convective and diffusive transport of reactants from the gas inlets to

the reaction zone

2. Chemical reactions in the gas phase to produce new reactive species

and by-products

3. Transport of the initial reactants and their products to the substrate

surface

4. Adsorption (chemical and physical) and diffusion of these species on

the substrate surface

5. Heterogeneous reactions catalyzed by the surface leading to film forma-

tion

6. Desorption of the volatile by-products of surface reactions
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Figure 1.24 – Sequence of gas transport and reaction processes contributing to CVD
film growth.

7. Convective and diffusive transport of the reaction by-products away

from the reaction zone

The slowest of these steps will determine the growth rate. Typically, the rate

limiter is either step 4 or step 5, and these two situations are called mass

transfer limited and reaction rate limited, respectively [35].

Consider the transport of a single reactant to the growing surface. The flux

Φgs of this species to the surface at a particular point is given by

Φgs � h(Ng −N0) (1.57)

where Ng is the concentration of the reactant in the gas phase, N0 is the

concentration of the reactant at the surface, and h is the gas phase mass

transfer coefficient.

ThefluxΦs f of the reactant from the surface to the growingfilm (incorporation)

is

Φs f � kN0 (1.58)

where k is the surface reaction rate constant. Usually, this rate is thermally

activated so that

k � k0exp(−Ea/kBT) (1.59)

where Ea is the activation energy for the process.
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Under steady-state conditions, the twofluxes abovemaybe equatedΦgs=Φs f =Φ.

Combining these equations, we can determine the growth rate as

r �
Φ

n
�

Ng

n

(
hk

h + k

)
(1.60)

where n is the number of atoms per unit volume in the growing crystal (for Si

n � 5× 1022 cm−3).

At high temperatures h � k, and

r ≈ hNg

n
. (1.61)

This situation is known as mass transfer limited growth (or diffusion-limited

growth), and the growth rate is nearly independent of temperature.

At low temperatures k � h, and

r ≈ kNg

n
. (1.62)

This is referred to as reaction rate limited growth. Under these conditions, the

growth rate is a strong function of temperature.

The growth rate as a function of temperature for different gaseous precursors

of Si is reported in Fig. 1.25.

Figure 1.25 – Growth rate as a function of temperature for differents gas precursors
of Si. In the region B the deposition is mass transfer limited, while in
region A is reaction rate limited

Epitaxial silicon is normally grown in the mass transfer limited regime, at a

temperature near the knees of the curves in Fig. 1.25. This temperature region
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is selected to be high enough to thermally decompose the selected chemical

at a rate commensurate with the surface diffusion rate.

In the SiGe heterostructures deposited in this work, the gaseous precursors

that have been used are silane (SiH4) and germane (GeH4). The pyrolysis

process of these molecules, although including several intermediate stages,

can be summarized as follows:

SiH4(g) + GeH4(g) → Si(s) + Ge(s)+ 4H2(g) (1.63)

where (g) and (s) refer to the gaseous and solid phases. This reaction takes

place on the substrate surface where reactive sites (e.g. dangling bonds) are

present, with a threshold temperature ' 500°C for silane and ' 300°C for

germane.

All the samples investigated in the present work have been grown by CVD. A

detailed description of the deposition set-up will be given in Chapter 3 and

the growth process will be detailed in Chapter 4.
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I N T E R- BA N D T R A N S I T I O N S I N Q UA N T U M W E L L S

In this chapter, we introduce the main properties of electronic states in a

quantum well. A detailed description goes beyond the purpose of this work

and can be easily found in many textbook (we follow the notation used in

[36]). This theoretical background will serve as a basis for the calculation of

the optical properties we shall characterize by photoluminescence.

2.1 quantum wells properties

After discussing the possible band alignment of the heterostructures of

interest, we now consider the general case of a single quantum well in the

conduction band. In order to determine the energies and wavefunctions of

the states confined within a QW characterized by a conduction band edge

profile V0(z) like the one depicted in Fig. 2.1, the effective mass approximation

and the envelope function approach can be used. This framework is a useful

approximation when the potential is slowly varying with respect to the scale

of the lattice constant. In the effective mass approximation, it is possible to

write the electron wavefunction in the well as [36]:

ϕ(r) '
∑
k'k0

cn(k)e ik·r uc,k0(r) � uc,k0(r)ψ(r), (2.1)

where k0 is the crystalline wavevector at the minimum of the conduction

band. ψ(r) is called envelope function and uc,k0(r) is a periodic function of

the same form of the Bloch waves. The role of the envelope function is to

modulate the Bloch function to give the full wave function ϕ(r).
The resolution of the Schrödinger equation depends on the shape of V0(z).

39
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Figure 2.1 – Single QW in material B confined by barriers of material A. The conduc-
tion band edge alignment Ec acts as the confining potential V0(z).

2.1.1 Infinite potential well

Let’s start considering the infinitely deep quantum well, delimited by two

infinite potential barriers at z � 0 and z � dw . If null potential is assumed

inside the well, the Schrödinger equation to be solved is of this simple form:

− ~
2

2m∗
d2

dz2ψ(z) � Eψ(z) ⇒ d2

dz2ψ(z) � −
2m∗E
~2 ψ(z) � −k2ψ(z) (2.2)

and the solutions are plane waves:

ψ(z) � Ae ikz
+ Be−ikz . (2.3)

Outside the well, the wavefunctions are zero, because of the infinite potential,

thus the solutions ψ(z) inside the well have to satisfy these boundary condi-

tions at z � 0 and z � dw . Applying the first one allows to reduce the number

of unknown coefficients:

ψ(0) � 0 ⇒ A + B � 0 ⇒ B � −A

The eigenfunctions inside the well are then:

ψ(z) � A(e ikz − e−ikz) � 2iAsin(kz). (2.4)

Applying the boundary conditions at z � dw , instead, we get:

ψ(dw) � 0 ⇒ sin(kdw) � 0 ⇒ kdw � nπ,

with n ∈ N starting from 1. The solutions of the Schrödinger equation for

an infinite QW can therefore be obtained analytically and they are of the

sinusoidal form

ψn(z) ∼ sin
(

nπ
dw

z
)

, (2.5)
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whose corresponding energies are

En �
~2π2

2m∗d2
w

n2. (2.6)

The first important property of a QW is therefore that the level energies

are higher when the well is thinner, with a quadratic dependence on dw .

Moreover, the relative distance of the obtained levels increases with the

energy (increasing n), and their wavefunctions have even and odd symmetry,

alternatively. Since the eigenfunctions with even n have an odd symmetry

(and vice versa), the energy levels are usually denotedwith the index l � n − 1,

with corresponding energies

El �
~2π2

2m∗d2
w
(l + 1)2 (2.7)

with l starting from 0. In this way, the ground level ψ0 has an even symmetry,

the first excited level ψ1 has an odd symmetry, and so on. This is the notation

that will be used within the present work.

For the purpose of this work, it is important to underline that the ground state

energy in a QW is increased by an amount ∆E relative to the unconfined case:

∆E �
~2π2

2m∗d2
w

. (2.8)

This increase in energy is referred to as the confinement energy or quantum

confinement [43].

2.1.2 Finite potential well

When considering the case of a real QW with a finite potential barrier V0, the

penetration of the wavefunction into the barriers has also to be considered.

The results obtained in the case of the infinite potential are still valid, but have

to be modified as follows:

• the number of confined states is finite, and there is always at least one

confined state, independently from how small V0 is;

• the confinement energies are reduced with respect to the case of the

infinite potential.

The electronic states of the samples here investigated have been evaluated

by means of a first-neighbor tight-binding Hamiltonian with sp3d5s∗ orbitals

and spin-orbit interaction (see Refs. [80, 81] for details of the model). The
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Figure 2.2 – Calculated conduction (a) and valence (b) band edge profiles (continuous
lines) and square modulus of the wave functions (dotted lines) for the
electron and hole confined states at 80 K of one of the investigated
samples.

predictivity of the model for the evaluation of electronic spectra in SiGe mul-

tilayer heterostructures is well established[82, 83, 84], and indeed, compatible

numerical results have been obtained when calculating the numerical data

discussed in this work. The atomistic approach adopted allowed to take into

account the geometric details of thewhole structure, the chemical composition

of the deposited materials and the strain within each layer. Quantum wells

and barrier regions have been simulated assuming infinite extension in the

QW plane, periodic boundary conditions along the growth direction, and

sharp and flat interfaces. Linear interpolation with alloy concentration of the

tight-binding parameters (virtual crystal approximation) has been exploited

to describe the Si0.15Ge0.85 barrier regions. The position of ions in each layer

of the QWs have been calculated matching the in-plane lattice constant with

the virtual substrate (pseudomorphic growth), while the inter-plane separa-

tions along z have been evaluated according to macroscopic elasticity theory.

The geometrical and chemical input data to describe the barrier and active

materials have been taken from the structural characterization of the samples

reported in Chapter 5.
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The calculated conduction (a) and valence (b) band edge profiles (continuous

lines) and square modulus of the wave functions (dotted lines) for the electron

and hole confined states at 80 K of one of the investigated sample are reported

in Fig. 2.2. The lowest confined states in the conduction band are found at the

L point [green subbands in Fig. 2.2(a)], while confined states at the Γ point

have higher energies and are shown in blue. Confined states in the valence

band at Γ originate from heavy and light hole bands and are indicated in Fig.

2.2(b) in red and violet, respectively.

2.1.3 Energy levels of holes

Up to now, we considered a single quantum well in the conduction band. In

the case of a quantumwell in the valence band, since heavy hole and light hole

have different effective masses, from Eq. 2.6 results that the degeneracy of

the two states is lost, even in the absence of uniaxial strain. The quantization,

therefore, acts in the opposite direction of tensile strain and in the same

direction of compressive strain; i.e. heavy hole states are on top of light

hole states. Applying compressive strain, the difference in energy, between

heavy-hole and light-hole quantized levels, is thus accentuated, while reduced

by tensile strain [85].

2.1.4 Asymmetric Coupled Quantum Wells

Two different heterostructure systems will be studied in this work. The

first one is called multi quantum well (MQW) system and features a periodic

repetition of single QWs separated by barriers thick enough to guarantee the

wells are isolated from each other and hence not interacting. The second

configuration that will be investigated is called asymmetric coupled quantum

well (ACQW) system, in which every single element of the periodic repetition

consists in two QWs with different width separated only by a thin barrier

of few atomic layers. The two QWs cannot be therefore considered isolated

anymore, because the small thickness of the barrier in the middle allows them

to interact with each other. In fact, the tunneling probability through the thin

barrier could be very high and the electron wavefunction of each well can

extend into the adjacent one. The result is a level mixing that generates global

stationary levels with energies different from the original ones associated to
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Figure 2.3 – Energy of the fundamental, first-excited, and second-excited electron
states (E0, E1, and E2, respectively) calculated for (a) uncoupled (barrier
thickness 10 nm) and (c) coupled (barrier thickness 2.3 nm) ACQWs as
a function of the thickness of the well. Electron energy and squared
wavefunction for uncoupled (b) and coupled (d) ACQWs (solid and
dotted black curves represent the L and ∆2 band profile, respectively).

each singleQW. In addition, the generated levelwavefunctions lose the defined

symmetry they would have in each well if isolated and their overlap becomes

a varying parameter set by the specific structural properties. Employing a

proper ACQW design, it is therefore possible to tune the optical properties of

the system. This characteristic of ACQW systems results in a higher flexibility

that can be exploited to finely engineer the optical properties of an eventual

device.

As an example, we calculate in Fig. 2.3 the fundamental (E0), first-excited (E1),

and second-excited (E2) electron states of asymmetric quantum wells as a

function of the well thickness WL, in the uncoupled (barrier thickness 10 nm)

and in the coupled regime (barrier thickness 2.3 nm). Figure 2.3(a) displays

the energy of the states in the uncoupled regime as a function of the thickness

of the well, while in Fig. 2.3(b) the square of the electron wavefunctions are

reported in the case of WL � 8 nm. Figures 2.3(c)-(d) instead display the

energy of the states and the square of the electron wavefunctions calculated

for WL � 8 nm in the coupled configuration. Upon comparing Fig. 2.3(d) with

its counterpart in the uncoupled case, i.e. Fig. 2.3(b), it is apparent that the
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wavefunctions of E1 and E2, although featuring the same main character, now

have a non-negligible amplitude in both wells, due to the inter-well coupling

resulting from quantum tunneling through the barrier.

2.2 inter-band transitions in semiconductors

In quantum physics, the probability of a transition from one energy eigenstate

|i〉 of a quantum system into other energy eigenstates | f 〉, induced by a weak

perturbation, can be derived using Fermi’s golden rule:

Wi→ f �
2π
~

��〈 f |H′ |i〉��2 ρ. (2.9)

In Eq. 2.9, ρ is the density of final states and 〈 f |H′ |i〉 is the matrix element of

the perturbation H′ between the final and initial states.

In the presence of an electromagnetic field, the probability per unit time that

an electron initially in the state |i〉 is transferred to the final state | j〉 with

emission of one photon of energy ~ω is [34]

Wi→ j �
2π
~

(
eA0
mω

)2 ��〈 j |e−iq·r e · p |i〉��2 δ(E j − Ei + ~ω), (2.10)

where A0 is the amplitude of the vector potential A of the radiation, e its

polarization vector, p is the momentum operator, and E j (Ei) is the energy

of the final (initial) state. Since the momentum q carried by the photon is

much smaller than the typical momenta of the electrons k, we can adopt the

dipole approximation e−iq·r ≈ 1, so that in k-space the photons can induce only

vertical transitions.

The rate R at which transition occurs is the probability per unit time for

transitions occurring from a filled state to an empty state times the probability

that the initial state is filled Pi , and the final state is empty P j

R(ω) �
∑
i, j

Wi→ jPiP j , (2.11)

where the sum is over all possible initial and final states.

2.2.1 Direct band-to-band transitions

Let us now specify Eq. 2.10 for the case of interband transitions in a semi-

conductor. Considering as initial state a conduction state |ψc,k〉 and the
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Figure 2.4 – Scheme of a direct interband transition between a pair of parabolic bands,
occurring at a wavevector k. The gap at Γ is denoted by Eg . Figure taken
from [86].

corresponding final state is a valence state |ψv,k〉, where the index c (v) labels

the different conduction (valence) bands,

Wc→v �
2π
~

(
eA0
mω

)2

2
∑
c,v

∑
k

��〈ψv,k |e · p |ψc,k〉
��2 δ(Ec,k − Ev,k + ~ω), (2.12)

where the factor 2 in front of the sums accounts for the two spin polarizations.

We canmake a further step converting the sumover all k points in the Brillouin

zone (BZ) in an integral:

Wc→v �
4π
~

(
eA0
mω

)2 ∑
c,v

V
(2π)3

∫
BZ

dk |e · pc,v(k)|2δ(Ec,k − Ev,k + ~ω), (2.13)

where we have defined the momentum matrix element

pc,v(k) � 〈ψv,k |p |ψc,k〉. (2.14)

In general, the momentum matrix element pc,v(k) is a smooth function of k

over the Brillouin zone [34], and its average value can be factorized out of the

integral in Eq. 2.13.

We can introduce the joint density of states

J(Ec,v) �
∫

BZ
dk δ(Ec,k − Ev,k + ~ω), (2.15)

that, for parabolic bands, becomes

J(Ec,v) � (2m∗r)3/2
2π2~3

√
~ω − Ec + Ev , (2.16)
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where m∗r is the reduced effective mass

1
m∗r

�
1

mc
+

1
mv

. (2.17)

For the evaluation of the rate of spontaneous emission 2.11, we assume that

a given population of electrons and holes is present in the conduction and

valence band, respectively, either due to doping or due to an optical pump,

such as in photoluminescence experiments. Thus, the rate of spontaneous

emission it is proportional to the product of the joint density of states, the

population of electrons in the conduction band fe , the population of holes in

the valence band fh , and the matrix element pc,v(k) [87]:

Rsp(ω) �
∑
i, j

Wi→ jPiP j ∝ |pc,v |2G(ω)J(Ec,v) fe fh . (2.18)

In equation 2.18 G(ω) is the optical density of states of the electromagnetic

field defined in such a way that G(ω)dΩq d(~ω) is the total number of photons

per unit volume contained in the energy interval d(~ω) and with wavevector

q in the solid angle dΩq , for a given polarization.

2.2.2 Indirect band-to-band transitions

In the previous sections we have considered the interaction of the electrons

with the radiation field and we have shown that only vertical transitions may

occur. We recall that, in indirect gap semiconductors, such as silicon and

germanium, the bottom of the conduction band and the top of the valence

band are at different points of the Brillouin zone. Optical transitions between

valence and conduction extrema would be forbidden in this case by momen-

tum conservation. However, such transitions are experimentally observed,

albeit they are much weaker than the direct transitions.

Transitions between states that are not vertical in the k-space are called indirect

transitions. The possibility of indirect transitions is due to the interaction

of electrons with lattice vibrations. Since indirect transitions are forbidden

in first-order perturbation theory, due to the momentum selection rule, to

evaluate the transition rate we have to adopt the second-order perturbation

theory. In this framework, the transition probability per unit time of a process

in which the valence electron ϕv,kv is scattered to the conduction state ϕc,kc
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Figure 2.5 – Scheme of an indirect transition occurring between a state in a conduction
L valley at k � kL and energy Ec(kL), and a valence state (in the band v)
at k � kΓ and energy Ev(kΓ). The red arrows represent the emission or
absorption of a phonon, while the green arrows represent the emission
of a photon. Figure taken from [86].

and a photon of energy ~ω and a phonon of momentum q � kc − kv (and

energy ~ωq) are both absorbed can be obtained as

Wv,kv→c,kc �
2π
~

(
eA0
mc

)2
����� 〈ϕc,kc |Vp(q, r)|ϕβ,kv〉n1/2

q 〈ϕβ,kv |e · p |ϕv,kv〉
Eβ(kv) − Ev(kv) − ~ω

�����
2

× δ(Ec(kc) − Ev(kv) − ~ω + ~ωq). (2.19)

In equation 2.19 nq denotes the phonon occupation number, which in thermal

equilibrium is given by the Bose-Einstein expression

nq �
1

e~ωq/kBT − 1
. (2.20)

Because of nq , indirect transitions have a strong temperature dependence.

The calculation of the spontaneous radiative recombination in Ge films,

including direct and indirect optical transitions and contributions from all

three valence bands, can be found in Ref. [12].
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2.3 inter-band transitions in quantum wells

Let’s consider a transition between a confined conduction state (i) and a

confined valence state ( j) in a type-I quantum well. The initial and final states

can be written as a product of the envelope function and the appropriate

Bloch function at Γ [36]

|i〉 � Ω1/2ψc(R)uc(R), (2.21a)

| j〉 � Ω1/2ψv(R)uv(R). (2.21b)

The matrix element 〈 j |e · p |i〉 thus becomes

〈 j |e · p |i〉 � Ω
∫
ψ∗v(R)u∗v(R)(e · p)ψc(R)uc(R)d3R. (2.22)

Since the Bloch functions vary within each unit cell, while the envelope

functions are almost constant within each unit cell, we can divide the integral

into unit cells and pull the envelope functions out as being constant within

each cell, giving

〈 j |e · p |i〉 ≈ Ω
cells∑

j

ψ∗v(R)ψc(R)
∫

cell j
u∗v(R)(e · p)uc(R)d3R. (2.23)

The integral within each unit cell can be denoted (Ωcell/Ω)e · pcv(0), where

pcv(0) is the matrix element between the Bloch wave functions at the extrema

of the bands. Then

〈 j |e · p |i〉 ≈ e · pcv(0)Ωcell

ce lls∑
j

ψ∗v(R)ψc(R). (2.24)

Finally, we can turn the sum over cells back into an integral over the whole

sample.

〈 j |e · p |i〉 ≈ e · pcv(0)
∫
ψ∗v(R)ψc(R)d3R. (2.25)

The envelope functions in a quantum well have the separable form of a plane

wave in x and y and a bound state along z,

ψc(R) � A−1/2e i(k·r)φcn(z) � |cnk〉, (2.26a)

ψv(R) � A−1/2e i(k′·r)φvm(z) � |vmk′〉, (2.26b)

where c and v indicate the conduction and valence bands, n and m label the

bound states, and k and k′ are the transverse wave vectors. Thus the matrix

element reduces to

〈vmk′ |e · p |cnk〉 ≈ e · pvm,cnδk,k′

∫
φ∗vm(z)φcn(z)dz (2.27)

≡ e · pvm,cnδk,k′ 〈vm |cn〉 (2.28)
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Figure 2.6 – From left to right: propagation parallel and polarization orthogonal to
the QWplane (TMmode). Propagation parallel and polarization parallel
to the QW plane (TE mode). Propagation orthogonal and polarization
parallel to the QW plane (backscattering geometry).

Therefore, the matrix element can be divided in three different parts:

• e · pvm,cn , which depends on the nature of the Bloch functions and on

the polarization e.

• δk,k′, which imposes vertical transitions, meaning that the transverse

wave vector k must not change.

• The matrix element for the envelope functions 〈vm |cn〉, which is an

integral over their product with no dependence on polarization.

inter-band matrix element Near the band edge and for moderate

strain fields, as in the case of the investigated samples, the cΓ, HH, and LH

bulk states close to the Γ point can be roughly described as J-decoupled

states with parabolic dispersion [84]. Within this approximation, selection

rules for inter-band transitions at Γ involving HH and LH valence states and

for different linear polarizations have been calculated [88] and the results

are reported in Table 2.1. We note that for a polarization vector in the QW

plane (see Fig. 2.6), such as in the backscattering geometry employed in the

photoluminescence experiments we shall discuss, the cΓ−HH and cΓ− LH

transitions are both allowed, and the absolute value of the dipole matrix

elements for cΓ −HH is greater by a factor
√

3 with respect to the cΓ − LH

transition. Otherwise, for a polarization vector along the growth direction, the

strength of the cΓ− LH is unchanged while the cΓ−HH transition becomes

forbidden. This implies that for polarized light propagating parallel to the
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QWplane and polarization vectors along the growth direction the cΓn −HHn

transitions are expected to be strongly suppressed.

ex ey ez Transition

Propagation parallel to z π√
2

π√
2

impossible cΓn −HHn

Propagation parallel to x impossible π√
2

forbidden cΓn −HHn

Propagation parallel to y π√
2

impossible forbidden cΓn −HHn

Propagation parallel to z π√
6

π√
6

impossible cΓn − LHn

Propagation parallel to x impossible π√
6

2π√
6

cΓn − LHn

Propagation parallel to y π√
6

impossible 2π√
6

cΓn − LHn

Table 2.1 – Selection rules for inter-band transitions at Γ involving HH and LH
valence states. The direction z is the growth direction. ex , ey , and ez

indicate linear polarization along the x, y, and z directions, respectively
[88].

matrix element of envelope functions In the ideal case of an infinitely

deep squarewell in both conduction andvalence bands the two sets of envelope

functions are identical and the integral becomes∫
φ∗vm(z)φcn(z)dz �

∫
φ∗m(z)φn(z)dz � δm,n . (2.29)

Only inter-band transitions between states with the same subband index n are

allowed: ∆n � 0. In the case of a real QWwith finite potential barriers, where

φvm(z) , φcn(z), transitions with ∆n , 0 are also allowed, but very weak. For

symmetric QWs, the envelope functions will be symmetric or antisymmetric

and their matrix element will vanish unless both have the same parity, i.e.

transitions with ∆n � ±2m + 1, with m � 0, 1, 2, . . . are strictly forbidden.

There is no restriction on the allowed values of m and n for a well that is

asymmetric, either through growth or because it has been distorted by an

electric field.

2.4 recombination processes in semiconductors

A quantum mechanical system that is bound can only take on certain discrete

values of energy. Among energy states, the state with the lowest energy

is most stable. Therefore, electrons in semiconductors tend to stay in low
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Figure 2.7 – Scheme of inter-band transitions between confined states of a QW.
Continuous red lines indicate strong transitions (∆n � 0), while blue
dashed lines indicate weak, but allowed transitions (∆n � 2).

energy states which are within the valence bands. If they are excited by

thermal energy, light, or electron beams, the electrons absorb these energies

and transit to high energy states. In the case of a semiconductor, due to this

energy exchange, the electron can occupy a state in the conduction band.

These transitions of the electrons from low energy states to high energy

states are called excitations. High energy states, however, are unstable. As a

result, to take stable states, the electrons in high energy states transit to low

energy states in certain lifetimes. These transitions of the excited electrons

from high energy states to low energy states are referred to as relaxations. In

semiconductors, the transitions of electrons from high energy states to low

energy states are designated recombinations of the electrons and the holes. The

excitation process can be divided in three steps, each with its own lifetime:

• generation of electron-hole pairs;

• thermalization of pairs towards quasi-thermal-equilibrium distributions;

• recombination of electrons and holes.

Recombinations can be subdivided in radiative recombinations and non-radiative

recombinations. Radiative recombinations emit photons, and the energies of

the emitted photons correspond to a difference in the energies between the

initial and final energy states involved in the transition. On the contrary,

in non-radiative recombinations, phonons are emitted to crystal lattices or

electrons are trapped in the defects, and the transition energy is transformed

into forms other than light. To obtain semiconductor light emitting devices

with high efficiency, we have to minimize the non-radiative recombinations.
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Figure 2.8 – Recombination processes in a direct gap (left) and an indirect gap (right)
semiconductor.

2.4.1 Radiative electron-hole recombination

The radiative recombination processes for direct and indirect gap semiconduc-

tors are shown in Figure 2.8. A radiative transition can be direct or indirect

depending on the type of semiconductor. In direct band gap semiconductors,

conduction band and valence band extrema occur at the zone center. From

conservation of momentum, the wave vector k1 of the valence band wave

function and the wave vector k2 of the conduction band must differ by the

wave vector of the photon. Since the wave vector of the electron is much larger

than that of the photon, the k-selection rule is generally written as

k1 � k2. (2.30)

The allowed transitions are, then, between initial and final states of the same

wave vector and are called direct or vertical transitions (since they are vertical

in the E − k space). In indirect gap materials, the excited carriers thermalize

to the lowest lying states in the respective bands, which minima are not at

the same value of k as the valence band. The recombination process now

involves a phonon to conserve the momentum. Then, the probability of such

transition is extremely low.

Because it takes both an electron and a hole for a recombination to occur, the

rate of recombination R is proportional to the product of the concentration of

electrons and holes [89]:

R � Bnp (2.31)

where B [cm3/s] is a parameter that depends on the characteristics of the

material, including its composition and defects, temperature and doping. A
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Semiconductor B τ

cm3/s × 10−12 Intrinsic 1017 cm−3 majority carriers

Si 0.002 4.6 h 2.5 ms

Ge 0.034 0.61 s 0.15 ms

GaSb 13 0.009 s 0.37 µs

GaP 0.003 3.0 ms

GaAs 2.8 µs 0.04 µs

InAs 21 15 µs 0.24 µs

InSb 40 0.62 µs 0.12 µs

PbS 48 15 µs 0.21 µs

PbTe 52 2.4 µs 0.19 µs

PbSe 40 2.0 µs 0.25 µs

Table 2.2 – Minority carrier radiative lifetime in several semiconductors at room
temperature [91, 43, 92]

direct bandgap semiconductor has a much larger B parameter (∼ 10−10 cm3/s)

than an indirect bandgap semiconductor (∼ 10−15 cm3/s) [90]. This illustrates

why classic III-V laser materials are better light emitters than Ge and Si and

why Ge is better than Si (see Table 2.2).

A semiconductor in thermal equilibrium with carrier concentrations n0 an p0

has equal rates of generation and recombination. Thus the rate of electron-hole

generation is given by:

G0 � Bn0p0. (2.32)

Now let additional electron-hole pairs be generated at a steady rate Rex (pairs

per unit volume per unit time) by means of an external injection mechanism.

In this new state the carrier concentrations are n � n0 +∆n and p � p0 +∆p

where ∆n � ∆p since excess electrons and holes are created and recombine in

pairs [93]. Due to the external excitation, the rate of recombination R and the

rate of generation G0 are no longer equal

R � G0 + Rex � Bnp. (2.33)

Substituting G0 from 2.32, we can write

Rex � R −G0 � Bnp − Bn0p0 � B[(n0 +∆n)(p0 +∆p) − n0p0]. (2.34)
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In the case of a small neutral excitation, we find ∆n � ∆p � n0, p0, and

Rex �
∆n
τ

, (2.35)

where

τ �
1

B(n0 + p0) . (2.36)

The parameter τ can be regarded as the electron-hole recombination lifetime of

the injected electron-hole pairs and it is a measure of the average time an

excess carrier pair spends in the sample before being lost by recombination.

In case of n-type doped semiconductors n0 � p0 and the net recombination

rate is governed by the excess-hole density ∆p:

Rex � B(n0∆p). (2.37)

We can then introduce the minority carrier lifetime as

τp �
1

Bn0
. (2.38)

We can observe that the minority carrier lifetime τp is thus a function of the

doping concentration and decreases with increasing doping. On the other

hand, the related radiative recombination rate 2.31 increases with increasing

donors concentrations n0. The effect of doping on the optical properties in Ge

shall be discussed in details in following Chapters.

The minority carrier radiative lifetime in several semiconductors at room

temperature are reported in Table 2.2.

2.4.2 Non-radiative transitions

In addition to radiative recombination, non-radiative recombination also

occurs, in which the excess energy is given up in the form of phonons or

heat waves. The total recombination rate of the photoexcited population of

electron-hole pairs is given by

1
τ
�

1
τrad

+
1

τnon-rad
, (2.39)

where 1/τrad and 1/τnon-rad are the radiative and non-radiative recombina-

tion rates, respectively.

Non-radiative recombination mechanisms, or transitions, can be classified as

either extrinsic or intrinsic. Extrinsic recombination is a decay through an
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Figure 2.9 – Typical non-radiative recombination mechanisms.

intermediate energy level within the band gap. These recombinations are

usually due to surface recombination and defect recombination, or Schokley-

Read-Hall recombination (SRH). Intrinsic recombinationmechanisms are always

present, even in an ideal undisturbed crystal without impurities or defects.

Typical non-radiative recombination mechanisms are depicted in Figure 2.9

Schokley-Read-Hall recombination

Recombination through defects is a two-step process:

1. An electron (or hole) is trapped by an energy state in the gap, which is

introduced through defects in the crystal lattice. These defects can either

be unintentionally introduced or deliberately added to the material, for

example in doping the material;

2. If a hole (or an electron) moves up to the same energy state before

the electron is thermally re-emitted into the conduction band, then it

recombines.

Schokley-Read-Hall recombination, also called trap-assisted recombination,

is the reason why we stated in Chapter 1 that extended defects, such misfit

and threading dislocations, are detrimental for opto-electronic devices.

The rate of recombination through the Shockley-Read-Hall process, RSRH , is

given by [94]

RSRH �
np − n2

i

τp(n + n1)+ τn(p + p1) . (2.40)

In equation 2.42, the parameter n1 (p1) is equivalent to an electron (hole)

concentration that would exist in the conduction (valence) band if the trap

energy coincided with the Fermi energy [93]. The lifetime for electrons when



2.4 recombination processes in semiconductors 57

the centers are completely empty is given by τn , while τp is the hole lifetime

with all centers occupied by electrons.

Under high level of injection, n and p are equal and much greater than ni ,

n1 or p1 so that there is a linear relation between carrier concentration and

recombination rate

RSRH ' n
τp + τn

� An. (2.41)

For the evaluation of the Shockley-Read-Hall rate of recombination, the effect

of doping has to be taken into account as [82]

RSRH(ndop) � Rint
SRH(1+ κndop), (2.42)

where Rint
SRH is the rate of the intrinsic material and κ � 3× 10−17 cm−3 (in Ge)

a phenomenological proportionality constant. This results in a reduction of

the SRH lifetime at room temperature from 30 ns for the intrinsic case to 0.1

ns at a doping level of ∼ 10−19 cm−3 [82, 95]. The reduction of τSRH at a high

density of donors ndop can be explained considering that the introduction of

charged dopant ions results in a reduced quality of the epitaxial material.

Up to now we considered semiconductors infinite in extent, while real

systems are not infinitely large and therefore surfaces do exist between

the semiconductor and an adjacent medium. When a semiconductor is

abruptly terminated, the periodicity of the crystal lattice is broken at surface,

resulting in allowed electronic energy states within the energy bandgap.

Therefore, surface recombination is almost identical to Shockley-Hall-Read

recombination, the only difference being that the recombination is due to a

two-dimensional density of traps.

Auger recombination

Unlike thenon-radiative and radiative recombinationprocesses, which are two-

particle processes, the Auger band-to-band recombination is a three-particle

process [Fig. 2.9(d)] and it is predominant in highly doped semiconductors.

In the case of n-type doping the three particle involved are two electrons

and one hole, while p-type semiconductors one electron and two holes are

involved [93]. For an n-type semiconductor, an electron and a hole recombine,

but rather than emitting the energy as heat or as a photon, the energy is

given to a third carrier, an electron in the conduction band. This electron
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then thermalizes back down to the conduction band edge. The recombination

rates associated is given by

RAu ger � Cn n(np − n2
0)+ Cp p(np − n2

0). (2.43)

In case of high external excitation, ∆n � ∆p � n0, Eq. 2.43 becomes

RAu ger � (Cn + Cp)n3
� Cn3. (2.44)

References [96] and [97] report the following values for the Ci coefficients in

Ge: Cn � 3× 10−32 cm6/s and Cp � 7× 10−32 cm6/s, respectively.

Free carrier absorption

Free carrier absorption (FCA) occurs when a material absorbs a photon, and a

carrier (electron or hole) is excited from an already-excited state to another,

unoccupied state in the same band.

2.4.3 Rate of recombination for excess carrier density

The rate of recombination, which include both radiative and non-radiative

processes, can be expanded in terms of the total amount of excess carrier

density ∆n in the system;

R(∆n) � A ·∆n + B ·∆n2
+ C ·∆n3

�
∆n
τ

, (2.45)

where τ is the lifetime of carriers, A is due to non-radiative recombination, B is

due to spontaneous radiative recombination and C accounts for non-radiative

Auger recombination. Due to the small value of B, the rate of recombination

of excess carrier density is governed by the non-radiative terms SRH and

Auger.

2.4.4 Scaling of photoluminescence intensity as a function of excitation power

Aswewill see in the following, photoluminescence experiments are a powerful

tool to study the optical properties of a system. We will also see how we can

evaluate which is the dominant non-radiative term studying the scaling of

the photoluminescence intensity as a function of the excitation power density.

As a matter of fact, the detected photoluminescence intensity is proportional

to the radiative recombination rate and is thus proportional to the product
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of excess electron and hole density ∆n · ∆p ' ∆n2. At the same time, the

generation rate G is directly proportional to the excitation power density W .

Now, in the case that the Shockley-Read-Hall mechanism is dominating, the

excess carrier density ∆n is linear with the generation rate G and we can

conclude that the photoluminescence intensity I varies with the pump power

W as I ∝ W2. On the other hand, in case that Auger recombinations are

dominating ∆n ∝W1/3; it follows that the intensity scales as I ∝W2/3.

2.4.5 Spectral shape of direct gap emission

The intensity of the emitted light is proportional to the rate of spontaneous

emission derived in section 2.2.1 [87]. For band-to-band transitions it is

proportional to the product of the joint density of states and the probabilities

that the upper state is occupied and the lower state is empty. For a direct

transition, the energy of the electron in the conduction band is given by [90]:

Ec(k) � Eg +
~2k2

2mc
, (2.46)

while the energy of the hole in the valence band is given by:

Ev(k) � −~
2k2

2mv
. (2.47)

The energy of the emitted photon is the difference between the energy of the

electron and the energy of the hole:

~ω � Ec(k) − Ev(k) � Eg +
~2k2

2m∗r
, (2.48)

where m∗r is the reduced effective mass

1
m∗r

�
1

mc
+

1
mv

. (2.49)

The joint density of states for parabolic bands is given by:

J(E) � (2m∗r)3/2
2π2~3

√
~ω − Eg , (2.50)

while the distribution of carriers is governed by the Boltzmann distribution:

F(E) � exp
(
− E

kBT

)
. (2.51)

The peak shape for a direct band-to-band transition is proportional to the

product of Eqs. 2.50 and 2.51 :

I(~ω) ∝
√
~ω − Eg · exp

(
−~ω − Eg

kBT

)
. (2.52)
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Figure 2.10 – Photoluminescence spectrum due to band to band direct transition in
a Ge thin film, measured at RT. The fit of experimental data with Eq.
2.52 and the decomposition into the single factors of the formula are
also reported.

Here I(~ω) denote the intensity of the luminescence due to a direct transition,

Eg is the direct bandgap, ~ω is the energy of the emitted photons, kB is the

Boltzmann constant, and T is the temperature of excited carriers, which can

significantly differ from the lattice temperature TL [98]. The photolumines-

cence spectrum of a Ge thin film, measured at room temperature, is reported

in Fig. 2.10. The fit of experimental data with Eq. 2.52 and the decomposition

into the single factors of the formula are also reported.

A consequence of Eq. 2.52 is that the PL peak is found at an energy kBT/2
larger than the bandgap.

2.4.6 Self-absorption

The shape of the emission spectrum is strongly affected by self-absorption,

i.e. part of the light emitted is absorbed by the sample itself before reaching

the surface. If a spectrum L0(~ω) is emitted at distance d from the surface

of reflectance R and the absorption coefficient is α(~ω), then the spectrum

outside the sample is given by [92]

L(~ω) � (1− R)L0(~ω)e−α(~ω)d . (2.53)
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Figure 2.11 – Spectrum of band to band
transition of a bulk Ge
sample corrected for self-
absorption [99].

If the radiative recombination occurs uniformly inside the sample of thickness

t, the spectrum radiated externally in one direction is

L(~ω) � (1− R)L0(~ω)
t

∫ t

0
e−α(~ω)x dx � (1− R)L0(~ω)1− e−α(~ω)t

α(~ω)t . (2.54)

Germanium is an indirect gap semiconductor. However, thanks to the reduced

energy separation between Γc and Lc , it is possible to excite electrons into

both valleys, thus obtaining both direct and indirect radiative recombinations.

Since self-absorption is different for the two transitions, photoluminescence

spectra can be extremely affected. In Figure 2.11 the photoluminescence

spectrum of bulk Ge is reported, where the spectrum corrected for self-

absorption, using Eq. 2.54, is also reported. We can see that, while in the

non-corrected spectrum the intensity of the two transitions is similar, after

the correction of the spectrum for self-absorption the intensity of the direct

transition exceeds the indirect one about 10 times [99].

2.4.7 Photoluminescence spectra: resonant and non-resonant excitation conditions

As we will see in the following, in photoluminescence spectroscopy we mea-

sure the energy distribution of emitted photons after optical excitation. The

photo-excitation of carriers inside the sample can be achieved using different

laser sources and the excitation conditions strongly affect the features of PL

spectra. As a matter of fact, the energy of the exciting photons may or may

not be resonant to optical transitions in the germanium band structure and

this can be clearly seen at low lattice temperatures in which thermal excitation

plays a minor role.
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Figure 2.12 – LT (left) and RT (right) PL spectra of Ge under resonant (red lines) and
non-resonant (green lines) excitation conditions.

Fig. 2.12 shows the micro-PL spectra obtained from a Ge bulk crystal ac-

quired at a lattice temperature TL � 80 K and TL � 300 K using two different

wavelengths (a detailed description of the spectral features will be given in

the following Chapters). Whereas at TL � 300 K the intensity of the direct

gap transition Γc − Γv (∼ 0.8 eV) is comparable in both cases, at TL � 80 K it

is completely quenched in case of non-resonant excitation (λ=532 nm), and

the spectrum is dominated by the indirect gap transition Lc − Γv (∼ 0.7 eV),

but strong in case of excitation wavelength λ=1064 nm. These experimental

findings can be interpreted on the basis of the sketch of carrier dynamics of

Fig. 2.13, in which the excitation, thermalization and recombination processes

under the two excitation conditions are schematically shown.

Let’s start considering low temperatures. The term resonant is used since

the energy of the excitation wavelength λ=1064 nm is E=1.16 eV, which is

close to the direct gap energy of 0.80 eV at room temperature or ∼ 0.88 eV at

80 K. Therefore electrons are resonantly excited in the Γc valley where they

can recombine giving rise to the Γc − Γv recombination or can be efficiently

scattered to L states, and then recombine leading to the indirect Lc − Γv

emission. In the case of non-resonant excitation, electrons are promoted to

the continuum states well above the Γc valley, fromwhere they can thermalize

to the lowest energy state, i.e. the Lc valley. Consequently, only the indirect
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Figure 2.13 – Schematic sketch of carrier dynamics when carriers are excited in
resonant [(a), (c)] or non-resonant [(b), (d)] conditions at LT [(a),(b)]
and RT [(c), (d)]. Figure taken from [100].

Lc − Γv recombination can be observed. Increasing temperature, the direct

Γc −Γv transition is visible in both resonant and non-resonant conditions. This

can be explained considering that, when the sample is excited non-resonantly,

electrons can be thermally promoted from the Lc valley to Γc , leading to the

direct Γc − Γv transition.
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E X P E R I M E N TA L T E C H N I Q U E S

The growth of the samples here investigated took place at the "Laboratory

of Mesoscopic Physics and Nanostructures" at "Università degli Studi Roma

Tre" by means of ultra-high vacuum (UHV)-CVD. Referring to the compo-

nents sketched in Fig. 3.1, the set-up consists in one pipe (1) kept at an

UHV pressure (∼ 10−10 Torr) guaranteed by two ionic pumps, a pressure

regime required in order to obtain high quality samples with low contamina-

tions. Several chambers are connected to the tube with the help of suitable

valves, allowing the low pressure conditions to be preserved within all the

setup components. The only component at higher pressure (10−7 Torr) is the

N2-purged load-lock chamber (2), where substrates are loaded into the system.

The substrate is initially prepared in a clean environment under laminal flow

equipped with a chemical hood (3) and loaded into the load-lock chamber (2).

From there, with the use of magnetic manipulators, the substrate can reach

the preparation chamber (4) and, along the tube (1), the UHV-CVD chamber

(5) for deposition, or the X-ray photoemission spectroscopy (XPS) chamber (6)

for analysis.

Employing the set-up here described, several samples have been grown and

their structural properties have been investigated with several techniques.

3.1 cvd growth set-up

The CVD chamber for the epitaxial growth is a steel cylinder with low content

in carbon and nickel [1 in Fig. 3.2(a)]. The chamber is equipped with

external water cooling to limit the contaminant desorption from the internal

surface. The UHV pressure is reached with a proper pumping system of

65
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Figure 3.1 – Sketch of the growth set-up: (1) main pipe, (2) load-lock chamber, (3)
chemical hood, (4) preparation chamber, (5) UHV-CVD growth chamber,
(6) XPS chamber. Magnetic manipulators are used to transport the
samples across the system.
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turbomolecular and rotary pumps (2). At these pressure values, the molecules

impinging the sample surface are few enough to guarantee a clean surface

during deposition. As a matter of fact, the number of molecules hitting and

sticking to a surface, per unit time and area is proportional to the pressure p,

and is given by [79]

Φ � 3.513× 1022 p√
mT

. (3.1)

For instance, at a pressure of 10−6 Torr the sample surface can be completely

covered in about 1 second, while UHV conditions assure a clean surface for

several hours. Moreover, the mean distance traveled by molecules between

successive collisions, called the mean-free path, at pressure below 10−3 Torr is

so large that molecules effectively collide only with the wall of the chamber.

The presence of a throttle valve (3) in series with the main turbomolecular

pump allows to select a reaction pressure in the 10−8-10−2 Torr range. The

difference of seven order of magnitude between the system base pressure

(10−10 Torr) and the reaction pressure (10−3 Torr) allows to change the gas

composition in the CVD chamber in a few seconds. Combined with the

low temperature employed during the growth, this results in highly abrupt

interfaces between different layers.

The deposition can take place introducing the reacting gases (silane, germane,

phosphine, and hydrogen) in the CVD chamber through electro-pneumatic

valves and the flux is set bymass flowmeters (5). Each gas has a separate line (4)

to the chamber and to the purging system. In order to preserve the gas purity,

the gas lines are continuously pumped by a turbomolecular pump. Since the

purging system is indipendent from the pumping system of the CVD chamber,

the pressure of the reacting gases can be monitored before their introduction

in the chamber. Both valves and flowmeters are electronically controlled by a

dedicated computer with a Labview graphical interface [Fig.3.2(b)], which is

also used for automatic depositions of the heterostructures. The temperature

of the substrate required for the gas activation (the pyrolysis process described

in section 1.6.3) is reached heating the sample via Joule effect with a power

supply [6 in Fig. 3.2(a)] that delivers the set current to the sample through a

metal finger (7), connected to an electrical feed-through. As a consequence, it

is possible to change the substrate temperature in just a few seconds. A set

of windows allows to monitor the substrate temperature and the pressure

inside the chamber by different instruments working at different ranges. The
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(a)

(b)

Figure 3.2 – (a) Photograph of the CVD growth set-up. (b) Labview interface to
control gas valves and flowmeters.
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Mikron M190 infrared pyrometer allows to monitor the temperature in the

300-1000°C range with a response time of ∼ 50 ms and accuracy between

0.3 and 0.8% of reading. The temperature during the annealing at 1150°C

is instead monitored with an Impac IS 140 pyrometer, which works in the

650-1800°C range. The accuracy of this instrument is 0.4% of reading and the

response time is less than 1 ms. Before and after the deposition process, the

UHV pressure inside the chamber is measured by an ion gauge (8), that has

to be switched off when the gaseous precursors are present. In fact, silane

and germane can damage the ion gauge because of the hot metal filament it

uses to measure the pressure, on which the pyrolysis can occur, resulting in

malfunctioning or breaking. During the deposition process the pressure is

thus monitored with a capacitive sensor (9), which does not employ a hot

filament but can measure pressures only in the range of 10−3 Torr.

3.2 structural characterization

3.2.1 X-ray photoemission spectroscopy

The experimental set-up depicted in Fig. 3.1 is equipped with an UHV

chamber (6) for X-ray photoemission spectroscopy, used to verify SiGe alloy

concentrations and identify eventual contaminants inside the samples and on

the substrates surface, directly in-situ.

Fermi level

vacuum level

~ω photoelectron

Eb

φs
φa

K

SAMPLE ANALYZER

Figure 3.3 – Energy level diagram of XPS. The kinetic energy K of the photoemitted
electron, hit by the radiation ~ω, is related to the binding energy Eb

inside the material.
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The operating principle of the XPS technique is based on the photoelectric

effect (schematically depicted in Fig. 3.3), according to which a material emits

electrons if hit by radiation with a sufficient energy ~ω. The kinetic energy K

of the photoemitted electrons is given by

K � ~ω − Eb − φa , (3.2)

where Eb the binding energy related to the initial state before photoemission

and φa the work function of the analyzer, that is the energy separation be-

tween the vacuum level and the Fermi level. Knowing φa and measuring the

kinetic energy K of the photoelectrons, using Eq. 3.2 it is therefore possible

to retrieve their binding energy Eb , peculiar of each specific element. In

the case of the work here presented, the XPS technique has been employed

to retrieve the composition of the deposited Si1−xGex alloys to eventually

calibrate the growth parameters, as we will see in the following, and to check

the contamination level of both samples and substrates, limited to the first

surface layers due to the low photoelectrons escape depth inside the material

(few Ångström).

In Figure 3.4 is reported a typical XPS spectrum of a SiGe sample in the

range 0-600 eV of binding energy (Eb). Several features can be observed,

among which we report in the insets three important energy ranges. In

the range Eb=20-100 eV the peaks related to photoemission from the Ge 3d

and the Si 2p core levels are highlighted, since they are used to retrieve the

alloy concentration. As a matter of fact, the number of counts recorded

by the analyzer is proportional to the corresponding element abundance,

weighted by the cross section of the specific electronic level involved (the

atomic sensitivity factors are ASF(Ge3d)=0.3 and ASF(Si2p)=0.17). Thus, the

concentration x of a Si1−xGex layer can be obtained as

x �
(I(Ge3d)/0.3)

[(I(Ge3d)/0.3)+ (I(Si2p)/0.17)] , (3.3)

where I(i) is the integrated intensity of the i-peak. Although Eq. 3.3 is

valid only in the case of planar films and homogeneous compositions, the Ge

concentrations obtained are in good agreement with those measured with

XRD, as we will see in the following.

The insets on the right of Fig. 3.4, are a zoom of regions of the spectrum

related to the most intense peak of carbon (C1s) and oxygen (O1s), the most

common contaminants. The extremely suppressed intensity of the peaks
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Figure 3.4 – Example of an XPS spectrum acquired to check the desired composition
of the SiGe alloy and to verify the presence of eventual contaminants.
Insets show the zoom of three important energy ranges in which ger-
manium 3d (Ge3d), silicon 2p (Si2p), oxygen 1s (O1s) and carbon 1s (C1s)
peaks are present.

related to carbon and oxygen testifies their low concentration, assuring the

high cleaning level and the quality of the sample under investigation.

XPS Set-up

The X-ray photoemission spectroscopy is performed in a commercial Perkin-

Elmer UHV-chamber equipped with an X-ray source and an electron analyzer

(Fig. 3.5). The source provides a photon beam of 1486.6 eV (Al-Kα line)

generated by the radiative electron-hole recombination in the aluminum

anode, hit by electrons thermo-emitted from a tungsten cathode. The radiation

is sent through a toroidal monochromator to eliminate satellite lines and to

reduce its linewidth from ∼ 1.1 eV down to a value around 0.3 eV, and it is

then directed towards the sample, where the photoelectric effect, described

above, takes place. The ejected electrons pass through electrostatic lenses and

are then retarded by an amount R before entering the analyzer. The analyzer

is an hemispheric cavity whose walls are polarized and acts as a band-pass

filter, only transmitting electrons with energy very near to a specific energy

(the so called pass-energy). As a matter of fact, varying the applied potential
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Figure 3.5 – Photograph of the experimental XPS set-up.

it is possible to select only the electrons with the right trajectory, able to get

through the cavity without hitting the walls and thus enter a multichannel

detector (channeltron). In the channeltron, electrons are multiplied in number,

emitting several electrons for every incident one in a cascade process which

results in an amplification of a factor of 106. Therefore, for every electron

entering the channeltron an electric signal is generated, associated to the

specific electron energy set to exit the hemispheric cavity. The retard R is used

to scan the spectrum while the hemispheric cavity is operated at a constant

pass-energy. This results in a constant resolution across the entire energy

spectrum, whose value is, at the lowest pass-energy, of about 0.35 eV.

3.2.2 X-ray diffraction

High resolution X-ray diffraction (HR-XRD) is an unrivaled tool to analyze

the crystal structure of heteroepitaxial layers since it is not only possible

to determine the lattice parameters, but also to retrieve informations on

thickness and crystal quality of epilayers on substrates. In this work, XRD

has been employed to retrieve the concentration of the Si1−xGex layers and

their relaxation. Moreover, XRD on superlattices allows the determination of

layers thickness.
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The operating principle of the XRD technique is based on diffraction of

X-rays impinging on a crystal surface. Diffraction is a coherent and elastic

scattering phenomenon with a momentum transfer between incident and

scattered radiation. Considering an X-ray with wavelength λ and wave vector

|kin | � 2π/λ, imping on a surface with an angle θ, the scattering vector

(momentum transfer) is given by q � kout − kin , where kout is the scattered

wave vector.

(hkl)

kout

kin

q
θ 2θ

(a)

dhkl ·sinθ
dhkl

θ θ
θ

(b)

Figure 3.6 – (a) The so-called scattering triangle. (b) Sketch of the Bragg equation.

For parallel planes of atoms, with a space dhkl between the planes, constructive

interference occurs only when is satisfied Bragg’s law:

λ � 2dhkl · sinθ. (3.4)

Experimentally, the X-ray wavelength λ is fixed, consequently, a family of

planes produce a diffraction peak only at a specific angle θ. The Bragg

diffraction from planes parallel or inclined by an angle ϕ with respect to

the crystal surface is defined symmetrical (ϕ=0) or asymmetrical (ϕ ,0),

respectively.

Let ω be the incidence angle with respect to the sample surface of a parallel

and monochromatic X-ray beam; three possible scan modes can be performed

to measure the intensity profile I(ω), I(2θ), I(ω − 2θ):

(i) the ω scan when the detector is fixed in 2θ position and ω is changed

by rotating the sample on the diffractometer axis (rocking curve). The

same results can be also obtained rotating jointly source and detector by

the same angle;

(ii) the 2θ scan when the sample is fixed and the detector is moved (detector

scan);

(iii) the ω − 2θ scan if the detector is rotated but twice as fast as the sample

(for each increment ∆ω, ∆2θ � 2∆ω) [101].
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Figure 3.7 – Schematization of the three possible scan modes to perform XRD.

For XRD measurements on silicon and germanium, to infer structural infor-

mation, the Bragg peaks from symmetric (004) and asymmetric (224) Miller

planes are the most commonly used. These planes are illustrated in Fig. 3.8.

As can be seen in Fig. 3.8, the Bragg peaks from the (004) planes only carries

information about the out-of-plane lattice parameter a⊥, while the peak from

the (224) set of planes carries information about both the in-plane and out-

of-plane lattice parameters. Due to this, the (004) and (224) peaks are useful

because they can be used to determine both the in-plane and out-of-plane

lattice parameters.

Figure 3.8 – (004) (left) and (224) (right) planes in Si and Ge.

A typical (004) ω − 2θ rocking curve scan acquired on an heteroepitaxial Ge

layer on a Si (001) substrate is reported in Fig. 3.9 [102]. The two diffraction

peaks are related to the Si substrate and the Ge epitaxial layer. The out-of-

plane reciprocal lattice parameter can be derived from the diffraction angle as

qz �
2sin(2θ/2)

λ
, (3.5)
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Figure 3.9 – (004) ω − 2θ rocking curve scan acquired on heteroepitaxial Ge/Si (001)
[102].

and the corresponding lattice parameter is given by

a⊥ � 4/qz . (3.6)

Equation 3.6, is valid only in the specific case of (004) rocking curves. In the

case of (00l) rocking curves, Eq. 3.6 becomes

a⊥ �

√
l2/qz . (3.7)

Although the XRD rocking curve is easy and quick to measure, the symmetry

scan doesn’t provide information about the in-plane lattice constant. Even

more important, for alloy crystalline materials, such as SiGe, the lattice pa-

rameter is determined by both the component composition and the lattice

relaxation. To solve this problems, two-dimensional asymmetric scans of

diffraction patterns are very helpful. This method is called XRD reciprocal

space mapping (RSM) which is capable of unveiling the relative lattice tilt,

the material composition, and an estimate of the residual strain in epitaxial

layers compared to the substrate [103]. By selecting an asymmetric reflection,

the lattice plane spacing dhkl can be separated into the parallel d‖ and perpen-

dicular d⊥ components to the sample surface. A reciprocal space mapping

of the scattered intensity, obtained by combining ω and ω-2θ scan modes,

enables to separate these contributions. In the 2D RSM, the out-of-plane [00l]

direction is plotted as the y-axis and the in-plane [hk0] direction is plotted as
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Figure 3.10 – (a) Schematic representation of correlation between distances in recip-
rocal space and lattice constants in (a‖) and perpendicular (a⊥) to the
[001] direction in the case of pseudomorphic (Gepseu) and fully relaxed
(Ge) Ge layer on Si. (b) Experimental RSM around the Si substrate 224
lattice point in the case of a SiGe layer grown on a Ge/Si VS. Both the
relaxation and coherence lines have been reported [105].

the x-axis.

The conversion of a peak intensity position (ω, θ) in reciprocal space coordi-

nates (qz , qx) is given by

qx �R[−cos(ω)+ cos(2ω′ − ω)] (3.8a)

qz �R[sin(ω)+ sin(2ω′ − ω)], (3.8b)

where R=|kin |=2π/λ, 2ω′ corresponds to any arbitrary position of the de-

tector and 2ω′ � 2θ when the Bragg condition is satisfied. A schematic

representation of correlation between distances in reciprocal space and lattice

parameters in the case of pseudomorphic (Gepseu) and fully relaxed (Ge) Ge

layer on Si, is reported in Fig. 3.10(a) [104]. In the case of asymmetric (224)

reflections the lattice parameters are given by

a⊥ �

√
l2/qz � 4/qz (3.9a)

a‖ �h
√

2/qx � −2
√

2/qx (3.9b)

where qx and qz are the reciprocal lattice parameters calculated according to

Eq.s 3.8.

An experimental (224) reciprocal space map acquired on an heteroepitaxial

SiGe layer on a Ge/Si virtual substrate is reported in Fig. 3.10(b) [105]. The
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relaxation line, going from (000) to the Si substrate 224 lattice point, represents

the fully relaxed growth of a cubic crystal (a⊥ � a‖), i.e. linearly decreasing

the Ge content x of relaxed Si1−xGex alloys their diffraction peaks would lie on

the relaxation line. The coherence line, instead, reproduces a pseudomorphic

growth, i.e. layers having the same in-plane lattice parameter.

XRD Set-up

Figure 3.11 – Photograph of the experimental XRD set-up.

A preliminary requirement of X-ray-based techniques for accurate mea-

surements in semiconductor heterostructures is the use of well-collimated

monochromatic X-ray sources with small divergence and wavelength disper-

sion. As amatter of fact, the differentiation of equation 3.4 and the subsequent

division of the result by the same equation 3.4 yields the differential Bragg

equation
∆λ
λ

�
∆dhkl

dhkl
+ cotθ ·∆θ. (3.10)

Equation 3.10 shows that for the accurate determination of the distance

dhkl between two adjacent lattice planes it is important to use a highly

monochromatic incident beam and very good angular resolution. HR-XRD

measurements were carried out at IHP - Leibniz-Institut für innovative

Mikroelektronik, Frankfurt (Oder), with a SmartLab diffractometer from

Rigaku equipped with a 9 kW rotating anode Cu source (λ � 0.15406 nm), a

Ge (400)x2 crystal collimator, and a Ge (220)x2 crystal analyzer. By means of

the Ge (400) double-crystal monochromator added in the beam path, whose

functional principle is based on the Bragg reflection of the primary beam at
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Figure 3.12 – Scheme of AFM.

two germanium crystals with (400) surfaces, the X-ray beam divergence is

significantly reduced (up to 5 arc sec). Moreover, the spectral width of the

incident Cu Kα X-ray beam can be reduced to ∆λ/λ better than a few 10−4,

reducing the wavelength distribution of the incident beam nearly to the Cu

Kα1 line only. The Ge (220)x2 crystal analyzer is used to restrict the 2θ take-off

angle and wavelength, allowing precise observations of the diffraction angle.

3.2.3 Atomic force microscopy

The atomic force microscopy (AFM) is a scanning probe technique largely

used in the characterization of the surface of several kind of samples in

different conditions. Here, it has been used to image the surface morphology

of the grown structures in order to retrieve the surface roughness and the

characteristic dimension of eventual surface defects.

The AFM consists of an elastic cantilever with a sharp tip at its end that is

used to scan the sample surface. When the tip is into proximity of a surface,

forces between the tip and the sample lead to a deflection of the cantilever

according to Hooke’s law. Measuring the cantilever deflection, it is possible

to evaluate the tip-surface interaction.
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The AFM can be divided in three main building blocks: a piezoelectric

transducer, a force transducer (force sensor), and a feedback control. While

the piezoelectric transducer moves the tip over the sample surface, the force

transducer senses the force between the tip and the surface, and the feedback

control feeds the signal from the force transducer back in to the piezoelectric,

to maintain a fixed force between the tip and the sample. Thus, if the probe

registers an increase in force (for instance, while scanning, the tip encounters a

particle on the surface), the feedback control causes the piezoelectrics to move

the probe away from the surface. In most of the AFM commercially available

(included the one employed in this work), the force transducer is based on

the detection of the deflection of a laser beam reflected by the back side of

a reflective cantilever onto a four-segment position-sensitive photo-detector

(PSPD) (see Fig. 3.12). If a probe, mounted on the front side of the cantilever,

interacts with the surface the reflected light path will change. The force is then

measured by monitoring the change in light detected by the four quadrants

of the photo-detector.

The interactive forces measured by AFM can be approximated by a Lennard-

Jones potential [Fig. 3.13(a)]:

U(r) � U0

[
−2

( r0
r

)6
+

( r0
r

)12
]

, (3.11)

where the first term describes the long range attractive Van-der-Waals forces

and the second term takes into account the short range repulsion due to

the Pauli exclusion principle. The parameter r0 is the equilibrium distance

between atoms, the energy value in the minimum.

Two main operation mode of the AFM can be distinguished, depending on

the interaction force to probe. In contact mode the feedback system controls

the piezoelectric scanner to increase or decrease the tip-sample distance

to keep a constant repulsive force between the tip and the sample surface.

A plot of this upward and downward motion, as a function of the tip x-y

position on the sample surface, provides a high-resolution image of the

surface topography. High resolution is possible because very small changes

in distance [see Fig. 3.13(a)], lead to large changes in force which is the

parameter being monitored. However, for some samples such as biological

specimens or soft material such as some polymers, contact of the surface with

the tip can damage the sample. Another drawback is that the lateral force
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(a) (b)

Figure 3.13 – (a) Lennard-Jones potential. (b) Operation of tapping mode AFM:
1. Cantilever oscillates in free air: amplitude is larger than setpoint.
2. Tapping on sample: cantilever oscillates at setpoint amplitude.
3. Tip encounter a particle: cantilever oscillation amplitude drops.
4. Feedback increases the tip-surface distance: amplitude returns to
setpoint.

exerted on the sample can be quite high. This can result in sample damage

or the movement of relatively loosely attached objects. To overcome this

problems, an alternative approach is employed referred to as tapping mode,

which works with longer range forces which are attractive. In tapping mode,

the vertical resolution is not as high as in contact mode, since changes in the

distance r lead to smaller changes in force. However, since the tip touches the

surface for a short amount of time, very high lateral resolution can be achieved.

In non-contact AFM mode, the tip of the cantilever does not contact the

sample surface. The cantilever is instead oscillated, usually with an additional

piezoelectric element, at its resonant frequency. When the oscillating probe

approaches the sample surface, the oscillation changes due to the interaction

between the probe and the force field from the sample. The effect is a damping

of the cantilever oscillation, which leads to a reduction in the frequency

and amplitude of the oscillation. The oscillation is monitored by the force

transducer and the feeedback loop system adjusts the tip-sample distance

to maintain a set cantilever oscillation amplitude. Monitoring the height of
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the cantilever above the sample at each (x,y) data point allows to the scan-

ning software to construct a topographic image of the surface [see Fig. 3.13(b)].

The damping of the cantilever oscillation can be understood considering that

the cantilever motion can be approximated considering an equation of motion

for a 1-dimensional point mass m attached at a spring [106]

m Ür + kr +
mω0

Q
Ûr � Fts + F0 cos(ωt), (3.12)

where F0 and ω are the amplitude and the frequency of the driving force,

respectively. In the absence of tip-sample interaction (Fts=0) Eq. 3.12 repre-

sents the model for the 1-dim force driven harmonic oscillator with damping,

whose solution is

r � A cos
(
ωt − φ)

+ Be−αt cos
(
ωr t + β

)
. (3.13)

In equation 3.13 ωr is the resonance angular frequency of the cantilever

influenced by the damping effect and φ is the phase difference between the

driving force and the cantilever motion. The first term of Eq. 3.13 is a steady

solution and the second term is a transient one. Neglecting, for the sake

of simplicity, the transient term, the solution of Eq. 3.13 shows sinusoidal

behavior with an amplitude

A(ω) � F0/m√
(ω2

0 − ω2)2 + (ωω0/Q)2
. (3.14)

Now, in the case of a tip–sample interaction, we can still use Eq. 3.12 with a

modified spring constant ke

ke � k −∆Fts , (3.15)

which is called the effective spring constant. As a result, the modified

resonance frequency is

ω′ �

√
ke

m
�

√
k −∆Fts

m
, (3.16)

and the amplitude is given by

A(ω′) � F0/m√
(ω2

0 − ω2 −∆Fts/m)2 + (ωω0/Q)2
. (3.17)

Therefore, the tip-sample interaction results in a resonance frequency ω′ and

amplitude A(ω′) that are differents from the same parameters without the
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(a) (b)

Figure 3.14 – (a) Illustration of the relationship between the frequency shift, the
amplitude reduction and the interacting force. (b) Electron micrograph
of an AFM tip (top) and cantilever (bottom).

interaction [Fig. 3.14(a)]. It follows that, forcing the cantilever to oscillate at

the frequency ω, resonance frequency without interaction, when the tip is

close to the surface the system is not resonant anymore, being ω , ω′, and

the amplitude drops.

AFM Set-up

The AFM measurements on the investigated samples have been performed in

the LIME laboratory (Laboratorio InterdipartimentaleMicroscopia Elettronica)

in Roma Tre with a Bruker Dimension Icon AFM. The system is divided in

several specialized components:

• Motorized stage

• Optics and motors

• Scanner

• Probe holder

• Microscope electronics box



3.2 structural characterization 83

(a) (b)

Figure 3.15 – Bruker Dimension Icon AFM and scheme of the scanner.

The xy stage permits micrometer-scale positioning of samples beneath the

tip, assuring position repeatability of 2 µm, while the motorized z-stage

provides accurate, automatic tip engagement and approach. The rigidity of

the z-stage permits low noise and high accuracy imaging, reducing noise

levels in the sub-angstroms range for the z-axis, and angstroms in x-y. The

optics system assists to locate the cantilever and tip relative to the sample. The

system automatically focuses onmost samples by adjusting the scanner height.

The force transducer of the system is the scanner, which contains the laser

source, the beam path, and the photo-detector. The scanner provides accurate

imaging of a stationary sample while scanning the integrated detector-probe

assembly above the sample. The probe holder contains a piezoelectric stack

to oscillate the cantilever for tapping-mode AFM. The same cantilever holder

is used for contact AFM, but no voltage is applied to the piezo stack. The

microscope electronics box controls the feeedback loop system.

The entire system lies vibration-damping table to isolate theAFM fromvertical

and horizontal vibrations.

Bruker TESPA-V2 probes have been employed. In this probes, made of Si using

MEMS technology, the cantilever has a rectangular shape with an aluminum

reflective coating on the backside to increase the laser reflection. The spring

constant of the cantilever is strictly related to its geometry, and is given by:

k �
Ewt3

4L3 . (3.18)

In equation 3.18, E is the Young’s modulus, w the width of the cantilever, t

its height, and L its length. The spring constant of TESPA-V2 probes is k=37

N/m, while its resonant frequency is ω0=320 kHz. Tips have a pyramidal
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Figure 3.16 – (a) An electron is excited from the ground level and falls to the original
ground level. (b) An electron is excited from the ground level and falls
to a vibrational level. (c) An electron is excited from a vibrational level
and falls to the ground level.

shape, with nominal radius 8 nm and height 12.5 µm. The half-cone angle is

20°.

3.2.4 Raman spectroscopy

A standard tool for the investigation of the effects of strain in SiGe heterostruc-

tures is Raman spectroscopy, in which the shift of the scattered Raman signal

is proportional to the strain in the material [107].

Raman scattering is the inelastic scattering of photons by some excitation of a

material [101]. As a matter of fact, when light is scattered by matter, almost all

of the scattering is an elastic process (Rayleigh scattering), where electrons are

excited to an unstable virtual state and immediately fall to the original ground

level (Fig. 3.16). However, a small percentage of the incident light can induce

transitions from the ground level to an excited state (Stokes Raman scattering)

or from excited states to the ground level (anti-Stokes Raman scattering).

Among the many excitations that can interact with photons (plasmons and

collective electronic modes, spin flips) in this work we will concentrate on

lattice vibrations, i.e. phonons.

The Raman scattering efficiency, I, depends on the polarization vector of the

incident (ei) and scattered (es) light, and is given by [108]

I � C
∑

j

|ei · R j · es |2, (3.19)

where C is a constant and R j is the Raman tensor of the j-phonon. The

Raman tensor is a second rank tensor that can be used to calculate selec-

tion rules regarding which vibrations can be probed with incident light
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Figure 3.17 – Dispersion curves for acoustic and optical phonons in germanium [109].

Figure 3.18 – Dispersion curves for acoustic and optical phonons in silicon [109].

with a certain polarization. The experimental geometry employed allows

to simplify the problem. As a matter of fact, in the specific configuration

of backscattering geometry from the (001) sample surface, only scattering

by longitudinal optical (LO) phonons leads to a non-zero scattering intensity I.

Usually, Raman spectra are reported as intensity of scattered light versus

wavenumber (called Raman shift). For instance, a Raman peak at 547.14

nm, obtained by a 532 nm excitation wavelength, can be converted into a

wavenumber as

Raman shift �
(

1
532 nm −

1
547.14 nm

)
� 520 cm−1. (3.20)

This notation is used because the Raman shift is linearly related with energy

and makes the form of the Raman spectrum independent of the excitation

wavelength.

germanium phonon dispersion The dispersion curve of phonons of a

cubic lattice, such as Si and Ge, is characterized by six branches, three optical
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phonon modes and three acoustical ones. At k=0 the optical and acoustic

branches are degenerate. The frequency of the acoustical branches equals zero

in Γ, whereas the frequency of optical phonons at 300K is νLTO(Γ25′)=9.02×1012

Hz for Ge, and νLTO(Γ25′)=15.53×1012 Hz for Si [110]. The dispersion curve of

phonons in Ge and Si, along several lines of high symmetry, are reported in

Fig. 3.17 and Fig. 3.18, respectively.

The triply degenerate optical vibration modes at k � 0 are Raman active.

However, the presence of a static electric field or a static strain is responsible of

lowering the crystal symmetry lifting the degeneracy. This is the reason why

Raman spectroscopy represents an effective method to obtain information

about strain configuration in crystals. The possible approaches to link strain

distribution and Raman shifts are mainly based on group theory or first order

perturbation theory. While the former is purely qualitative and does not give

an insight into the mechanism responsible for Raman shift, the latter can

describe how the microscopic parameters of the crystal, such as the atomic

force constants, the electronic polarizability and the atomic displacements,

can enter the frequency shift. In this second framework, the quasi-harmonic

approach of Ganesan et al. is collocated[111]. By means of a first order

perturbation theory, the vibration frequencies are evaluated as an effect of a

generalized force (i.e. strain field ) on the atoms of a crystal which execute

harmonic vibrations among equilibrium positions (shifted from the ones in

absence of the generalized force). The effect of stress on the Raman modes for

the three optical phonon modes is given by:

ω2 ê j �
∑

k

K jk êk (3.21)

with j, k � x, y, z, ê j are the eigenvectors in cubic coordinates, ω is the Raman

mode frequency in presence of strain and K jk are the elements of the force

constant tensor. At first order perturbation theory, whose validity is confirmed

by the fact that εlm << 1, we can write that

Ki j � ω
2
0δi j +

∑
lm

εlmK(ε)lm jk (3.22)

where ω0 is the Raman frequency of the unstrained crystal, δ jk the Kronecker

delta and εlm the element of the strain tensor. The zincblend structure of Ge,

with its 48 symmetry operations related to the cubic lattice symmetry [112],

has only three independent components and non zero elements up to the 81
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of a four matrix tensor. They are called phonon deformation potentials and

show the following relations:

K(ε)xxxx � K(ε)y y y y � K(ε)zzzz � p

K(ε)xx y y � K(ε)xxzz � K(ε)y yzz � q

K(ε)x yx y � K(ε)xzxz � K(ε)yz yz � r. (3.23)

Combining eq. 3.21 and eq. 3.23, we can obtain��������
pεxx + q(εy y + εzz) − λi 2rεx y 2rεxz

2rεx y qεxx + p(εy y + εzz) − λi 2rεyz

2rεxz 2rεxz q(εxx + εy y)+ pεzz − λi

�������� � 0.

(3.24)

The expected Raman shifts ∆ω � ωi − ω0 are obtained by numerically cal-

culating the eigenvalues λi � ω2
i − ω2

0 of the secular matrix. In the case of

backscattering geometry, the relative Raman shift ∆ω � ωi − ω0 is given by

the element (3,3) of matrix 3.24:

∆ω � ωi − ω0 � q(εxx + εy y)+ pεzz , (3.25)

where z correspond to the [001] direction.

raman spectra of si, ge and si1−x gex In Si1−xGex alloys, three Raman

modes are present: the Ge-Ge, the Si-Ge and the Si-Si nearest neighbor

vibrations [114]. The appearance and frequency of these three optical phonon

bands are mainly affected by two parameters: the Ge content of the alloy and

strain.

Figure 3.19 reports the Raman spectra of pure Ge, pure Si, and Si1−xGex for

different concentrations x, as calculated in [113]. The inset show the Raman

spectra of pure Ge, that exhibits a single band around 300 cm−1, and that of

pure Si, with a single band around 520 cm−1. These two bands are attributed

to the Ge-Ge and Si-Si optical phonons, respectively. Upon alloying with Si,

the Ge-Ge mode of Ge rich SiGe, shifts to lower wavenumbers and decreases

in intensity. At the same time, a double-peak band around ∼ 400 cm−1 occurs.

This band is attributed to the Ge-Si vibrational modes. The shift of the Si-Si

and Ge-Ge mode frequency, in unstrained Si1−xGex heterostructures, linearly

depends on the Ge molar fraction, and is given by [114]:

ωGe−Ge(x, ε) � 280.3+ 19.4 · x, (3.26a)

ωSi−Si(x, ε) � 520.7− 66.9 · x. (3.26b)
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Figure 3.19 – Calculated optical active modes in Si1−xGex visible in Raman spectra.
The spectra for Si1−xGex alloys with different concentrations x are
reported. The evolution of the single peak intensities as a function of x

is hence visible. The inset shows the three vibrational modes Ge-Ge,
Si-Ge, and Si-Si for pure Ge, pure Si, and Si50Ge50 with the Si and Ge
atoms distributed in a zincblende lattice [113].
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(a) (b)

Figure 3.20 – (a) Experimental strain shift coefficients and (b) Peak positions of the
Raman modes Ge-Ge, Si-Ge, and Si-Si (top down) of Si1−xGex as a
function of the Ge molar fraction x [115].

The Raman shift of the Si-Gemode, on the contrary, shows a cubic dependence

on x

ωSi−Ge(x, ε) � 400.1+ 24.5 · x − 4.5 · x2 − 33.5 · x3. (3.27)

However, in a Si1−xGex/Si heterostructure the composition effect, that de-

termines the three mode peak positions, is superimposed on the effect of

the biaxial strain. The strain-induced shift of all the alloy modes is a linear

function of the biaxial in-plane strain [115]:

∆ω � ωi − ωi
0 � q(εxx + εy y)+ pεzz � b i · ε. (3.28)

In Equation 3.28, b i is the so called phonon strain shift coefficient, ε is the biaxial

strain and ωi
0 and ωi are the ith mode Raman frequencies of the relaxed and

strained alloy, respectively. The three phonon strain-shift coefficients are

nearly constant throughout the entire composition range of Si1−xGex alloys

[Fig. 3.20(a)] [107].

Combining Eqs. 3.26 and 3.27 with Eq. 3.28, the position of the peaks of the

Ge-Ge, Si-Ge and Si-Si modes in Si1−xGex/Si heterostructures, as a function

of the biaxial in-plane strain ε and the Ge concentration x is reported in Fig.

3.20(b), and is given by [115]:

ωGe−Ge(x, ε) � 280.3+ 19.4 · x − 450 · ε, (3.29a)

ωSi−Ge(x, ε) � 400.1+ 24.5 · x − 4.5 · x2 − 33.5 · x3 − 570 · ε, (3.29b)

ωSi−Si(x, ε) � 520.7− 66.9 · x − 730 · ε. (3.29c)
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Raman Set-up

Micro-(µ-)Raman measurements were carried out at IHP using a Renishaw

inVia microscope in backscattering geometry with 633 nm helium−neon red

laser, 1800 lines/mm grating, and 50× objective with numerical aperture

of 0.75, which results in a laser spot size of '520 nm in diameter and a Ge

penetration depth of '32 nm.

Figure 3.21 – Photograph of the Raman set-up.

3.3 optical characterization

The inter-band transition study presented in this thesis mainly focuses on two

different aspects: how to increase the radiative efficiency of Ge and how to

tune the emission wavelength to reach 1550 nm. Both the aspects have been

investigated using photoluminescence spectroscopy.

3.3.1 Photoluminescence Spectroscopy

In photoluminescence spectroscopy we measure the energy distribution of

emitted photons after optical excitation. As already discussed in Chapter 2,

by means of an excitation mechanism, an electron is excited from the valence

band to the conduction band of a semiconductor. In PL spectroscopy the

excitation mechanism is given by a laser beam impinging on the sample.

If the photon energy is less than the bandgap energy, the photons are not

absorbed and the light is transmitted through the material. Therefore, the

semiconductor appears to be transparent. On the contrary, if photons have an
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energy higher than the bandgap energy of the semiconductor, the excitation

of electrons from the valence band into the conduction band, takes place.

3.3.2 Photoluminescence Set-up

Figure 3.22 – PL set-up

The spectra reported in this work have been collected by means of a µ-PL

set-up at IHP. The experimental set-up is sketched in Fig. 3.22 and consists of

four main parts:

• an excitation light source;

• an objective to focus the beam on the sample;

• a cryostat to make temperature-dependent measurements;

• a detection system to disperse and analyze the photons emitted from

the sample.

The light source is a Nd:Yag solid-state laser, emitting continuous-wave at a

wavelength of 1064 nm and photons are focused on the sample with a 50x

objective having a numerical aperture of 0.65. The spot of the laser beam at the

surface is about 1.7 µm in diameter. The measurements have been performed

in a back-scattering geometry, that is, the radiation emitted from the sample

is collected by the same objective. A beam-splitter divides excitation and

collection paths.
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A LINKAM nitrogen cryostat is used to cool down the samples from room

temperature 300 K to liquid nitrogen temperature 77 Kwithin a ±5 K accuracy.

A telescope system is used to collect the photoluminescence signal into the

scalable width (0-2mm) entrance slit of a gratingmonochromator. The grating

of the monochromator can be 300, 600 or 900 lines/mm. A Si filter placed

between the telescope system and the slit of the monochromator is used to

filter out the laser light which is much stronger than the fluorescence signal

and hides it. The emitted beam is dispersed by an iHR 320 Horiba Jobin-Yvon

spectrometer and measured with an extended InGaAS detector array cooled

with liquid nitrogen to reduce the effects of dark current.

Figure 3.23 – Photograph of the PL set-up.

In all the measurements, the spectra obtained were corrected for the instru-

ment response, obtained using a black-body calibration lamp. The spectral

responsivity of the entire PL set-up at the photo-detector [reported in Fig.

3.24(a)] is updated every 6 months. At the begin of every set of measurements,

we acquired the PL spectrum of a Ge/Si (001) reference sample, paying

attention that the intensity and the spectral shape were each time the same.

Any variation is the result of a misalignment of the excitation path and/or

the collection path, which need to be adjusted. The pump power densities,

reported in power-dependent PL measurements, have been measured on the

sample surface by means of a Thorlabs laser power-meter. The intensity of
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Figure 3.24 – (a) Spectral responsivity of the entire PL set-up at the photo-detector.
(b) Pump power density on the sample as a function of the laser power.

the laser beam energy output is periodically determined and the calibration

for the measurements reported in this work in shown in Fig. 3.24(b).





4

G ROW T H A N D C H A R AC T E R I Z AT I O N O F V I RT UA L

S U B ST R AT E S

As we discussed in section 1.2, the bandgap of Ge can be modified by de-

sign and we can investigate its electronic structures by means of PL. While

in the next Chapter we shall investigate the optical properties of Ge/SiGe

QWs and how they are affected by quantum effects (such as thickness of

the QWs, coupling between the wells), doping and strain, here we discuss

the structural and optical properties of the virtual substrate on which they

are deposited. As a matter of fact, employing many substrate layers with

different concentrations may results in complicated PL spectra. This is true

in particular if a long-wave pump is used for homogeneous excitation and

the number of QWs is limited to few repetitions, since both the MQW region

and the under-lying layers are simultaneously excited. Indeed in this case

a one-to-one identification of all the individual spectral components is not

trivial, especially if complementary techniques, such as optical absorption,

are not employed. Aiming at an unequivocal identification of the origin

of the peaks in the PL spectra, we now discuss how the several layers of

the VS have been deposited, and their PL features will be investigated in detail.

The high lattice mismatch between the Si substrate and the Ge-rich SiGe

heterostructures is released by misfit dislocations. Dislocations nucleate at

surface sites and glide to the interface resulting, for each misfit segment, in

two threading segments that connect the interface with the surface. While

misfit dislocations release the epitaxial strain, threading dislocations do not

contribute to relaxation. Hence, larger strain to be relaxed requires denser

misfit dislocation arrays. When the density of misfit on the same heteroint-

erface is high, they start to interact with each other, hindering their motion.

Propagation of a dislocation will occur until (a) it reaches a wafer edge; (b)

sufficient strain has been relieved by the misfit that further expansion is

95
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energetically unfavorable; (c) it meets another threading dislocation mutually

annihilating; or (d) it is unable to pass another orthogonally placed dislocation

becoming pinned [116].

To reduce the threading dislocation density, SiGe virtual substrates are com-

monly employed. Moreover, from the interplay between the Ge content x and

the relaxation of the SiGe VS, it is possible to deposit a buffer with a proper

lattice constant and, thus, to controll the strain of the heterostructures, i.e.

realizing strain-compensated structures described in section 1.5.1.

Virtual substrates are usually realized following two main techniques. The

first approach introduced, called linear graded virtual substrate, consists in

linearly grading the Ge content in the buffer layer from pure Si to the final

Si1−xGex composition x [117]. The composition grading allows to gradually

distribute the total lattice mismatch among many layers, so that misfit dis-

locations are gradually nucleated along the whole thickness of the graded

layer, reducing the threading dislocations density (TDD) in the final layer,

since the TDD is experimentally seen to increase with lattice mismatch [118].

While linear graded virtual substrates are commonly used for low (x<0.5) Ge

content, for final composition in the high Ge content range the thickness to be

deposited is so large (∼10–20 µm) that the growth of high quality materials

is both impractical and very difficult to achieve with standard deposition

techniques, such as CVD andMBE. Moreover, dislocations tend to be piled up

on the same (111) atomic glide planes [119], resulting in small surface steps. It

follows that the resulting thick-VS exhibits large surface undulations, known

as crosshatch, which must be removed via an ex-situ chemical mechanical

polishing [120].

To overcome these limitations, a different approach has been proposed

[121, 119]. This technique, called terrace grading, has shown the possibility to

generate smoother interfaces, enhancing relaxation and lowering TDD values

by releasing pinned dislocations. The idea of forward gradingwas proposed by

Capewell et al.[119] and consists of alternating linear graded regions followed

by constant composition layers (terraces). In reverse grading[121, 105] the

alloy content is graded down from a relatively high quality, relaxed pure Ge

layer to the required final composition instead of grading up from the Si wafer,

thus reducing the thickness of the VS. Another advantage of this technique, is

that the buffers relax under tensile strain, while linear graded buffers relax
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under compressive strain, resulting in smoother epilayers, since the surface

roughness depends on the sign of strain [122].

Technique Total thickness (µm) Grading thickness (nm) GR (% µm−1) x f (%) TDD (cm−2) Ref.

RTG 3.9 1844 12.6 76.5 2.1× 106 [121]

RLG 4.3 1885 11.4 78.4 3.3× 106 [123]

RLG 2.4 347 61 78.4 4.5× 106 [123]

LG 12 10 10000 100 1− 5× 107 [124]

LG

with CMP 12 10000 10 100 2× 106 [124]

LG

with CMP 12 10000 9 88.5 1× 105 [125]

LG 5.5 3400 25 85 < 1× 106 [126]

LG 11.5 10500 8 84.5 1.3× 105 [127]

RTG 2 1000 70 75 7.8× 107 [128]

RTG 2.5 450 42 81 ∼ 1× 108 Present work

Table 4.1 – Comparison of literature data for different virtual substrates realized with
different techniques: linear grading (LG), linear grading with chemical
mechanical polishing (CMP), and reverse terrace grading (RTG). The
grading rate (GR) is defined as (x f − 1)/grading thickness.

The growth of reverse graded VSs starts with the deposition of an initial Ge

layer directly on the Si substrate. However, the large mismatch between Ge

and Si, combined with the difference in surface energies, results in a growth

process where Ge coalesces in three dimensional islands according to the

Stranski–Krastanov mechanism, if growth conditions close to thermodynamic

equilibrium are maintained [129]. The growth of planar Ge layers on Si has

been achieved using a double temperature deposition technique [130, 131, 132]

where an initial "seed" Ge layer is deposited at low temperature, in order

to keep the system out of thermodynamic equilibrium. However, too low

temperatures prevent the germane pyrolysis and thus the growth itself. Figure

4.1 displays the results of the pioneering work of Cunningham et al. who

reported the deposition of heteroepitaxial Ge films with a smooth surface

topology on (001) single-crystal silicon. Figure 4.1 reports the cross-sectional

micrographs of films grown in the temperature range 275-560°C. At or below

300°C the pyrolysis does not take place and a nullGe thickness is present, while

between 300 and 350°C the films are smooth, indicating a 2D growth. Above

375°C the 3D islands formation starts and the surface appears corrugated. This

islanding is extremely apparent at 430 °C. The allowed temperature interval

for an epitaxial deposition of Ge on Si substrates is therefore 300°C-375°C.

At this low temperature, the Ge layer is highly defected. However, upon
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Figure 4.1 – Transmission electron microscopy images of Ge layers on Si substrate at
different growth temperatures [135].

increasing the amount of the deposited Ge, the lattice strain is plastically

relaxed, allowing a consecutive epitaxial deposition at higher temperature,

characterized by a higher growth speed, relaxation and crystalline quality.

Typical values of TDD in Ge heteroepitaxial layers are ∼ 109 cm2 that can

be reduced to ∼ 107 cm2 [118, 133, 134] thanks to thermal treatments that

enhance gliding of the threading arms of misfit dislocations and mutual

annihilation or elimination at wafer edges.

4.1 substrate preparation

The realization of high quality samples starts from a correct Si substrate

preparation. On the opposite, a contaminated substrate generates defects

propagating through the whole structure, which leads to a poor final result,

even if accurate procedures and perfect growth steps are performed after-

wards.

The substrates are cut, in a clean environment with a professional semi-

automatic scriber, from an highly quality n-doped ('1015 cm−3) Si (001) wafer

in a 18× 9 mm2 rectangular shape with sides aligned along the 〈011〉 direc-
tions. Doping is necessary in order to allow the current propagation needed
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to heat the substrate.

The Si substrate preparation is an important factor in producing good epitaxial

crystal quality and can be summarized in the following steps:

• Chemical and mechanical cleaning performed in the chemical hood (3)

to remove physisorbed contaminants;

• Thermal cleaning at ∼ 500°C in the preparation chamber to remove

chemisorbed and physisorbed contaminants;

• Annealing in H2 at 1150°C in the CVD chamber to remove native silicon

oxide;

• Deposition of a Si buffer layer in the CVD chamber to reconstruct a

planar Si surface.

The cleaning process of the substrates starts inside the chemical hood with

an ultrasonic bath in isopropyl alcohol (2-propanol CH3CH(OH)CH3) for an

overall duration of 20 minutes. This step assures the desorption of organic

contaminants present on the substrate surface. To remove any traces of alcohol

left on the surface, the substrate undergoes to a continuous-flow rinse in

de-ionized water. Then, the substrate is dried under an ultra-high purity

nitrogen jet, in order to remove any water residue without contaminating

the clean surface. After the cleaning, the substrate is mounted on a sample

holder consisting of a conductive part in tantalum and Inconel (an austenitic

nickel-chromium-based alloy), and an insulating part in quartz and Macor (a

glass-ceramic). The substrate is fixed to the holder by means of molybdenum

contacts and steel screws. The choice of such materials is forced by the high

temperatures the system has to endure during the annealing and deposition

processes, which could induce thermal stress and deformation in the substrate

if the proper materials are not employed. The sample holder is sketched in

Fig. 4.2.

Once the substrate is fixed on the holder, it is inserted in the load-lock and in

the preparation chamber afterwards. While the substrate is in the preparation

chamber [(4) in Fig. 3.1], it is heated above 400°C for 12 hours. This step

is especially effective in removing water molecules from the Si substrates.

Finally, the substrate is brought to the CVD chamber where it is heated
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Figure 4.2 – Sample holder in side and top view.

up to 1150°C in H2 atmosphere for 10 minutes. This procedure removes

the non-stoichiometric native oxide and leaves an exposed Si surface clean

but irregular and corrugated, requiring a reconstruction layer before the

heterostructure deposition. To this aim, a Si layer is grown at 850°C via CVD

of silane, allowing to restore a planar Si surface with high crystalline quality.

The effectiveness of the substrate preparation procedure is demonstrated in

Fig. 4.3, where the XPS spectra of a Si substrate "as-loaded" (no treatments),

after the ex-situ cleaning, and after the in-situ annealing at 1150°Care reported.

In the insets the C1s and O1s peaks are highlighted. From the intensity of the

peaks we can estimate that ∼ 7% of the as-loaded silicon surface is covered by

carbon and ∼ 30% by oxygen. The chemical cleaning results in a reduction of

the carbon coverage to ∼ 2% while it not effective in the removal of oxygen,

since still ∼ 30% of the surface is covered by O. After the annealing the

surface coverage of carbon and oxygen are reduced to < 0.5% and < 0.7%,

respectively.

4.2 ge virtual substrate

After the Si substrate preparation, the deposition process can take place

starting with the growth of a Ge seed layer, which covers the Si substrate

and collects most of the defects induced by the high lattice mismatch. The

deposition takes place for one hour at the substrate temperature of 350°C (LT

step) and pressure of 4 mTorr. It is important to recall that special attention

has to be payed to the deposition temperature, since too high values force

the growth not to be planar but with islands, and too low values prevent the

germane pyrolysis. Once most of the lattice mismatch is plastically released,
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Figure 4.3 – XPS spectra of a Si substrate "as-loaded" (no treatments), after the ex-situ
cleaning, and after the in-situ annealing at 1150°C. The suppression of the
C1s and O1s peaks verifies the effectiveness of the substrate preparation
procedure. In all the spectra the intensity of the Si2p peak (at ∼ 100 eV)
has been normalized to unity. In the insets the C1s and O1s peaks are
highlighted.

and an epitaxial planar deposition is established, it is possible to increase the

temperature to 600°C (HT) for 5 minutes. The surface morphology at the end

of this step, as investigated by AFM, is displayed in Fig. 4.4(a). Thanks to

the low temperature employed during the deposition a planar 2D growth is

established and the surface is characterized by multi-layer terraces, resulting

in a root-mean-square (RMS) roughness of∼ 3 nm. In order to further increase

the growth rate (thus reducing the time needed to complete the deposition)

and improve the crystal quality, the subsequent process step comprises a

deposition at 700°C (VHT) for 30 minutes. The increase of temperature results

in a smaller average width of the multi-atomic terraces than those at the end

of the previous step [see Fig. 4.4(b)]. To reduce the threading dislocation

density, the sample undergoes to an annealing process at 800°C (UHT) for

20 minutes in a p∼ 0.1 mTorr germane atmosphere. Although this step

interrupts the deposition, being the growth rate negligible at p∼ 0.1 mTorr,

it results in a smoothing of the surface, as can be observed in Fig. 4.4(c). In

the figure, several pits can be noticed, with a depth of few-tenth-nm and

density of ∼ 107cm−2. In order to fill the surface pits, the last step of the
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Figure 4.4 – 15×15 µm2 AFM images of a Ge virtual substrate at different growth
stages: (a) after the HT step; (b) after the VHT step; (c) after the UHT
step; (d) at the end of the deposition. Images side are aligned along the
〈011〉 directions. In the right-bottom corner is shown the etch-pit count
on the surface of the complete Ge VS.

deposition process consists in the growth of a thick Ge layer for 45 minutes

at a temperature of 500°C and pressure of 1.20 mTorr. This step allows to

recover a smooth surface [see Fig. 4.4(d)] with a RMS roughness of ∼ 1.5 nm.

The threading dislocation density at the end of this step, obtained by etch-pit

counting (Fig. 4.4), is about 2× 107cm−2 on the surface.

The deposition process, including all the several steps, results in a Ge buffer

layer ∼ 700 nm-thick with a high relaxation level and low defect density.

The annealing process at 800°C (UHT step) results in three main effects: i)

reducing the TDD density, ii) smoothing the surface (as we can observe in

Fig. 4.4), and iii) inducing a thermal lattice strain. As a matter of fact, as we

discussed in section 1.1, the lattice parameter a is a function of the lattice

temperature and the change with T is expressed by means of the coefficient of

thermal expansion α. The origin of the lattice strain is the mismatch of Ge and

Si CTE [136]; while the out-of-plane lattice parameter of Ge, a⊥(Ge), is free to

expand perpendicularly to the sample surface, the in-plane a‖(Ge) is forced to

expand following the thicker Si substrate, which has a CTE smaller than the
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Figure 4.5 – In-plane measured (dot) and calculated (cyan line) a‖(Si) as a function
of T. On the right axis is reported a‖(Ge) (squares) together with its
expansion from the measured value at RT as calculated using the Si (red
line) or the Ge (dotted line) CTE values. Figure taken from [136].

value of Ge. This effect can be clearly observed in Fig. 4.5, where the in-plane

lattice parameters of Si and Ge are reported as a function of temperature.

Since a‖(Ge) is not free to expand, its variation during the cooling process

from a high temperature, TH , down to a lower temperature, TL, is parallel to

the variation of a‖(Si). The resulting in-plane strain ε‖ is given by:

ε‖(TL, TH) '
∫ TH

TL

(αGe(T′) − αSi(T′))dT′, (4.1)

and can be measured by means of XRD. As a matter of fact, as we discussed

in the previous Chapter, asymmetric (42̄2̄) reflections allows to retrieve both

a⊥ and a‖ and, hence, the strain values. For instance, the in-plane lattice strain

ε‖ of the Ge VS can be calculated considering that

a‖(Ge) � a0(Ge)(1+ ε‖), (4.2)

where a0(Ge) is the bulk lattice parameter of Ge. From Eq. 4.2, we get that the

Ge VS is tensile strained with ε‖=0.17%.

4.2.1 Optical Properties of the Ge Virtual Substrate

In Fig. 4.6 (a), we report the PL spectra acquired on the 700 nm thickGe/Si(001)

VS, at a constant pump power density, estimated to be 3.7×105 W·cm−2, and

varying the lattice temperature from 80 K to 330 K, in ∼ 30 K steps. The
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Figure 4.6 – (a): PL spectra acquired on the Ge VS. Lattice temperatures range from
80 K to 330 K in ∼ 30 K steps. The signal related to the indirect Lc-LH
transition at 80 K has been enhanced by a factor 10. (b): Contour plot
of the PL spectra as a function of T with integrated intensity at each
temperature normalized to unity. Continuous line is the result of the
fitting of experimental data with Varshni equation.

spectra show a broad peak at ' 0.85 eV at 80 K, that redshifts to ' 0.80 eV at

RT. We attribute this feature to the Γc-HH direct band-to-band recombination.

The experimental Γc-HH transition energies, evaluated from the PL peaks by

means of the procedure introduced in section 2.4.5, have been fitted with the

T-dependence of the direct gap, following Varshni equation (section 1.1):

E(T) � E(0) − αT2

T + β
� 0.868− 5.82× 10−4T2

T + 296 , (4.3)

where the parameters α and β are those of bulk Ge [137] (reported in Table

1.3) and E(T) is in eV. The behavior of the peaks as a function of temperature

can be clearly observed in the contour plot of the PL spectra, reported in

Fig. 4.6 (b), where the fitting of the Γc-HH transitions is also reported as a

continuous white line. Increasing the temperature, the PL peak broadens and

visually redshifts, due to temperature-induced shrinking of the gap.

On the low-energy side of the peaks acquired at low temperatures, we can

see a shoulder related to the Γc-LH direct recombination (see Fig. 4.7). As a

matter of fact, for moderate in-plane strain the LH-HH splitting δ is linearly

dependent on the biaxial tensile strain ε‖ as δ � (6700± 50)meV × ε‖ [138].
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From Eq. (4.1), it is clear that, decreasing the temperature TL, the in-plane

strain ε‖ increases, leading to a larger LH-HH splitting δ. Assuming TH '
875 K[136] and TL ' 80 K, ε‖ is estimated to be ' 0.25 % at 80 K. The corre-

sponding LH-HH splitting is ' 17 meV, compatible with the peak separation

in the PL spectra. At 300 K, the biaxial tensile strain ε‖ calculated with Eq.

(4.1) is reduced to ε‖= 0.17, perfectly matching the value obtained by XRD

measurements. The corresponding LH-HH splitting δ is ' 11 meV. Due

to the reduced separation as well as the increased electron thermal energy,

associated to a larger density of states for the HH band, the peak related to

the direct Γc-LH can not be clearly resolved. Indeed, the relative PL intensity

of the two features, in the temperature range investigated, can be explained

considering that, although the Γc-LH transition is energetically favored, the

final density of states for the Γc-HH recombination and the associated dipole

in the out-of-plane direction are larger than the corresponding quantities for

the Γc-LH transition [84].

Figure 4.7 – PL spectra at 80 K (left) and 300 K (right). The spectral shape of direct
transitions, as given in Eq. 4.4, is also reported.

For comparison, we also report in Fig. 4.7 the spectral shape of the direct gap

recombination derived in section 2.4.5:

I(~ω) �
√
(~ω − Eg) · exp

(−(~ω − Eg)/kBT
)
. (4.4)
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In Equation (4.4), Eg is the direct gap energy, kB is the Boltzmann constant,

and T is the temperature of excited carriers, which is found to be higher

than the lattice temperature TL, due to pump-induced electron heating effects.

The discrepancy between the fitting curve and experimental data in the

high-energy tail can be explained considering the non-parabolicity of the

valence band at high electron momentum.

Finally, it is interesting to underline that the signal related to the indirect

Lc − Γv transition is extremely low at all the investigated temperatures [the

small signal at ∼ 0.71 eV in Fig. 4.12(a), related to the Lc-LH transition,

has been enhanced by a factor 10], and PL spectra are dominated by direct

recombinations. The rationale is that, since we are dealing with epitaxial thin

films, the optical path of the emitted light is small, and then the direct gap

emission is not as much reabsorbed as in bulk Ge [99] (see for a comparison

section 2.4.6). Moreover, in the whole investigated temperature range, excess

electrons have sufficient thermal energy to populate the Γc valley, where the

recombination rate is much higher [139]. The dominance of the direct gap

recombination in Ge films has been also reported in Ref. [140] where the small

signal of the indirect gap transitions has been related to strong non-radiative

recombinations at the film-substrate interface.

4.3 sige virtual substrate

Starting from the relaxed Ge layer it is possible to proceed with the reverse

graded (RG) layer deposition at 500°C, consisting of a stack of SiGe layers with

increasing Si concentration, realized by injecting both germane and silane in

the CVD chamber (co-deposition). Two different “strategies” are employed,

depending on the desired final concentration to achieve. The first strategy,

adopted when the final concentration x is in the 80-90% range, consists in

the deposition of four Si1−xGex layers with Ge concentration decreasing, i.e.,

from x=1 to x=0.81, with a ∼ 5% difference between each adjacent layer. This

is achieved keeping the flux of germane constant and increasing the silane

concentration in the chamber at each step. The same procedure applies to

any final Ge concentration needed, e.g. 85% or 90%. The proper precursor

flows needed to achieve the desired concentration are estimated before the

deposition and then checked experimentally with XPS and/or XRD. Giving
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the deposition conditions reported in Table 4.2, each layer results in a thickness

of ∼ 150 nm.

Φ(GeH4) Φ(SiH4) ∆t p x

(sccm) (sccm) (min) (mTorr)

2.1 0.6 10 4 ∼0.95
2.1 1.1 10 4 ∼0.91
2.1 1.6 10 4 ∼0.86
2.1 2.1 10 4 ∼0.81

Table 4.2 – Example of step graded Si1−xGex layers deposition conditions: precursors
injected flows Φ(GeH4) and Φ(SiH4) (1 sccm=1.64·10−2cm3/s), deposition
time ∆t, pressure p and Ge layer concentration x.

In order to achieve the final crystal quality and relaxation, a 1.2 µm-thick

SiGe layer with the same Ge concentration of the last step graded layer (e.g.

Si0.19Ge0.81 as above) is grown at 500°C with a pressure of 1.20 mTorr.

Figure 4.8 shows the Energy-Dispersive X-ray spectroscopy (EDX) composition

profile with the corresponding Scanning Transmission Electron Microscopy

(STEM) image in BF mode for the Si0.19Ge0.81 buffer layer down to the Si sub-

strate. No inter-diffusion or segregation is observed within the sensitivity of

the technique. In the bottom part of the TEM image, we notice the presence of

extended defects, such as threading and misfit dislocations, due to the plastic

relaxation of the heteroepitaxial strain [105, 141]. The threading dislocation

density on the surface, obtained by etch-pit counting (not shown here), is

about 1×108cm−2. The lattice tilt, arising from the network of dislocations,

leads to a formation of a cross-hatch pattern at the surface [142, 143], as

shown in the AFM image reported in Fig 4.8(b). The root-mean-square surface

roughness is about 2.5 nm within a 25 × 25 µm2 image.

For Ge concentrations x above 90%, a different approach is employed. As a

matter of fact, this strategy is used when the strain-compensated structures

introduced in 1.5.1 are required and the precise control of the in-plane lattice

parameter of the VS is necessary. For the sake of simplicity, we here describe

the strategy in the specific case of a desired final concentration x � 95%, but

it is valid for any concentration above 90%. In this case, on top of the relaxed

700 nm-thick Ge buffer, the Ge concentration is initially decreased to ∼95%
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Figure 4.8 – (a) EDX composition profile of the RG-VS (terrace compositions are
nominal) of a Si0.19Ge0.81 VS superimposed on the corresponding STEM.
(b) 25 × 25 µm2 surface morphology of the buffer measured with AFM.
The height range is 21 nm. Image sides are aligned along the 〈011〉
directions. (c) Optical microscope image of the buffer.

and then to ∼90%, as in the case of low-x buffers. On top of the last step of

the reverse grading is deposited a 1.2 µm-thick Si0.09Ge0.90 buffer. Finally, a

500 nm-thick Si0.05Ge0.95 layer is deposited. The rationale of this strategy is

that, due to thermal strain, the direct deposition of a Si0.05Ge0.95 layer would

feature an in-plane lattice parameter equivalent to that of a Si1−yGey alloy, with

y > 0.95. Therefore, the goal of the Si0.09Ge0.90 buffer is to balance the tensile

thermal strain with the compressive strain originated by the coherent growth,

and the lattice of the Si0.05Ge0.95 layer is thus cubic. (004) XRD rocking curve

and RSM of asymmetric (42̄2̄) reflections of a Si0.05Ge0.95 VS are reported in

Fig. 4.9. Starting from the angular position of the peaks, using Bragg’s law,

it is easy to extract the in-plane a‖ and out-of-plane a⊥ lattice parameters.

Moreover, knowing the relationship linking a‖ and a⊥ to the bulk, unstrained

lattice parameter a0

a0 �

(
1− ν
1+ ν

)
a⊥ +

(
2ν

1+ ν

)
a‖ , (4.5)
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Figure 4.9 – (a) (004) XRD rocking curve and (b) reciprocal space maps of asymmetric
(42̄2̄) reflections of a Si0.05Ge0.95 VS.

where ν=0.273 is the elastic modulus of Ge [144], it is possible to verify the

Ge composition x of the layers. Indeed, the bulk lattice parameter of Si1−xGex

alloys is given by Dismukes equation[145]:

a0(x) � 5.431+ 0.2 · x + 0.027 · x2. (4.6)

From the measured value of a0=5.631 (5.645) Å, the Ge content x is equal to

0.89 (0.95). Since the Si0.11Ge0.89 buffer is strained, due to thermal strain, its

in-plane lattice parameter is equivalent to the lattice parameter of a Si1−yGey

relaxed bulk alloy, with y > 0.89. The equivalent concentration y can be

calculated recalling the bulk lattice parameter of Si1−xGex alloys given by Eq.

4.6, obtaining that the in-plane lattice parameter a‖ of the Si0.11Ge0.89 layer is

equivalent to the lattice parameter of a Si0.06Ge0.94 relaxed alloy. The in-plane

lattice strain ε‖ of the Si0.05Ge0.95 layer can be calculated considering that,

owing to the coherent growth, the in-plane lattice parameter of the Si0.05Ge0.95

layer and the in-plane lattice parameter of the VS are the same a‖(Si0.05Ge0.95)

= a‖(Si0.06Ge0.94). Then, the in-plane lattice strain ε‖ can be calculated as

ε‖ �
a‖(Si0.06Ge0.94) − a‖(Si0.05Ge0.95)

a‖(Si0.05Ge0.95) � −0.02%. (4.7)

It follows that the Si0.05Ge0.95 layer is slightly compressively strained. The

condition of coherent growth can be demonstrated with the help of Fig. 4.9(b).

As a matter of fact, we observe that the peak related to the Si0.05Ge0.95 layer is

vertically aligned to that of the Si0.11Ge0.89 buffer. Moreover, the Si0.05Ge0.95
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Figure 4.10 – Lattice parameter (and the corresponding concentration x) of the
Si1−xGex buffer, as measured by XRD, as a function of the injected
fluxes of GeH4 and SiH4.

peak lies on the line of the growth of cubic relaxed SiGe alloys, indicating that

indeed thermal and epitaxial strain are balanced.

The lattice parameter (and the corresponding concentrations x) of the final

Si1−xGex buffer, as measured by XRD, as a function of the injected fluxes of

GeH4 and SiH4 is reported in Fig. 4.10. The two different strategies employed

for the growth of the SiGe VS are also reported.

4.3.1 Optical Properties of the SiGe Virtual Substrate

In Fig. 4.12 (a), we report the PL spectra acquired on a Si0.19Ge0.81 VS, at a

constant pump power density, estimated to be 3.7×105 W·cm−2, and varying

the lattice temperature from 80 K to 330 K, in ∼ 30 K steps. The behavior

of the PL spectra acquired on the VS sample is similar to that observed in

the Ge sample [Fig. 4.6(a)] but, in this case, the high-energy side of the
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Figure 4.11 – Ge content x in different Si1−xGex samples, measured by XPS and XRD,
as a function of the injected fluxes of GeH4 and SiH4.

Figure 4.12 – (a): PL spectra acquired on the VS. Lattice temperatures range from
80 K to 330 K in ∼ 30 K steps. (b): Contour plot of the PL spectra as a
function of T with integrated intensity at each temperature normalized
to unity. Dashed line is the result of the fitting of Ge experimental data
with Varshni equation.
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peaks is broader [see arrow in Fig. 4.12(a)]. Indeed, the fitting of the Γc-HH

transitions in Ge with the Varshni equation (dashed line) reported in Fig.

4.12(a) clearly evidences the presence of an high-energy shoulder. Since the

direct gap energy of a SiGe alloy is an increasing function of its Si content, as

we discussed in section 1.3 (see Fig. 1.12), we can attribute this feature to the

fact that we are also probing the direct recombination across the VS layers. In

particular, our numerical results indicate that, at the pump-energy used, the

95% step of the RG-VS also contributes to the PL signal, while the other SiGe

layers, richer in Si, remain almost transparent to the excitation (note that, as a

consequence, reabsorption effects involving photons emitted from the inner

Ge and Si0.05Ge0.95 layers can be also neglected in our samples).



5

G ROW T H A N D C H A R AC T E R I Z AT I O N O F G E / S I G E

Q UA N T U M W E L L S

Once a good-quality virtual substrate has been grown and its structural and

optical properties have been investigated in details, it is possible to deposit the

heterostructures, consisting in alternating a sequence of Ge and SiGe layers

for a certain amount of time. The growth starts with a Si0.19Ge0.81 layer as

connection with the virtual substrate and continues with the periodic QW

heterostructure finally covered with a 30 nm-thick SiGe layer for protection.

At the end of every layer a ∼ 20 seconds vacuum-purge has been inserted in

order to expel every gas residue from the previous step. As amatter of fact, the

residential gas time in the chamber is∼ 1 s and the purging ensures to perform

every step of the deposition in a clean and uncontaminated environment.

The optimal deposition-condition has been thoroughly investigated in Refs.

[146, 147], and has been determined to be p � 1.20 mTorr and T � 500°C.

The growth rate, necessary to convert the targeted layer-thickness in time of

deposition, has been evaluated with the help of a calibration sample featuring

a stack of QWs and barriers with different thicknesses.

The TEM-EDX image of the calibration sample is reported in Fig. 5.1(a). In

the false-color image the content of silicon and germanium is depicted in red

and blue tones, respectively. With the sensitivity of the technique we are able

to clearly distinguish the ∼5% composition-variation of the Si1−xGex layer

indicated by the white arrow in Fig. 5.1(a). The thickness of the several layers

has been measured by means of TEM-EDX and Time-of-Flight Secondary

Ion Mass Spectrometry (ToF-SIMS) and the results obtained are in good

agreement [see Fig. 5.1(b)].

The rate of growth have been evaluated interpolating the thicknesses of the

calibration sample, measured by TEM and SIMS, as a function of the deposi-

113
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Figure 5.1 – (a) False color TEM-EDX image of the calibration sample. The content of
silicon and germanium is depicted in a red and blue tone, respectively.
(b) Ge-content depth-profile as measured by TEM-EDX and ToF-SIMS.

tion time [Fig. 5.2(a) and 5.2(b)], obtaining ∼ 6.5 nm/min for the QWs and ∼
4.5 nm/min for the barriers. Since the rate of growth is strongly dependent

on the temperature T, and pressure p during the deposition, we performed

all the growths under the same conditions of p � 1.20 mTorr and T � 500°C.
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Figure 5.2 – (a) Ge wells, and (b) Si0.15Ge0.85 barriers thickness as a function of the
deposition time. All the samples have been grown at 500°C and 1.20
mTorr.

To unambiguously disentangle the effect of strain, doping, and quantum

tunneling between the barriers, we firstly discuss the optical properties of

symmetric quantum wells. The study of the structural and optical properties

of this simple structure allows to calibrate the theoretical modeling introduced

in Chapter 2. The investigation of the optical properties of the VS discussed

in Chapter 4 will be of paramount importance for make a one-to-one iden-

tification of all the spectral features. We will find that the main limitations
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that hinder the employment of Ge/SiGe QWs as an active material in a

Si-based light emitter are the emission wavelength in the E-band and a strong

quenching of the PL signal at increasing temperature.

As profoundly analyzed in 1.2.3, the redshift of the emitted light can be

achieved by means of tensile strain. To induce tensile strain in the Ge lattice

an external SiN stressor has been deposited on one of the investigated sample.

The mechanism of strain-transfer will be discussed in details with the help of

finite element method (FEM) simulations and µ-Raman spectroscopy. As a

result of the tensile strain induced in the QWs, a redshift of the light emission

will be demonstrated.

To enhance the optical properties of bulk Ge doping is commonly employed.

Thus, we will investigate how heavy n-type doping affects the PL of Ge

symmetric QWs. We will find that heavy doping can be detrimental to the

optical properties of the QWs if a threshold dopant concentration is exceeded.

Finally, the possibility of relaxing the selection rules for inter-band transition

in QWs, introduced in Chapter 2, will be demonstrated studying the optical

properties of asymmetric quantum wells.

5.1 symmetric quantum wells

In this section we report the structural and optical properties of the symmetric

multi-quantum wells. A detailed investigation of this simple structure,

consisting in the periodic repetition of symmetric elements of single QWs

separated by thick barriers to prevent any coupling between them, is of

paramount importance. As amatter of fact, these samples will be a benchmark

for evaluating the modification of the optical properties induced by external

stress, doping and coupling between adjacent quantum wells.

The nominal parameters of the samples here investigated are reported in

Table 5.1.

5.1.1 Structural Properties of Symmetric QWs

The structural characterization have been performed in order to retrieve the

properties of the samples needed for the calculation of their electronic states, as

reported in Chapter 2, and to assess therefore the quality of the model system.
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Sample Periods dw [nm] db [nm]

S10-2 2 10 17

S10-5 5 10 17

S10-10 10 10 17

S17-2 2 17 15

S17-5 5 17 15

S25-2 2 25 15

S25-5 5 25 15

Table 5.1 – Nominal parameters of the samples here investigated. Samples are
labeled as S thickness of QW-number of periods.

The geometrical parameters of the quantum wells, i.e. thickness of wells and

barriers, have been measured by means of scanning transmission electron

microscopy and energy-dispersive X-ray spectroscopy. As we discussed in

section 3.2.2, the composition of the several Si1−xGex layers and their strain

can be investigated by X-ray diffraction and Raman spectroscopy. XRD has

been also employed to retrieve the superlattice periodicity of the samples.

The good agreement between the values obtained with different techniques

allowed to unambiguously define the input parameters of the numerical

calculations. Last but not least, the structural characterization has confirmed

the good quality of the samples and a high-degree of reproducibility in the

deposition process.

TEM

For the Ge/SiGe QW stack, homogeneous periodicity and smooth barrier-well

interfaces are observed (see Fig. 5.3). From the STEM images, the thickness of

Ge wells and SiGe barriers has be determined and their values are reported

in Table 5.2. In Figure 5.3 is also reported the EDX composition profile of Si

and Ge superimposed on the corresponding STEM image for the QWs region

of sample S10-10. No segregation is observed within the sensitivity of the

technique. A quantitative analysis of the EDX composition profile indicates

the presence of SiGe intermixing at the interfaces resulting in a broadening of

the well/barrier profile over a length-scale of ∼ 0.8 nm, well-matching the

results obtained by Bashir et al. on nominally identical Ge/SiGe MQWs [148].
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Figure 5.3 – Left: STEM images of the QWs region of samples S10-5, S17-5, and S25-5.
Right: EDX composition profile superimposed to the corresponding
STEM image of the QWs region of sample S10-10.

It is interesting to underline that in the STEM images reported in Fig. 5.3

the number of quantum wells that can be observed is different from the

values reported in Table 5.1. As a matter of fact, for TEM analysis the sample

needs to be cut in ultra-thin lamellas using a focused ion beam (FIB) and,

unfortunately, during the lamella preparation the first layers of the samples

have been damaged.

Sample Periods tw+tb STEM (XRD) ε‖(Ge) ε‖(SiGe)

S10-2 2 (26.3) nm -0.5% 0.1 %

S10-10 10 10.5+17.2=27.7 (27.5) nm -0.6% 0.1 %

S10-5 5 10.9+17.1=28.0 (28.1) nm -0.6% 0.1 %

S17-5 5 17.1+14.7=31.8 (31.5) nm -0.5% 0.1 %

S25-5 5 25.9+14.6=40.5 (41.1) nm -0.6% 0.1 %

Table 5.2 – Material parameters of the samples here investigated as determined by
TEM and XRD.
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Figure 5.4 – (a) XRD rocking curve of samples S10-2 (dark blue), S10-5 (blue), and
S10-10 (light blue). The nominal thickness of the QWs is the same. In the
inset, a detail of SL peaks is reported. (b) XRD rocking curve of samples
S10-5 (blue), S17-5 (green), and S25-5 (red). In the inset, the different
periodicity of the SL-peaks is clearly observed.

To determine the strain and the actual composition of the SiGe layers, the

samples were characterized by XRD rocking curves and XRD reciprocal space

maps (RSM).

In Fig. 5.4(a) we report a (004) rocking curve of samples S10-2, S10-5, and

S10-10 around the (004) Ge and (004) Si Bragg peaks. The only difference

between the samples is the number of QWs, the thickness of wells (tw) and

barriers (tb) being nominally the same. As introduced in section 3.2.2, the

out-of-plane scattering vector Qz can be derived from the diffraction angle

with the help of Eq. 3.5

Qz � 4πsin(2Θ/2)/λ.

Three main peaks are observed at scattering vectors Qz ∼0.708, ∼0.714, and
∼0.736, which are related to diffraction peaks from the Ge, SiGe and Si layers,

respectively. Multiple orders of superlattice (SL) satellites are observed for all

the samples, indicating high crystal quality and sharp interfaces between Ge
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Figure 5.5 – Reciprocal space maps of asymmetric (42̄2̄) reflections of sample S10-10.

wells and SiGe barriers, as also demonstrated by TEM images. The spacing

between the superlattice fringes (Kiessig fringes) is inversely proportional to

the periodicity of the Ge wells [143], and the spatial periodicity of the grown

heterostructures obtained (27.5 nm for sample S10-10) is in good agreement

with the analysis of TEM images (27.7 nm for sample S10-10). For all the

samples the peak positions are the same, indicating a good repeatability in

the thickness of the QWs. As expected, increasing the number of periods the

intensity of the SL peaks increases. XRD rocking curve measurements have

been carried out on all the samples [Fig. 5.4 (b)], and the spatial periodicity

obtained is reported in Table 5.1.

The HR-XRD reciprocal space map around asymmetric (42̄2̄) reflections of

sample S10-10 is shown in Fig. 5.5. The spots corresponding to the Ge VS and

the Si0.19Ge0.81 buffer layer are slightly shifted from the relaxation line (i.e., the

line of fully relaxed growth of SiGe alloys, going from Si to Ge, represented by

the dashed diagonal line), indicating that the layers are over-relaxed, due to

the difference between the coefficient of thermal expansion in Ge and Si. The

SiGe buffer layer exhibits a chemical composition x � 0.81 and a tensile strain
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Figure 5.6 – Comparison between the Raman spectra of a reference bulk Ge (001)
substrate, a Ge/Si (001) epitaxial thin film, and sample S10-5.

of ε‖ � 0.22%. Since the Si0.19Ge0.81 layer is tensile strained, the MQWs are not

strain-compensated. Nevertheless, Figure 5.5 indicates that the peaks related

to the MQWs are vertically aligned to the peak of the Si0.19Ge0.81 buffer layer

(dashed vertical line) and thus exhibit the maximum of the epitaxial strain. It

follows that, although the strain is not symmetrized, the entire MQW stack is

coherent with the in-plane lattice parameter of the under-lying VS, thanks to

the small number of periods. Owing to the coherent growth it is possibile to

estimate the strain conditions of Ge wells and SiGe barriers. As a matter of

fact, the in-plane lattice parameter of the wells will be a‖(Ge)=a‖(Si0.14Ge0.86)

and the lattice distortion can be calculated considering that

a‖(Ge) � a0(Ge)(1+ ε‖). (5.1)

With the help of 5.1 and considering that the entire Ge/Si1−xGex stack is

coherent with the in-plane lattice parameter of the VS, we get that the Ge

wells are tetragonally distorted with ε‖= -0.6, while the Si0.15Ge0.85 barrier

lattice is slightly tensile strained, being ε‖= 0.1 (see Table 5.2).

Raman

Although measured by XRD, composition and strain of the active region of

the samples have been also investigated by means of Raman spectroscopy.

Indeed, in the following we shall investigate the local strain in structures

featuring size of a few micro-meters. Due to the complete penetration of the
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sample by the X-rays, a large volume is investigated and local variations of

strain can not be discriminated. Therefore, the µ-Raman set-up described in

section 3.2.4 has been employed.

The Raman spectrum of sample S10-5 is reported in Fig. 5.6 together with that

of a bulk Ge (001) reference and a Ge/Si (001) virtual substrate. For bulk and

epitaxial Ge, a peak is observed at 300 cm−1, which is related to the Ge-Ge LO

mode. The QWs spectrum clearly shows two features below and above 300

cm−1 associated to the Ge-Ge vibration mode excited in the SiGe barriers and

in the Ge wells, respectively.

As discussed in section 3.2.4, the knowledge of the vibrational frequencies

as obtained by Raman spectroscopy enables the simultaneous determination

of the composition x and the biaxial strain ε‖ . This can be done recalling Eq.

3.29

ωGe−Ge(x, ε‖) � 280.3+ 19.4 · x − 450 · ε‖ .
For Ge wells, x=1 and, using Eq. (3.29), the strain ε‖ is determined to be

-0.6±0.1% for sample S10-5, indicating that the Ge layers are compressively

strained, as estimated by XRD. Correspondingly, the in-plane lattice parameter

of the Ge layers is a‖(Ge) � a0(Ge)(1 + ε‖) � 5.624 Å, in perfect agreement

with the value measured for the Si0.19Ge0.81 buffer layer by means of XRD,

confirming the coherent growth of the MQWs stack and the appropriate

choice of the strain shift coefficient. For SiGe barriers, the in-plane lattice

constant can be expressed as

a‖(SiGe) � a0(SiGe)(1+ ε‖(SiGe)), (5.2)

where ε‖(SiGe) is the in-plane strain of the Si1−xGex layers, and a0(SiGe)

is the bulk lattice constant of Si1−xGex alloys given by Eq. 4.6. Because

of the pseudomorphic growth conditions of the Ge/Si1−xGex QW stack, as

confirmed by XRD, a‖(SiGe)=a‖(Ge). From Eq. (3.29) the frequency shift of

the Ge-Ge vibration mode in the barrier region is given by

∆ω(x, ε‖) � 19.4(x − 1) − 450 ·∆ε‖ , (5.3)

where∆ε‖=ε‖(SiGe)-ε‖(Ge). Given the frequency shift∆ω and using Eq. (5.2),

the Ge composition in the Si1−xGex barrier is determined to be x=0.85 with

an in-plane strain of ε‖(SiGe)=0.3±0.1% for sample S10-5.
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The good agreement between the values of strain measured by Raman and

XRDallows to validate thephonon strain shift coefficients introduced in section

3.2.4. We stress that this will be of paramount importance for evaluating the

strain of the heterostructures after the deposition of the external SiN stressor

since µ-Raman is the only technique exploitable for local strain measurements

on micro-structures.

5.1.2 Optical Properties of Symmetric QWs

Once that the origin of the PL features related to the virtual substrate has

been established, temperature-dependent PLmeasurements have been carried

out under the same conditions on sample S10-10. Since the photon energy

is larger than the direct gap of Ge, but smaller than the direct gap of the

Si0.15Ge0.85 barriers, the quasi-resonant excitation of carriers involves holes

and electronic states confined in the Ge QWs. Therefore, as we discussed in

section 2.4.7 the spectra are expected to bedominatedbydirect recombinations.
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Figure 5.7 – (a) PL spectra acquired on sample S10-10. Lattice temperatures range
from 80 K (violet) to 330 K (maroon) in ∼ 30 K steps. (b) Contour plot of
the PL spectra on sample S10-10 at different lattice temperatures. The
integrated intensity at each temperature has been normalized to unity.
The results of the fitting of experimental transitions in the Ge layer and
the Ge QWs with Varshni equation are also reported as continuous lines.
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PL spectra are shown in Fig. 5.7. At first glance, a clear difference between

sample S10-10 and the two benchmark samples is observed (see Fig. 5.8),

consisting in the intense feature at high energy ranging from ' 1 eV at 80 K to

' 0.9 eV at 330 K. Supported by our numerical model, we relate this feature

to a direct transition inside the Ge well between the first confined states in

the conduction and valence bands (Γ0-HH0). As for the direct recombination

in Ge, increasing the temperature, the Γ0-HH0 transition is redshifted. At

the same time, its intensity is quenched. On the low-energy side, a structure

related to the indirect transition L0-HH0 is also observed. Since this structure

consists of two features separated by ∼ 56 meV (arrows in Fig. 5.7), we

attribute them to transitions accompanied by emission and/or absorption

of a longitudinal acoustic phonon, being ELA= 28 meV [99]. To support this

attribution, we note that, increasing the temperature, the relative intensity

of the peak related to phonon absorption is enhanced. The experimental

and calculated energies of indirect and direct recombination energies are in

excellent agreement as shown in Table 5.3 for selected temperatures.

Temperature (K) Γ0-HH0 (eV) L0-HH0 (eV)

Exp. Theory Exp. (ph.em.) Exp. (ph.abs.) Theory

80 0.990 ± 0.002 0.995 0.733 ± 0.002 0.779 ± 0.002 0.753

140 0.977 ± 0.002 0.980 0.716 ± 0.002 0.765 ± 0.002 0.738

200 0.958 ± 0.002 0.959 0.708 ± 0.002 0.758 ± 0.002 0.719

300 0.913 ± 0.002 0.916 0.706 ± 0.002 0.682

Table 5.3 – Experimental and calculated Γ0-HH0 and L0-HH0 transition energies at
selected temperatures.

In between the direct and indirect transitions in the QWs, the direct transition

(Γc-HH) due to the under-lying VS is also observed. To better evidence the

behavior, as a function of temperature, of the ratio of the intensity of the PL

feature related to the direct transition in the Ge well to the direct transition

in the VS, we report in Fig. 5.7(b) a contour plot of the spectral intensity

where the integrated intensity of each spectrum has been normalized to

unity. From Fig. 5.7(b) it is clear that the intensity of the Γ0-HH0 peak is

quenched at increasing the temperature, while the intensity of the Γc-HH

peak is boosted, the ratio between the two features going from ' 4.39 at 80 K to

' 0.07 at RT. Despite the T-dependent non-radiative recombination dynamics

in the substrate and in the QW layers is largely undetermined, the observed
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Figure 5.8 – Comparison between the temperature-dependent PL spectra acquired
on samples Ge, VS, and S10-10.

behavior of the intensity ratio may suggest that the spatial distribution of the

excess carrier density becomes more concentrated in the substrate region at

increasing temperature.

To quantitatively characterize the direct band transition in the Ge wells of

sample S10-10, we have calculated the corresponding electronic states and

band structure relying on the theoretical framework introduced in section

2.1.2 [see Fig. 5.9(a)]. The experimental and theoretical energies for the

Γ0-HH0 transition as a function of the temperature are reported in Fig. 5.9(b)

as filled and empty circles, respectively. Experimental data have been fitted

following Varshni equation with the same values for α and β used in Eq.

(4.3), but setting a larger E(0) to account for the confinement energy. The

result of this fitting procedure is reported in Fig. 5.9 as a continuous line.

The experimental, calculated, and fitted energies are in good agreement,

confirming that this PL feature originates from direct transitions in the Ge

QWs involving the fundamental HH0 and Γ0 confined states.

To definitively confirm that the observed high-energy peak is related to the

Γ0-HH0 transition in the QW, we report in Fig. 5.10(a) the PL spectra acquired

at 80 K on samples S10-2, S10-5, and S10-10 which have equal nominal thick-
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Figure 5.9 – (a) Conduction- and valence-band edge profiles (continuous lines) and
square modulus of the wave functions (dotted lines) for the electron and
hole confined states of sample S10-10 at 80 K. (b) Experimental (filled
circles) and calculated (empty circles) energy of the Γ0-HH0 transition in
sample S10-10 as a function of the lattice temperature. The fitting of the
experimental data with Varshni equation is reported with a continuous
line.

ness but different number of periods. Spectra have been normalized so that

the intensity of the peak related to the direct transition in the VS is equal

to unity. As for the XRD rocking curve, the position of the QW peak is the

same for all the samples, indicating good repeatability and the absence of

thickness fluctuations, while the intensity of the PL signal is approximately

proportional to the number of QW periods, as can be seen in the inset of Fig.

5.10(a). This observation is compatible with a scenario where the MQWs are

uniformly excited and the ratio of the excess carrier density in a single QW to

that in the substrate does not vary significantly with the number of periods.

The reproducibility of the deposition process and the repeatability of the

optical properties of samples featuring the same QWs-thickness but different

number of periods ensure to obtain light emission even if the thickness of the

active region is limited by external constraints, as we will see in the following.

In the right panel of Fig. 5.10 we show the integrated intensity of the PL

spectra as a function of β= 1/kBT. The integrated intensity, collected from
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Figure 5.10 – (a) PL spectra acquired at 80 K on samples S10-2 (dark green), S10-5
(green), and S10-10 (light green). In the inset: Integrated PL intensity
of the QWs peaks as a function of the number of periods. (b) Integrated
PL intensity as a function of β= 1/kBT. Squares and circles represent
Ge and sample S10-10, respectively.

the Ge sample is displayed as squares, while circles represent the intensity of

the QWs feature in sample S10-10. For both samples, data in Fig. 5.10 have

been normalized to unity at 80 K.

The two curves show a non-monotonic trendwith a singleminimum at β equal

to 0.048 and 0.039 for the Ge and QW sample, respectively. This behavior can

be attributed to the interplay between the thermal boost of the PL intensity

induced by the increase of the electron population in the Γ valley and by

thermal emission of carriers from dislocations [149], which determines the

negative slope in the high-temperature regime [32, 139], and the quenching

of the PL dominating in the low-T regime, caused by non-radiative processes

whose rate increase with T [150, 151, 152]. In the case of the QW sample,

the thermal promotion of electrons from L0 to Γ0 is hindered by the larger

energy difference occurring between the direct and indirect gap, which in the

QW system is associated to the lighter confinement mass of Γ electrons with

respect to the L ones (see 2.1.1). Therefore in the high T regime, the increase

with T of the non-radiative recombination rate plays in this case a major

role in suppressing the PL signal. Moreover, also the T-driven migration of
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excess carriers toward the substrate region observed increasing T [see Fig.

5.7(b)] contributeS to the quenching of the Γ0 −HH0 signal. As a result, the

integrated PL signal for the QW sample shown in Fig. 5.10 as a function of

β spans a broader range and the minimum is shifted to a lower value with

respect to the Ge case.

0.7 0.8 0.9 1.0
0.0

0.2

0.4

0.6

0.8

1.0

0.7 0.8 0.9 1.0 0.7 0.8 0.9 1.0

0-H
H

0

0-H
H

0

c-H
H

 

 

N
or

m
al

iz
ed

 P
L 

In
te

ns
ity

 (a
rb

.u
ni

ts
)

S10-5 c-H
H

0-H
H

0

  

 

Energy (eV)

S17-5

0-L
H

0

c-H
H

  

 

S25-5

Increasing QWs thickness

Figure 5.11 – PL spectra acquired at 80 K on samples S10-5 (blue), S17-5 (green), and
S25-5 (red) The redshift of Γ0-HH0 with increasing thickness is clearly
observed.

To clarify the effect of quantum confinement, we also performed temperature-

dependent PL measurements on QWs with different thickness (spectra at 80 K

reported in Fig. 5.11), whose value has been measured by XRD and TEM (see

Table 5.1). Interestingly, in the larger-well sample (S25-5), a spectral feature

at ∼ 39 meV above the Γ0-HH0 one is also distinguishable. Since our model

predicts an excess energy of 40 meV for the Γ0-LH0 recombination, we can

safely attribute this additional peak to radiative recombinations across the

direct gap, involving the light-hole fundamental state.

The experimental and calculated Γ0-HH0 transition energies at 80 K and RT

are reported as a function of the QW thickness in Fig. 5.12 as filled and empty

symbols, respectively. Their values are larger than the one associated to the

direct recombination in the Ge sample (' 0.85 eV at 80 K and ' 0.80 eV at

RT), due to the concomitant effect of quantum confinement and compressive
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Figure 5.12 – Experimental (filled symbols) and calculated (empty symbols) energy
of the Γ0-HH0 transition, as a function of the QWs thickness, at 80 K
(circles) and 300 K (squares).

strain. Moreover, as expected, a redshift of the PL peak with the increase of

the well thickness is clearly observed.

As discussed in the introduction of this work, the effect of quantum confine-

ment is to blueshift the emission wavelength of Ge from the commercially

important C-band (0.79-0.81 eV) to the E-band (at RT).

Finally, we conclude discussing PL data collected at different pump-power

densities. In Fig. 5.13(a), we show PL spectra measured from the Ge sample at

80 K in the 5.6×104 and 5.6×105 W·cm−2 range. Note that the peak position is

not redshifted at high-power density, pointing to the absence of significative

pump-induced lattice heating. The LH-HH splitting is clearly observed in

each curve and, increasing the pump power density, the relative intensity of

the Γc-HH recombination increases with respect to the Γc-LH one, due to the

larger density of hole states.

PL spectra, as a function of the laser pumppower density, measured on sample

S25-5, with tw � 25.9 nm, are reported in Fig. 5.13(b). Again, increasing the

power density, the energies of the Γc-HH and Γc-LH recombinations in the Ge

layer are not affected, while the peak related to the Γ0-HH0 transition slightly
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Figure 5.13 – PL spectra measured from the Ge (a) and S25-5 (b) sample at 80 K with
different pump power density, ranging in the 5.6×104-5.6×105 W·cm−2

interval.

redshifts at excitation densities > 1.9 ×105 W·cm−2.
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Figure 5.14 – Left: Integrated PL intensity for the Ge sample (square), and for the Ge
(circle) and QW (triangle) features of the S25-5 sample, as a function of
the pump power density. Right: Ratio of the integrated PL intensity of
the QWs signal to the VS signal of sample S25-5, as a function of the
pump power density.

Figure 5.14(a) shows the integrated PL intensity at 80 K as a function of the

excitation power density. As a matter of fact, in section 2.4.4 we introduced

how we can evaluate which is the dominant non-radiative term studying
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the scaling of the photoluminescence intensity as a function of the excitation

power density. Data of the Ge sample and the component related to the

Ge layer in S25-5 follow a power-law dependence I ∝ Wm . The fit-power

exponents m found are close to the theoretical value of m= 2 (black line),

expected when the dominant non-radiative mechanism is related to SRH

recombination [139]. On the other hand, the integrated intensity of the QWs

feature shows a scaling exponent m= 2 for excitation densities up to 1.9 ×105

W·cm−2 but, increasing further the excitation, the intensity tends to level off

to a value of m ' 1.3 indicating the contribution of Auger recombination

mechanism. To underline the quenching of the QW feature increasing the

pump power density, we report in Fig. 5.14(b) the ratio of the integrated

intensity of the QW signal of sample S25-5 to that related to the VS.

5.2 strained quantum wells

In section 5.1.2 we demonstrated that the energy of the Γ0 −HH0 transition at

RT is in the 0.86-0.92 eV range for QWs thickness between 10 and 26 nm. It

follows that depositing QWswith a specific thickness we obtain light emission

between ∼ 1350 and ∼ 1445 nm. Therefore there is a significant demand to

shift the emission wavelength into the C-band (1530-1565 nm) for potential

application. As we discussed in 1.2.3, this can be achieved by means of tensile

strain.

(a)

Ge Substrate

Si0.19Ge0.81 VS

MQWs

(b)

Stressor

(c) w

h

Figure 5.15 – (a) Unstressed QWs. (b) Deposition of the external stressor. (c) Geom-
etry description of the microstructures under investigation for clear
definition of height (h) and width (w).

Tensile strain has been induced in the Ge quantum wells by means of an

external stressor made of a CMOS compatible insulating layer. Several

advantages led to the choice of using silicon nitride, among which, ease

of fabrication, surface optical access, and its compatibility with a CMOS

processing environment. In addition, the nitride layer can act as a passivation

layer and reduce surface recombination. The realization of tensile strained

Ge quantum wells can be divided in three steps (sketched in Fig. 5.15):
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(a) Growth of unstressed Ge quantum wells.

(b) Deposition of compressively strained SiN via PE-CVD.

(c) Definition of themicrostructures bymeans of electron-beam lithography.

The compressive stress accumulated in the stressor layer during its deposition

is relaxed through the fabrication of the structures by means of electron-beam

lithography. The micro-fabrication process allows for a lateral expansion of

the stressor that, as in a loaded spring, releases its strain energy and induces

a tensile strain field in the underlying Ge quantum wells (see Fig. 5.16) [52].

Clearly, the geometrical parameters of the microstructures will determine how

the elastic energy, and hence the strain, will be redistributed in the stacks.

Two types ofmicrostructures have been investigated featuring strain relaxation

into one or two dimensions. As a matter of fact, as can be observed in Fig.

5.16, the stress originating from the SiN layer is released at free surfaces along

the edges of the structures. It follows that in the microstripes (see Fig. 5.2.1)

tensile strain can be relaxed only along the strip width direction x, and the

strain field in not purely biaxial. In the pillars, instead, x and y directions are

equivalent and then the strain field is purely biaxial since the Ge layers are

free to expand in two dimensions.

Figure 5.16 – Displacement field of a micro-stripe. Taken from Ref. [52].

5.2.1 Strain Analysis of Strained QWs

The facilities of Scuola Superiore Sant’Anna were able to investigate and

define a SiH4-NH3-N2 mixture for the deposition of a SiN stressor on top

of Ge microstructures using plasma enhanced chemical vapor deposition

(PECVD), obtaining a compressive stress of σin � −1.8 GPa. This value

has represented the starting point for the geometry optimization of the

microstructures under investigation. The SiN stressor was deposited with
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PECVD technique exploring the parameters space of Si3N4 and NH3 mixture

in combination with proper evaluation of CVD pressure and deposition time.

One of the main issues of the strain optimization of SiN on silicon, germanium

and SiGe is represented by the adherence of the stressor. The innovative

approach has been given by the deposition of a thin layer of SiO2 (10-20 nm)

before the CVD deposition. This method is not only able to guarantee a higher

quality of the stressor layer and to reduce the presence of surface defects, but

is also not influencing the SiN3 refractive index and, as a consequence, its

response to light radiation, as we will see in the following. The micropillars

and microstripes were fabricated with standard UV-lithographic tecniques

applying a duty cycle of the same size of the structure width. A following

etching process in SiN layer and underlying Ge has been developed to reach

the simulation optimization of 350 nm thick Ge substrate.

fem simulations The strain relaxation of the microstructures was mod-

eled using COMSOL Multiphysics, a 3D finite element tool. The SiN layer,

defined as elastically isotropic, at the initial pressure of σin � −1.8 GPa has

been considered as initial condition. Germanium microstripes and micropil-

lars were fixed and their boundaries allowing the rest of the structures to

deform freely, in combination with an orthotropic model defined by means

of elastic stiffness of Ge (values reported in Table 1.4) and considering the

presence of thermal strain of εtherm � 2.5 · 10−3 as initial conditions. The first

investigation of the strain-optimized microstructures reached two relevant

conclusions in terms of the the design of the Ge microstructures. First of

all, the thickness of the SiN stressor needs to be higher than 200 nm in

order to allow the presence of a strain field distribution along the entire

microstructure, as shown in Fig. 5.17, where the maps of the biaxial strain in

Gemicropillars of the same geometry and different SiN thickness are reported.

However, the technological constraints for CVD depositions limited the stres-

sor thickness to a maximum height of 400 nm that was selected as design

parameter for mechanical simulations and further fabrication of the device.

Secondly, the compressive regions existing at the lateral edges of the mi-

crostructures [153], originated by the outward bending of the stripe sidewalls,

are the reason why biaxial strain in pillars and uniaxial strain in microstripes

are not a monotonic function of the microstructure width but present a
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Figure 5.17 – Map of the biaxial strain in Ge micropillar of the same geometry with a
SiN 200 nm thick and 400 nm thick. The thickness of the SiN stressor
needs to be higher than 200 nm in order to allow a distribution of the
strain fields along the entire structure.

maximum than can vary with the structure height, as shown in Figure 5.18.

(a) (b)

Figure 5.18 – (a) Behavior of the uniaxial strain as a function of the structure width.
(b) Contour-plot of the biaxial strain as a function of the geometric
parameters.

Knowing these features of the mechanical deformations, the height of the Ge

microstructures has been set to 350 nm and the width of the microstripes and

micropillars to 1.5 µm, 3 µm, 5 µm. The relative cross sections are shown in

Fig 5.19.

Following the geometry optimization, the microstructures have been fabri-

cated on sample S10-5. We have chosen to investigate this sample since its well

width is thin enough to do not observe the Γ0 − LH0 recombination within the

spectral range measurable with our experimental set-up. Therefore, we do

not expect to observe any PL feature related to direct Γ0 − LH0 recombination.
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(a) (b) (c)

(d) (e) (f)

Figure 5.19 – Equivalent strain profile for microstripes of cross section 1.5 µm, 3 µm,
5 µm, respectively (a), (b) and (c) and for pillars with cross section 1.5
µm, 3 µm, 5 µm (d), (e), (f).

In Figure 5.2.1 we present a Scanning Electron Microscopy (SEM) image of

the wafer surface showing microstructures of the two types here investigated.

(a) (b)

Figure 5.20 – SEM images of the fabricated microstructures; (a) 3 µm micropillars,
(b) 5 µmmicrostripes.

comparison between raman experiments and fem simulations: an

effective tool The strain values of the microstructures have been inves-

tigated by means of Raman. Moreover, high-resolution Raman measurements

allowed to validate the results obtained by FEM simulations. As a matter of

fact, Raman maps can be reconstructed from the strain components obtained
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by simulations if the p and q parameters introduced in section 3.2.4 are known.

The comparison between experimental and theoretical Raman is shown in

Fig. 5.21. The accuracy in the determination of the Raman shift was between

0.2 and 0.4 cm−1. Having selected an ω0 frequency of 302 cm−1, the values

obtained for the fit parameters are p � −1.78ω2
0, q � −2.82ω2

0, in good

agreement with Ref. [154].

Figure 5.21 – Comparison between experimental Raman map for pillar of side 1.5
µm, 3 µm, 5 µm, respectively (a), (b) and (c) and reconstruction of
Raman map starting from FEM simulations for the same structure of
the pillar [1.5 µm, 3 µm, 5 µm, respectively (d), (e), (f)].

The parameters obtained from the micropillars gave also the possibility

to compare the Raman strain map of a microstripe obtaining the perfect

agreement shown in Figure 5.22.

Room temperature uniaxial and biaxial strain measured by Raman at the

center of the different structures are reported in Fig. 5.23 together with the

results of FEM simulations.

As in 5.1.1, the in-plane biaxial strain εb was calculated using the relationship

ωGe−Ge − 300.3
−450 � εb .

Strain values between −0.4± 0.1% and −0.2± 0.1% were obtained. Uniaxial

strain εx instead was calculated using

ωGe−Ge − 300.3
−225 � εx .

The corresponding strain values are between −1.0± 0.2% and −0.8± 0.2%.
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Figure 5.22 – Comparison between experimental Raman and theoretical Raman for a
5 µm width microstripe.

5.2.2 Optical Properties of Strained QWs

As discussed in section 5.1.2, PL spectra of Ge QWs are strongly quenched at

increasing temperature, therefore we investigated the optical properties of

the microstructures at 80 K. PL spectra acquired on the different structures

are reported in Fig. 5.24 together with that of an unpatterned region. The

intensity of the VS direct recombination has been normalized to unity in all

the spectra. Firstly, we observe that in the case of 1.5 µm-wide structures the

signal related to transitions in the QWs consists in one intense peak that we

attribute to the direct Γ0 −HH0 recombination. The peaks are slightly shifted

to lower energy with respect to the transition energy in the unpatterned

region (vertical dashed line in Fig. 5.24) due to the effect of the tensile strain

induced by the stressor. Increasing the width of the structures the QWs peak

is divided in two features; one at higher energy than the unstressed QWs and

one at lower energy. We remind that the feature at higher energy can not be

related to the Γ0 − LH0 transition since its energy is not in the spectral range

measurable with our experimental set-up. We attribute this feature to the

direct recombination in the 95% step of the VS. As a matter of fact, our model

predicts a direct gap of 1.01 eV at 80 K. To realize the microstructures, the

region in between two adjacent stripes/pillars has been etched for 350 nm

(see Fig. 5.15), removing the QWs region. It follows that the light emitted in

the radiative Γc − Γv recombination in the VS is much less absorbed in the top

region of the sample since the volume of the absorbing material (the QWs)

is reduced with respect to the unstressed QWs. This explains why after the



5.2 strained quantum wells 137

1 2 3 4 5

-1.2

-1.1

-1.0

-0.9

-0.8

-0.7

-0.6

1 2 3 4 5

-0.5

-0.4

-0.3

-0.2

-0.1 (b)

 

 

U
ni

ax
ia

l S
tr

ai
n 

(%
)

Stripe width ( m)

(a)
 

 

B
ia

xi
al

 S
tr

ai
n 

(%
)

Pillar width ( m)

Figure 5.23 – (a) Uniaxial and (b) biaxial strain as a function of the width of the struc-
tures measured by Raman at 300 K on stripes and pillars, respectively.
Empty circles are the results of FEM simulations.

definition of the microstructure the spectral feature of the VS can be observed

even at low temperature.

To confirm that the doublet at high energy was not related to inhomogeneous

vertical strain distributions, we calculated the three strain components εxx ,

εy y , and εzz at 80 K as a function of the depth inside the sample (d � 0 is the

interface between the SiN stressor and the SiGe cap layer) for all the structures.

The results of FEM simulations for the 1.5 µm structures are reported in Fig.

5.25. We observe that in the case of pillars, where strain is biaxial, the in-plane

strain components εxx and εy y are equal, while in the case of stripes, where

strain is uniaxial, the strain component perpendicular to the length of the

stripe, εxx , is higher than the longitudinal one, εy y . The effect of strain is to

reduce the compressive strain of the Ge lattice, due to the sum of thermal

(tensile) and epitaxial (compressive) strains.

From Fig. 5.25 it is evident that for the application of external stressors to

MQWs systems the thickness of the active region should be limited to a few

hundreds of nm. As a matter of fact, in Fig. 5.25 we note that the induction of

uniaxial and biaxial tensile strain is maximum close to the interface between

the stressor and the QWs and decreases going down in the sample. It follows
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Figure 5.24 – PL spectra at 80 K acquired on the unpatterned region, pillars, and
stripes of width (from left to right) 1.5 µm, 3 µm, and 5 µm.

that the strain values of the five QWs are different and, therefore, the energy of

the emitted radiation is different. The modification of the Γ0 −HH0 transition

can be extimated with the help of Eq. 1.30 using the hydrostatic deformation

potentials, obtaining ∆E ∼ 2 meV for each couple of adjacent QWs. Thus, the

energy difference between the first (closest to the surface) and the last QW is

∼ 10 meV, less than the energy separation between the two components of the

doublet observed in 3 and 5 µm-wide structures.

For similar structures, Virgilio et al. [150] observed that PL spectra were

modulated by intensity oscillations attributed to Fabry-Perot (FP) fringes

related to the lateral modes of the microstrip cavities (i.e. the ones along

the strip width direction x). T-dependent PL spectra of the microstructures

investigated in Ref. [150] are reported in Fig. 5.26. A quantitative analysis of

their wavelength periodicity and the absence of fringes in the low-energy side

of the peaks reported in Fig. 5.24, allowed us to exclude that the observed

doublet were related to Fabry-Perot fringes.
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Figure 5.25 – FEM strain components εxx , εy y , and εzz as a function of the depth
inside the sample for 1.5 µm stripe and pillar. w denotes QW regions.

The considerations discussed above suggests that the high-energy shoulder is

actually related to radiative recombinations across the direct gap of the 95%

step of the RG-VS.

Once that the origin of the spectral features has been clarified, we investigate

the effect of strain on the energy of the Γ0 −HH0 transition. We report in

Fig. 5.27 the redshift of the transition-energy as a function of the width of

the structures. In the case of stripes [Fig. 5.27(a)], the redshift follows the

trend of measured and theoretical uniaxial strain, i.e., increasing the applied

strain the energy of the Γ0 −HH0 transition shifts to lower energy, as expected.

In the case of pillars [Fig. 5.27(b)], instead, the redshift follows the trend

of theoretical biaxial strain but not the measured one. In both the cases the

maximum redshift is reached for 3 µm-wide structures confirming that in

this kind of systems strain is not a monotonic function of the width.

The maximum shift of the Γ0 −HH0 recombination is obtained for pillars of

width 3 µm and corresponds to ∼ 33 meV. It follows that, fabricating the same

structure on a sample featuring thicker QWs, such as S25-5, may result in a

RT emission wavelength in the S-band.

The definition of the microstructures may also affect the non-radiative dy-

namics. As a matter of fact, the fabrication of pillars and stripes results in
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Figure 5.26 – PL spectra acquired from Ge microstrip samples featuring different
sizes, as indicated in the left top corner of each panel. Lattice tempera-
tures range from 100 K (violet curves) to 430 K (dark red) in 30 K-steps
[150].
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Figure 5.27 – Redshift of the Γ0 −HH0 recombination as a function of the width of the
structures measured by PL at 80 K on stripes and pillars, respectively.

the introduction of the lateral surfaces of the structures. Therefore defects

are introduced and SRH non-radiative recombinations may increase. On

the other hand, the deposition of the SiN layer results in the increase of

the absorptance of the system, as can be see in Fig. 5.28. It follows that

the power density absorbed by the sample is enhanced together with the

excess carrier density ∆n. Since the rate of Auger recombinations goes as
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∆n3, the non-radiative dynamicsmay be dominated byAuger recombinations.

To evaluate which is the dominant non-radiative term we now discuss the

scaling of the photoluminescence intensity as a function of the excitation

power density.
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Figure 5.28 – Absorptance as a function of the wavelength without (top) and with
(bottom) the SiN stressor[155].

Figure 5.29 shows the integrated PL intensity at 80 K as a function of the

excitation power density. Data of the VS feature of the unpatterned region,

1.5 µm pillars and 1.5 µm stripes are reported in Fig. 5.29(a) as black, red, and

blue squares, respectively. The integrated PL intensity of all the investigated

regions follows a power-law dependence I ∝Wm with m ' 2. It follows that

the dominant non-radiative mechanism is related to SRH recombination. We

recall that, before the deposition of the external stressor, we observed that

the integrated intensity of the QWs feature shows a scaling exponent m=

2 for excitation densities up to 1.9 ×105 W·cm−2 but, increasing further the

excitation, the intensity tends to level off to a value of m ' 1.3 indicating the

contribution of Auger recombination mechanism. This can be also observed

after the deposition of the SiN stressor in the unpatterned regions [see Fig.

5.29(b)]. On the other hand, the integrated PL intensity of the microstructures

follows a power-law dependence with m ' 0.7 constant in all the power
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range investigated, indicating that Auger recombination is the dominant

non-radiative mechanism even at low excitation densities.
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Figure 5.29 – Integrated PL intensity for (a) the VS and (b) QW features as a function
of the pump power density. Data related to the unpatterned region,
1.5 µm pillars and 1.5 µm stripes are reported as black, red, and blue
squares, respectively.

In summary, we have demonstrated a CMOS-compatible approach to tune the

emission wavelength of Ge MQWs. Unfortunately, while in 1.5 µm structures

the ratio of the QWs feature to the VS peak is ∼ 6 − 7, in wider pillars and

stripes the integrated intensity of the two features is comparable. Therefore,

it highly desirable to boost the intensity of the Γ0 −HH0 transition.

5.3 doping

It is well known that the electrical and optical properties of pure semicon-

ductors can be substantially altered by adding a small controlled amounts

of specially chosen impurities, or dopants. The effect of n-type doping is

to introduce energy levels close to the conduction band edge. In the case

of high dopant concentrations, the energy levels are not discrete but form a

continuous band merged with the conduction band. In this case the semicon-
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ductor is said to be degenerate. In degenerate Ge, the Fermi level is shifted

toward higher energies, thus reducing the Γ-L energy barrier and enhancing

the Γc carrier density with a consequent increase in the photon emission

rate. On the other hand, a high density of donors can lead to a quenching

of the radiative emission, due to the concomitant effect of a reduced quality

of the material, induced by the increased density of point defects, and the

enhancement of the non-radiative recombination rate through the Auger

mechanism. Recently, Barget et al.[82], investigating the influence of donors

on the light emission efficiency of heavily doped Ge/Si layers, found that,

owing to the competitive mechanism discussed above, the PL signal is not a

monotonically increasing function of the donor concentration, but shows a

maximum at a doping concentration of ∼ 3× 1019 cm−3. The integrated PL

intensity at room temperature, for their optimal doping concentration, was

enhanced by a factor 7 with respect to the undoped sample. Following their

results, we decided to investigate the optical properties of heavily doped Ge

QWs.

n-type doping of the structures has been performed via phosphine (PH3)

co-deposition in the quantum well region. To calibrate the concentration

of dopants, we deposited a calibration sample featuring several n-doped

Ge layers, increasing at each step the amount of phospine introduced in

the CVD-chamber. The phosphorus concentration-profile, as measured by

SIMS, is reported in Fig. 5.30. The desired dopant concentration has been

interpolated from data reported in the bottom panel of Fig. 5.30, where the

P-concentration measured by SIMS is reported as a function of the partial

pressure of phosphine.

Following the results of Barget et al., we firstly deposited two samples replica

of S10-10 (10 periods of 10 nm-wide Ge wells embedded between 17 nm-

thick Si0.15Ge0.85 barriers) where the quantum well region was co-doped

by phosphine resulting in a phosphorous concentration ∼ 3 × 1019 cm−3

as measured by SIMS. While in sample S10-10-D1 the whole 10 nm of the

quantum wells were doped, in sample S10-10-D2 a different approach has

been employed, doping a 2 nm-wide region in the center of the QWs. On the

contrary to what found in Ref. [82], the intensity of the PL signal related to

the QWs was not boosted but completely quenched. To elucidate the origin of

this detrimental behavior, we deposited three samples with different dopant
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Figure 5.30 – Top: Phosphorus concentration-profile, as measured by SIMS. Bottom:
Dopant concentration as a function of the partial pressure of phosphine.

concentration, S23-D1, S23-D2, and S23-D3, and we investigated their optical

properties by means of PL.

Sample Periods Doping [cm−3] dw [nm] db [nm] dw + db nominal (XRD) [nm]

S25-5 5 0 26 15 41 (41.1)

S23-D1 10 ∼ 4× 1017 6+10+7 18 41 (44.2)

S23-D2 10 ∼ 3× 1018 6+10+7 18 41 (51.4)

S23-D3 10 ∼ 4× 1017 3+5+6+5+4 18 41 (43.2)

S10-10 10 0 10 17 27 (27.5)

S10-10-D1 10 ∼ 3× 1019 10 17 27 (37.4)

S10-10-D2 10 ∼ 3× 1019 4+2+4 17 27 (35.4)

Table 5.4 – Parameters of the doped samples here investigated. The thickness of the
doped region is reported in bold.

5.3.1 Structural Properties of Doped QWs

We started the analysis of doped samples investigating their structural proper-

ties. We report in Figure 5.31 the rocking curve of samples S10-10, S10-10-D1

and S10-10-D2, featuring the same nominal thickness of the QWs but different

dopant concentration. While the position of the peaks related to the Ge, and



5.3 doping 145

0.70 0.71 0.72 0.73 0.74
100

101

102

103

104

105

106

In
te

ns
ity

 (a
rb

.u
ni

ts
)

Qz (Å
-1)

 S10-10 (intrinsic)
 S10-10-D1
 S10-10-D2

Ge (004) Si0.19Ge0.81

Si (004)

Figure 5.31 – XRD rocking curve of samples S10-10, S10-10-D1 and S10-10-D2. The
nominal thickness of the QWs is the same.

Si0.19Ge0.81 layers are not shifted, indicating once again the good reproducibil-

ity in the deposition process, the periodicity of the SL fringes is different. Since

the spacing between the fringes is related to the period of the superlattice, we

obtain that doping an intrinsic sample results in thicker QWs, e.g. co-doping

the 10 nm of the QW of sample S10-10 with ∼ 3 × 1019 cm−3 phosphorus

atoms (S10-10-D1) results in a difference in the superlattice periodicity of

∼ 10 nm. This result is completely unexpected since phosphorous-doping

is assumed to influence the growth rate of SiGe alloys but in the opposite

direction. As a matter of fact, it is expected a reduction of the deposition rate

due to surface adsorption of PH3, which results in a lower density of free

surface sites [156]. It is also assumed that both the SiH4 and GeH4 molecules

can not react effectively on the P or PHx adsorbed sites.

To further investigate this trend, we studied different samples with different

dopant concentrations and a different VS. In Figure 5.32(a) the RSM of sample

S23-D1 is shown, where a Ge concentration x � 0.83 and an in-plane strain

ε‖ � 0.19% were measured for the VS. Figure 5.32(b), instead, reports the

rocking curve of sample S3-D1 and S23-D2, which features the same nominal
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superlattice period of 41 nm. Again the position of the peaks related to

the Ge and Si0.17Ge0.83 VS are not shifted, while the superlattice fringes

display a different periodicity. We performed XRD rocking curves on all

the samples and the measured periodicity of the SL is reported in Table 5.4.

From the results we can see how the superlattice periodicity is affected by

doping, i.e., doped samples are thicker than intrinsic one. Moreover, the

difference between nominal and measured thickness increases with dopants

concentrations.
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Figure 5.32 – (a): Reciprocal space maps of asymmetric (42̄2̄) reflections of sample
S23-D1. (b) XRD rocking curve of samples S3-D1 and S23-D2. The
nominal thickness of the QWs is the same.

5.3.2 Optical Properties of Doped QWs

PL spectra acquired at 80 K on sample S10-10, S10-10-D1, and S10-10-D2,

are reported in Fig. 5.33. Spectra are normalized so that the intensity of the

Γc −HH feature of the VS is equal to unity. The strong feature of the Γ0 −HH0

recombination in the intrinsic sample S10-10 is completely quenched in the

other samples. Although the goal of doping was to enhance the electron

population in Γ and, thus, to boost the intensity of the direct recombination, it

results in the complete flattening of the QW signal and in the appearance of a

feature at ' 0.74 eV. Supported by our numerical calculations, that predict an

indirect Lc − LH bandgap of 716 meV for 0.17% strained Ge films, we related
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Figure 5.33 – PL spectra acquired at 80 on (a) thin and (b) thick doped Ge wells.

this feature to the indirect Lc −HH recombination in the Ge VS. Moreover, on

the low-energy side of the Lc −HH signal, we can see a shoulder related to

the Lc − LH recombination at ' 0.72 eV, validating once again the proposed

modelling.

The enhancement of the indirect band-to-band recombination in doped sam-

ples has been observed also in Refs. [82, 95] and it has been explained as

follows; while in intrinsic Ge films the electron momentum required in an

indirect recombination is provided only via electron-phonon interaction, in

doped samples it can be also provided by means of Coulomb scattering with

charged impurities or electron-electron scattering. Therefore, we conclude

that the band at lower energy in the doped samples is related to second

order Lc −HH and Lc − LH recombinations where the missing momentum is

provided by Lc − Γc Coulomb elastic scattering.

As already stated in Chapter 2, the Shockley-Read-Hall rate of recombination

is proportional to the concentraction of donors ndop , therefore reducing dop-

ing should results in longer τSRH . PL spectra, acquired at 80 K on 23 nm-thick

QWs, are reported in Fig. 5.33(b). While the nominal thickness of wells and

barriers is the same, doping is different. In the case of sample S23-D2, where
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the dopants concentration is higher, we do not observe the direct Γ0 −HH0

recombination while the signal related to the indirect transition is intense.

In samples S23-D1 and S23-D3, where doping is reduced to ∼ 4× 1017 cm−3,

the strong enhancement of the Γ0 −HH0 feature can be clearly observed. As

a matter of fact, the intensity of the quantum well signal is enhanced by a

factor ∼ 10 with respect to the feature related to the direct recombination in

the intrinsic sample S25-5 (although the intrinsic sample features 5 periods of

QWs instead of 10). Moreover, we can observe the redshift of the Γ0 −HH0

and Γ0 − LH0 recombinations in doped samples respect to the intrinsic sample

[dashed lines in Fig. 5.33(b)]. The shift of peak positions is related to the

concomitant effect of strain, associated to the different concentration of the

VS, and the increase in the QWs thickness discussed in the structural charac-

terization.

In summary, we found that the PL intensity is not a monotonically increasing

function of the donor density, in agreement with Ref. [82]. The maximum of

the PL signal was found for a dopant concentration of ∼ 4× 1017 cm−3, well

below the ∼ 3× 1019 cm−3 found by Barget et al.

5.4 asymmetric quantum wells

Four strain-compensated Ge/Si0.2Ge0.8 multi-asymmetric quantum wells

samples consisting of a wide and a narrow Ge well separated by a tunneling

barrier with thickness wL, wt , and bt , respectively, were grown. This stack,

embedded between thick Si0.2Ge0.8 barrier layers (bL) which avoid coupling

between the adjacent modules, has been periodically repeated 20 times. A 10

nm-wide region at the center of the wide well was co-doped by phosphine

resulting in an active phosphorous donor density of ∼ 1× 1017 cm−3.

Sample bL [nm] wL [nm] bt [nm] wt [nm] dSLnom [nm] dSLXRD [nm] Doping [cm−3]

S1 20 12 2.5 5 39.5 39.5 0

S2 20 0.6+10+1.4 2.5 5 39.5 41.6 ∼ 7× 1017

S3 20 2.5+6+3.5 2.5 5 39.5 40.6 ∼ 1× 1017

S4 20 1+10+1 3.5 5 40.5 43.0 ∼ 5× 1017

Table 5.5 – Parameters of the AQWs samples here investigated. The thickness of the
doped region is reported in bold.
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5.4.1 Structural Properties of Asymmetric QWs

Figure 5.34 – STEM image of sample S3

In Figure 5.34, we report the STEM of one of the investigated samples, where

we can observe abrupt interfaces and thickness reproducibility (within 2%) of

the growth in each of the AQW modules. The quality of the heterostructures

can be also appreciated in the RSM around the (42̄2̄) reflections acquired on

sample S1 [Fig. 5.35(a)]. From the RSM we observe that the entire structure is

lattice-matched to the SiGe VS, which exhibits a Ge content x � 86% and a

slightly residual strain of ε‖ � 0.19%, that is related to the difference in the CTE

between the Si substrate and the VS. The measured in-plane lattice parameter

a‖ � 5.6373 Åcorresponds to that of a cubic SiGe layer with an equivalent

composition xeq ∼ 0.92. The equivalent composition xeq was targeted to

fulfill the condition of strain-symmetrization, necessary to avoid the strain

relaxation that may occur, since the repetition of QWs has been increased

with respect to the cases discussed up to now. As in the case of symmetric

doped QWs, doping results in a reduced SL periodicity, as can be observed

in Fig. 5.35(b) where the XRD rocking curve of samples S1 and S2 are reported.

The interface roughness between the several layers of the heterostructures

has been measured by Atom Probe Tomography (APT) at the Department

of Engineering Physics, École Polytechnique de Montréal. APT is the only

technique offering extensive capabilities for both 3D imaging and chemical

compositionmeasurements at the atomic scale (around 0.1− 0.3 nm resolution

in depth and 0.3− 0.5 nm laterally). In this technique the sample is prepared

in the form of a very sharp tip by means of a dual-channel FIB [Fig. 5.36(a)].
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Figure 5.35 – (a): Reciprocal space maps of asymmetric (42̄2̄) reflections of sample S1.
(b) XRD rocking curve of samples S1 and S2. The nominal thickness of
the QWs is the same.

With the help of high DC voltage and laser or HV pulsing, one or more

atoms are evaporated from the surface and projected onto a position-sensitive

detector. The detector allows to simultaneously measure the time of flight of

the ions (so their mass over charge ratio) and the position of the ion impact

on the detector (allowing to reconstruct the original position of the atoms on

the tip). Combining the two informations and repeating the sequence, the

atoms are progressively removed from the tip, and a 3D image of the material

can be reconstructed at the atomic scale.

(a) (b) (c)

Figure 5.36 – (a) Electron micrograph of the APT tip. (b) 3D atom-by-atom recon-
struction of the tip. (c) 1D concentration profile of Si and Ge along the
long axis of the tip.
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Figure 5.37 – PL spectra acquired at 80 K on the asymmetric QWs samples.

The interface RMS roughness has been measured at the center of the tip

along a cylinder of 30 nm diameter, obtaining a value of 0.17±0.10 nm, with a

correlation length of 6.88±0.11 nm for sample S2.

5.4.2 Optical Properties of Asymmetric QWs

To investigate the optical properties of the AQWs, we recall (section 2.1.4) that

if the barrier bt is thin enough, the two quantumwells are in a coupled regime

and the wavefunctions of the excited states have a non-negligible amplitude in

both wells (see Fig. 2.3). Therefore, the matrix element of envelope functions,

defined by Eq. 2.29, between the fundamental state and the first excited level

is non-zero and the transition is thus allowed.

The PL spectra, acquired at 80 K, of the four samples investigated are reported

in Fig. 5.37. Spectra have been normalized so that the intensity of the Γc −HH

transition in the VS is equal to unity. The intense features between 0.9 and 1

eV have been attributed to direct recombinations in the QWs and the energy

of the Γ0 −HH0 transition in the intrinsic sample is displayed as dashed line.

We can clearly see the redshift of the Γ0 −HH0 transition increasing doping.

As discussed in section 5.3.2, doping also affects the PL intensity of the QWs
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feature. As a matter of fact, doping with a P-concentration of ∼ 1 × 1017

cm−3, the intensity of the Γ0 −HH0 transition is enhanced by a factor ∼ 1.75

with respect to the intrinsic sample. Increasing further the concentration of

dopants the PL intensity is quenched. In agreement with 5.3.2, the optimal

dopant concentration is found to be in the 1− 4× 1017 cm−3 range.

A clear difference can be observed from the comparison between the PL

spectra of symmetric QWs reported in Fig. 5.10 and the spectra acquired on

asymmetric QWs, consisting in a shoulder at ∼ 25 meV above the Γ0 −HH0

peak. To quantitatively characterize the inter-band transitions in the Ge wells

of sample S2, we have calculated the corresponding electronic states and band

structure relying on the theoretical framework introduced in section 2.1.2 [see

Fig. 5.38]. Supported by our numerical model, we relate the high-energy

shoulder to a direct transition inside the wide Ge well between the funda-

mental state in the conduction band and the first excited state in the valence

band, here denoted as Γ0-HH2. As discussed in section 2.1.4, in the case of

isolated QWs with infinite barriers, the transition between the fundamental

state in the conduction band and the first excited state in the valence band

features a matrix element between wavefunctions having opposite parity

and is therefore null. Due to the presence of the thin barrier, instead, the

wavefunction of the HH2 state has a non-negligible amplitude in both wells

and its overlap with the wavefunction of the Γ0 state is non-null. It follows

that the transition becomes allowed.

With the help of the numerical model, we attribute the broad bands at

∼ 0.7 − 0.8 eV and ∼ 1.0 − 1.1 eV to a convolution of different indirect and

direct recombinations, respectively. A good agreement is found for the

experimental and calculated energies of direct and indirect transitions in

sample S2, reported in Table 5.6 and Fig. 5.39 as filled (experimental) and

empty (calculated) circles. The constant redshift of ∼ 27 meV between the

experimental and calculated energies is related to the increase of the QWs

thickness due to doping, as already discussed.

We conclude this section noticing that also in sample S4, where the central

barrier is thicker (bt � 3.5 nm), the two wells are still in a coupled regime and

the Γ0 −HH2 transition is observed.
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sample S2 at 80 K. The square modulus of the wave functions for the
electron and hole confined states of the wide (narrow) Ge well are
reported as dotted (dashed) lines.

Transition Energy (eV)

Exp. Theory

L0-HH0 0.721 ± 0.002 0.750

L0-HH2 0.748 ± 0.002 0.777

L2-HH2 0.783 ± 0.002 0.812

Γ0-HH0 0.936 ± 0.002 0.965

Γ0-HH2 0.963 ± 0.002 0.992

Γ1-HH0 1.031 ± 0.002 1.060

Γ1-HH1 1.051 ± 0.002 1.080

Table 5.6 – Experimental and calculated transition energies in sample S2.

The relaxation of the selection rules for inter-band transitions in QWs here

demonstrated introduces a new parameter, in addition to the thickness of

the QWs (as discussed in 5.1.2) and the magnitude of induced strain (as

discussed in 5.2.2), to tune the emission wavelength by design. Moreover,

the possibility to obtain two radiative transitions, whose separation in energy

can be controlled, may enables the realization of light emitters of different

“colors” integrated on the same chip (wavelength division multiplexing).



154 growth and characterization of ge/sige quantum wells

0.7 0.8 0.9 1.0

0-H
H

2

1-H
H

1

1-H
H

0

L 2-H
H

2

L 0-H
H

2

 

 

N
or

m
al

iz
ed

 P
L 

In
te

ns
ity

 (a
rb

.u
ni

ts
)

Energy (eV)

L 0-H
H

0

0-H
H

0

Figure 5.39 – Experimental and calculated energies of direct and indirect transitions
in sample S2.



S U M M A RY A N D CO NC LU S I O N S

The overall goal of this thesis was to investigate how the photoluminescence

properties of Ge/SiGe heterostructures can be tuned leveraging on quantum

confinement, doping, and strain. Particular attention has been payed to

structures suitable to achieve radiative emission from transitions that fall in

the commercially important C-band (1530-1565 nm) of telecommunications.

The samples here investigated have been grown by means of ultra-high vac-

uum chemical vapor deposition on Si(100) substrates to satisfy the important

requirement of compatibility with the standard Si-based microelectronics

CMOS platform for the large scale production. The issues and the challenges

beyond the deposition of Ge-rich SiGe heterostructures on Si substrate have

been discussed in details. To minimize defects arising from the lattice mis-

match between Si and Ge we employed reverse graded SiGe virtual substrates,

where the mismatch is gradually distributed among the several layers they are

made of. The structural and optical properties of the virtual substrates have

been profoundly investigated to isolate the properties of the heterostructures

from those of the substrate.

On top of the thick SiGe virtual substrates we have deposited different Ge

wells confined between SiGe barriers with different thickness and/or number

of periods. Two different kinds of QW structures have been investigated. The

first one is a multi quantum well structure which consists in the periodic

repetition of symmetric elements of single QWs separated by thick barriers

to prevent any coupling between them. The structural characterization of

this structure have been performed in order to retrieve the properties of the

samples needed for the calculation of their electronic states. The good agree-

ment between the observed and simulated data, allowed us to unambiguously

interpret the emission spectra.

The main results obtained from the characterization of the samples can be

summarized as follows:

155
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• The integrated PL intensity is quenched increasing temperature.

• The Γ0 −HH0 transition energies are larger than the one associated to

the direct recombination in the Ge due to the concomitant effect of

quantum confinement and epitaxial strain (compressive). Moreover,

as expected, a redshift of the PL peak with the increase of the well

thickness is observed.

Since the effect of quantum confinement is to blueshift the emission wave-

length of Ge from the commercially important C-band (0.79-0.81 eV) to the

E-band (at RT) there is a significant demand to shift the emission wavelength

into the C-band for potential application. This can be achieved by means of

tensile strain.

Tensile strain has been induced in the Ge quantum wells by means of an

external SiN stressor. Microstructures of different size and shape have been

fabricated, allowing the Ge layers to freely expand into one, or two dimen-

sions, resulting in different strain distribution profiles along the structure.

The strain relaxation of the microstructures was modeled using COMSOL

Multiphysics, a 3D finite element tool, and probed by µ-Raman spectroscopy.

Strain values between −0.4 ± 0.1% and −0.2 ± 0.1% were obtained for the

pillars and between −1.0 ± 0.2% and −0.8 ± 0.2% for the stripes. The strain

in the QWs, before the deposition of the external stressor, was measured by

XRD and Raman and is given by the sum of thermal (tensile) and epitaxial

(compressive) strains. The values measured by Raman and XRD are in good

agreement and correspond to −0.6± 0.1%.

In both pillars and stripes the maximum redshift is reached for 3 µm-wide

structures confirming that in this kind of systems strain is not a monotonic

function of the width. The maximum shift of the Γ0 −HH0 recombination is

obtained for pillars of width 3 µm and corresponds to ∼ 33 meV. It follows

that, fabricating the same structure on a sample featuring thicker QWs, such

as S25-5, may result in a RT emission wavelength in the S-band.

To enhance the optical properties of bulk Ge doping is commonly employed.

With the aim of boosting the PL signal of direct recombinations in the QWs, we

deposited and investigated heavily n-doped Ge QWs. We found that the PL

signal is not a monotonically increasing function of the donor concentration,

but shows amaximum at a dopant concentration in the 1− 4× 1017 cm−3 range.
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Increasing further the amount of dopants the PL intensity of the Γ0 −HH0

transition is completely quenched due to the reduced crystal quality that

results in an increase of SRH non-radiative recombinations.

The last configuration that has been investigated is called asymmetric coupled

quantumwell system, in which every single element of the periodic repetition

consists in two QWs with different width separated only by a thin barrier of

few atomic layers. Due to the small thickness of the barrier in the middle,

the tunneling probability through the thin barrier could be very high and

the electron wavefunction of each well can extend into the adjacent one. The

result is a level mixing that generates global stationary levels with energies

different from the original ones associated to each single QW. The breaking of

the m , n selection rule has been demonstrated with the observation of the

Γ0 −HH2 recombination in the PL spectra.

In summary, we have analyzed, through microphotoluminescence mea-

surements and theoretical calculations, the optical properties of Ge MQWs

surrounded by Ge-rich SiGe barriers, grown on reverse-graded SiGe virtual

substrates by means of ultrahigh-vacuum chemical vapor deposition. In

view of the exploitation of Ge/SiGe MQWs as optical emitters, these results

are crucial to unambiguously understand the photoluminescence spectra of

samples with few periods of QWs grown on reverse graded virtual substrates.

The high quality of the samples has been confirmed by high-resolution trans-

mission electron microscopy, as well as x-ray diffraction and atomic force

microscopy. The structural analysis demonstrates that strain-symmetrization

is not a mandatory requirement for few multi-layer repetitions. The good

agreement between experimental data and theoretically predicted transition

energies, validates the proposed modeling and allows us to distinguish the

spectral features originating in the excited portion of the substrate from

those associated to the QWs. Moreover, the investigation of the symmetric

QWs allowed to define the main limitations that hinder the employment of

Ge/SiGe QWs as an active material in a Si-based light emitter. The deposition

of the external SiN stressor effectively results in a redshift of the emitted light

and a CMOS-compatible approach to tune the emission wavelength of Ge

MQWs has been demonstrated. A boost of the PL intensity was observed

in n-doped QWs for donor concentrations in the 1− 4× 1017 cm−3 range. A

further increase in the donor density worsens the optical emission. Finally,
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the relaxation of the selection rules for inter-band transitions in QWs has

been demonstrated in asymmetric coupled quantum wells, introducing a

new parameter to tune the emission wavelength by design. Moreover, the

possibility to obtain two radiative transitions, whose separation in energy

can be controlled, may enables the realization of light emitters of different

“colors” integrated on the same chip.

In conclusion, the present work of thesis presents a comprehensive study on

Ge/SiGe quantumwells that provides a useful step towards the understanding

of the optical properties of group-IV quantum wells for opto-electronic

applications and their exploitation in the realization of engineered structures

featuring properties suitable for the future implementation in a silicon-based

lasing structure for light emission in the C-band of telecommunications.
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