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Chapter 1

Introduction

One of the fundamental goals of the wind energy industry is the reduction of the cost

of the energy production, in order to make it competitive with respect to other sources,

such as fossil fuels. In the last few years, several companies have entered the global mar-

ket, introducing price competitive and high performances wind turbines, thus resulting

in a downward pressure on energy prices. These trends, combined with the overcapac-

ity of the wind turbine manufacturers, drive the price per installed MW power down

drastically (2). Even though the customers benefit from this aspect, the manufactur-

ers experienced increasing competition to retain their market share. As a result, the

need of increasingly performing Horizontal Axis Wind Turbine (HAWT) is one of the

crucial aspects that have led to a closer collaboration between academia and industry.

Nowadays, two trends can be identified in turbine design: turbines are getting larger in

terms of extracted power and rotor diameter, leading to a shift towards offshore wind

turbines. As the turbines become larger, the rotor area increases and the wake vorticity

gains strength.Furthermore, the tower shadow becomes larger due to the larger tower

and the wind shear increases, giving stronger vibratory loads (3; 4; 5; 6; 7). Another

important aspect related to the increasing dimension of the rotor disc is the weight of

the disc itself. This effect can be determined by observing some basic scaling laws: the

output power raises with the square of the scale factor, whereas the weight generally

increases with the third power.

Having wind turbines to operate over a life design of 20 years or more, the analysis

1



CHAPTER 1. INTRODUCTION 2

of the effects of the loads acting on the structure in different operating conditions is

mandatory. The mechanical loads can be divided into two categories: the static ones,

which are the result of the interaction between the turbine and mean wind velocity,

and the dynamic ones. The latter are induced by the spatial and temporal non-uniform

distribution of wind velocity within the area swept by the rotor. Dynamic loads are also

present in the form of transient loads (low frequency), caused by turbulence and gusts,

or cyclic loads that are related to the interaction between asymmetric loads or external

disturbances with the wind turbine structure. In addition to unsteady wind effects (wind

shear, gust, turbulence), the HAWT experiences several negative effects as a result of a

pitch change imposed by the controller to match the optimal operational point: blade

vibrations, material fatigue, peak forces and blade stall are the most important ones (8).

At the same time, the vibratory loads, affecting the mechanical parts, can be reduced

by controlling the pitch angle in order to extend their life time.

For wind turbines control, three actuation strategies are usually applicable: blade

pitch, generator torque, and machine yaw (9; 10; 11; 12) that can be used in different

operational conditions, depending on wind speed magnitude. Usually, the turbine starts

producing electricity at a wind velocity of 3-5 m/s, also called the cut-in wind speed,

shuts down at approximately 25 m/s, also called the cut-out wind speed and reaches

its nominal, or rated wind speed, at around 11-14 m/s. We can divide wind speed

range into two main parts: the region between the cut-in wind speed and nominal wind

speed is called region 1. Here, the blades are set at an optimal pitch angle, whereas the

region up to cut-out wind speed is called region 3. Advanced control techniques have

been extensively studied for energy capture in region 1 and load reduction for region 3

operations, in order to reduce the cost of energy. The generator torque is most often

used in region 1 to maintain turbine operation at a maximum power coefficient, Cp.

It can also be used to add damping to the drive-train torsion modes of the turbine in

region 3. In addition, the turbine power output can be limited by yawing the machine

out of the wind, thereby decreasing the projected rotor area and reducing power. Most

often, yaw control is only used to respond to changes in wind direction in the attempt

to reduce the yaw error (the angle between the mean wind direction and the direction

of orientation of the turbine) and thereby maximize power. The blade pitch controller,
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instead, is the most effective device to control aerodynamic loads. There are two types of

this controller: Collective Pitch Control (CPC) and Individual Pitch Control (IPC). The

main differences lie on the control commands: for the CPC the blades are pitched using

a common (collective) signal, whereas for the IPC each blade is independently pitched

from the others. A major drawback of CPC is the inability of dealing with asymmetric

loads (13). Several IPC schemes have been developed to deal with the asymmetric loads

of turbine (14; 15; 16; 17; 18; 19; 20), considering different measurement setups: strain

gauge sensors installed at the blade root, the measurement of the nacelle tilt and yawing

moments, of the drive-train shaft bending moments or of acceleration of the rotor blade

tips and local blade wind inflow measurements. Individual pitch control and field tests

to assess the viability of such strategy are studied, for instance, in (21; 13). In (22) a

multiple model robust control strategy is considered, and a fault tolerant pitch control is

proposed to reject faults in a turbine pitch actuator. Moreover, model predictive control

(MPC) techniques are active research topics in this field and recent studies have shown

promising results (23; 24; 25). Finally, repetitive control strategies for wind turbines

have been proposed in (25; 26; 27; 28)when the reference command to be tracked and/or

the disturbance to be rejected are periodic signals with a fixed period.
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1.1 Aim of the thesis

The thesis has two main objectives. The first main point is the design and simulation

of nonlinear differential model, for a three-bladed horizontal axis wind turbine suited

for control applications. The second point is related to the different control strategies

applied for reducing loads on both rotating and fixed-frame components. The controller

structures will consist in collective and individual pitch actuations, one based on a

Repetitive approach and the other one on parallel single-input single-output loops. The

goal of these designs is to increase the performance of a wind turbine, in terms of

quantity and quality of power harvested, and to avoid the excessive stress of structural

components. Different effects are taken into account:

• Wind shear

• Tower shadow

• Turbulence

• Wake inflow

1.2 Outline of the thesis

This thesis is divided into six chapters. A short overview of the chapters, excluding the

introduction, is reported down below:

• Chapter 2 introduces an overview of the different wind turbine operative condi-

tions. The aerodynamic effects a wind turbine experiences are introduced, also a

classification of structural loads on different elements is reported as well as their

interactions. On a wind turbine different effects can be found: the wind variation

with the altitude (wind shear), the presence of the pylon on the wind field (tower

shadow), aerodynamic variations such as turbulence, gusts and induced velocity

are important factors for a correct wind turbine modeling. Then, it is essential

to know which kind of loads act on fixed and moving wind turbine elements and

how they propagate through them.
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• Chapter 3 introduces a new non-linear differential-equation aero-elastic model

related to a up-to-wind Horizontal Axis Wind Turbine (HAWT). Different frames

of reference are introduced together with their application points. The center

of mass position and velocity vectors related to the wind turbine parts (nacelle,

blade) are obtained too. Furthermore, kinetic and potential energies are defined

as a function of the model degrees of freedom.

• In chapter 4, an outline of different control strategies applied to variable speed

wind turbines, is summarized. It is reported the objectives and the different

control loops used. The Repetitive and Individual approaches are here introduced:

the first consists in learning a behaviour (external disturbance or internal dynamic)

and rejecting it, the second one concerns the decomposition of a signal in harmonic

contributions through the passage between the rotating frame of reference and the

fixed one.

• Chapter 5 shows the results of the implementation of various controllers to the

proposed model. It is reported the wind turbine features chosen (rated param-

eters, structural properties, configuration). Therefore, the proposed controllers

are validated in different configurations (collective-individual pitch control) with

various effects (wind shear, tower shadow).

• Chapter 6 summarizes the conclusions drawn from the illustrated work and pro-

vides recommendations for future researches.



Chapter 2

Wind turbine operative conditions

During operations, the horizontal axis wind turbine receives an interaction with the wind

that does not only result in desired energy production, but also in stresses throughout

the material of the turbine (hub, low and high-speed shafts, electrical generator). In

order to survive the conditions a turbine is exposed to, engineers must carefully consider

the wind turbine loads during the design process. The variability of the wind sites and

the uncertainty in modelling and simulation of turbines, introduce the need of safety

margins on all aspects of designing a structurally sound turbine. These margins have

been defined in several certification guidelines, and it is an engineers task to make a

turbine as cost effective as possible, while adhering to the guidelines themselves. By

applying Collective and Individual Pitch Control, we are able to reduce loads and thus

create opportunities to design a more cost effective turbine. This requires knowledge

of different load types and sources, which are discussed in this chapter. A first division

between loads is made between external and internal ones. A few examples of external

loads are:

• Aerodynamic

• Gravitational

• Earthquake

And the main internal loads are:

• Structural

6
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• Dynamic, such as inertial or gyroscopic loads

The most important loads for the controller design and for the cost-optimization are

the aerodynamic and structural loads. Next section will explain the aerodynamic and

structural loads respectively.

2.1 Aerodynamic effects

Aerodynamic forces are at the basis of energy production and they are the cause of

most of the structural loads. There are many different types of aerodynamic loads,

which are most easily distinguished by their frequency behaviour. A summary of these

types, including a brief description, is given below:

• Steady loads

Rotational loads which do not vary in time and direction, for instance a uniform

axial-symmetric wind speed blowing on a operating wind turbine.

• Cyclic loads

Cyclic loads are loads that vary in a periodic manner or in a non axial-symmetric

direction, which in the case of a wind turbine is often a result of the rotation of the

rotor. There are several sources of cyclic loads, such as wind shear, yaw error and

tower shadow. In this report cyclic loads are indicated by the P notation, where P

is an abbreviation for per revolution. Following this convention, the rotor rotational

frequency is called 1P, and it can have harmonics on multiples of the frequency such as

2P, 3P etc...

• Stochastic loads

Stochastic loads are time varying loads that change in a seemingly random manner.

Turbulence is an example of such a load, which can be described in a statistical manner

as a force with a zero mean value.

• Transient loads
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During its lifetime, a wind turbine can experience transient loads. Such loads result

from an external event of temporary duration. Whilst being short lived, these loads can

induce significant peaks in structural loads which make them important for extreme

load analysis.

In this work different aerodynamic effects are implemented such as wind shear,

tower shadow and wake inflow. Next a description of these aerodynamic load sources is

reported in more detail.

2.1.1 Wind shear

Wind shear is the term used to describe the vertical profile of wind speed. Generally, it is

assumed that the wind speed is low at the Earth’s surface and increases with increasing

height. The amount of wind shear is an important factor for the amount of energy

available for extraction at a wind site and for the design of the wind turbine. The level

of wind shear influences the optimal hub height as well as the fatigue loading of the

turbine. Wind shear is dependent on the surface roughness of the Earth’s surface, the

terrain, and atmospheric stability. This paragraph will focus on the influence of surface

roughness on wind shear. There are two main approaches in wind energy to describe

wind shear, colloquially known as the log- law and power-law. The log-law describes

the wind shear through a logarithmic relation with the surface roughness length that

is dependent on the wind site, and values for this parameter have been established

empirically. Some examples of typical values of are provided in table (2.1).

Figure 2.1: Wind shear roughness lengths

The log-law can be used to calculate the mean wind speed at any height from

knowledge of the wind speed at a reference height (for instance the wind speed at the
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anemometer height). The log-law, as presented in (29) reads:

U(z) = U(zr)
ln( zz0 )

ln( zrz0 )
(2.1)

where U(z) is the average wind speed in the fore-aft direction at the height z, U(zr) is

the reference height zr and z0 is the surface roughness length. The other equation that

is the power-law is defined by:

U(z) = U(zr)(
z

zr
)α (2.2)

Where α is the power-law exponent, which can be estimated through empirical fit of

wind data. The value of α should also be adjusted to the height interval over which

the power-law is applied. This is a point of critique, concerning the usefulness of the

power-law compared to the log-law (30; 31). Both wind profile laws are used in the

industry and in certification guidelines.
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2.1.2 Turbulence

For wind turbine engineers, turbulence is a major factor in the design process and it is

a highly complex topic. This is recognized in the standards, which specify wind classes

based on the turbulence intensity. This section is confined to the explanation of some

basic characteristics of turbulence and how they apply to wind energy. A turbulent

wind can be described as the sum of a short-term mean wind, U , and a fluctuation

component with zero mean, ũ (32):

u = U + ũ (2.3)

Due to the chaotic nature of the process, turbulence is best described statistically. A

simple statistical qualifier of turbulence is the previously mentioned turbulence intensity:

I =
σ

U
(2.4)

Where σ is the standard deviation of wind speed variations about the mean wind

speed U . As with wind shear, turbulence is dependent on surface roughness, terrain

type and thermal effects. This in turn, results in a negative correlation between tur-

bulence intensity and height, due to reduced surface effects. The frequency spectrum

of turbulence can be described by several models, the von Karman and Kaimal are

used most frequently in the industry. In the work of Petersen et al., the von Karman

spectrum is defined as being accurate in describing turbulence in wind tunnels while

the Kaimal spectrum provides an accurate empirical description of the frequency distri-

bution of atmospheric turbulence (29). Therefore, in this research, the simulations are

based on the wind distributions generated according to the Kaimal spectrum.

2.1.3 Tower shadow

The wind speed is altered by the presence of the tower. For a upwind turbine, it

means that the wind directed in front of the pylon decelerates, whereas the wind in

a lateral region of the tower accelerates. Each blade experiences a minimum wind,

leading to a reduction of the aerodynamic torque and consequentially an alteration

of the power generated. The torque pulsations, due to the tower shadow, are most
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significant when a turbine has the blades downwind of the tower: for this reason the

majority of modern large scale wind turbines present upwind rotors. This work will deal

with the tower shadow wind oscillations for three-bladed horizontal axis upwind rotor.

Each of the three blades is affected by the tower shadow effect, causing a 3P incident

wind alteration. The rotor rotational frequency is called 1P, and it can have harmonics

on multiples of the frequency such as 2P, 3P etc... The wind field that only takes into

account the tower shadow is reported in equation (3.43), where Vh represents the hub

height wind speed and the term vtower is the disturbance in the incident wind speed

due to tower shadow contribute.

Several representations have been formulated to describe tower effect. Sorensen (33)

started from a potential flow representation for wind movement around the pylon.

Figure (2.2) shows an aerial view of the tower immersed in a uniform wind flow.

When the wind is incident to the tower, it tries to overcome the obstacle by bending

around the curvature. At the point marked "Source", the wind streamlines, moving to

the stagnation point, decrease their magnitude and radiate outwards and later converge

at the point called "Sink". Both this points are very close, separated by the tower

diameter and form a doublet (34). Hence, by following the potential theory, the wind

field can be described by superimposing a doublet on uniform flow, see equation (2.5).

ψ = ψuniform + ψdoublet

= Vhy

(
1− a2

x2 + y2

) (2.5)
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Figure 2.2: Wind flow around the tower obtained by superposing a doublet in uniform
wind.
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2.1.4 Extreme Operating gust

Besides surviving fatigue damage, a turbine must also be able to handle situations of

extreme loading. There are several ultimate load cases, which enable the designer to

evaluate a turbine’s response to extreme situations the turbine would likely encounter

during its lifetime. An example of an important extreme transient load is the extreme

operating gust (EOG). The EOG follows a shape which is colloquially known as the

"Mexican hat" gust. Starting from a constant non-turbulent wind, the wind speed

drops for a short period after which a steep increase raises the speed to a maximum.

After reaching the maximum the wind speed follows a path symmetrical to the rise of

the gust. The magnitude of a gust at hub height with a period N is calculated by the

follow equation:

VgustN = β
( σ1

1 + 0.1( DΛ1
)

)
(2.6)

Where σ1 represents the standard deviation of the longitudinal wind speed at the hub

height, D is the rotor diameter, Λ1 is the turbulence scale parameter and β is related

to the period N (29).
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2.1.5 Wake inflow

Wind turbines operate for most of their time in an unsteady flow environment (35; 36).

The air loads on each blade element vary in time because the turbine is usually yawed

with respect to the oncoming wind. Furthermore, this also happens because of shear in

the ambient wind, ambient turbulence, blade flapping and vibratory displacements, and

other factors such as "tower shadow". While unsteady effects are important on many

different types of rotating machinery, the issues associated with wind turbines are par-

ticularly acute because large amplitude flow perturbations and high effective reduced

frequencies may be involved. For example, because of the relatively low rotational veloc-

ity of wind turbines (about one-second per rotor revolution), changes in wind speed or

atmospheric fluctuations can result in significant changes in angle of attack at the blade

elements. Also, when the turbine is yawed with respect to the wind, there are large

fluctuations in the relative velocity at the leading-edge blade element compared to the

velocity induced by blade rotation alone. These large amplitude displacements in local

angle of attack and onset velocity contribute significantly to the unsteady flow environ-

ment on the blades. A particularly interesting aspect of the wind turbine aerodynamics

problem is a quantification of the unsteadiness associated with the flow field and the

turbine operating state. It is convenient to characterize the significance of unsteady

problems, in general, in terms of an effective reduced frequency k. This parameter can

be written as k = ωc/2V , where ω is some characteristic physical frequency of the

flow, c is a characteristic length such as blade chord, and V is an average flow velocity.

Because of the typically low rotational velocities of wind turbines, the perturbations at

the blade elements may have high effective values of reduced frequency, and especially

so on moving inward along the blade from its tip because V becomes smaller. Thus,

it is important to consider the unsteady aerodynamic in wind turbine operating con-

ditions: for example, under yawed conditions, the 1P fluctuations in the component of

flow velocity normal to the blade can occur at reduced frequencies greater than 0.1, and

considerably higher inboard on the blade. Also, the passage of the blade through the

tower shadow results in transient changes in angle of attack that may involve effective

values of k that exceed 0.2 (only for k < o(0.01) the flow can be assumed steady or

quasi-steady).
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2.2 Frames of reference

In this section, the frames of reference (FOR) used to obtain the structural part of

the wind turbine model are introduced. In particular, their application point will be

outlined and its rotational matrices will be introduced.

2.2.1 Inertial frame of reference

The inertial FOR consists in any system for which is valid the Newton law. Its origin

is externally placed with regard to the turbine. The y0, z0 axes are directed along the

pylon and out-of-plane respectively, forming a right-hand-side with the x0 axis.

Figure 2.3: Inertial frame of reference

2.2.2 Non-rotating hub system frame of reference

The non-rotating hub system FOR is fixed with the top of the tower and can translate

along the z1 direction. The origin is placed in the nacelle center of mass. For small
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rotation of the pylon, the directions of this frame remain parallel to the previous FOR

(2.2.1), it means that only the translation of the pylon it is considered. Furthermore,

this frame is not influenced by the disc rotation, so that, the y1 and z1 have the same

direction during the rotation.

Figure 2.4: Non-rotating hub system frame of reference

2.2.3 Rotating hub system frame of reference

Figure 2.5: Rotating hub system frame of reference
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The rotating hub system FOR has the origin in the airfoil root geometric center (the

elastic center and the center of mass lie in the same point). The x2 axis is parallel to the

the blade length and passes through each airfoil center. y2 is lied along the chord-wise

direction and with z2 axis form a right-hand-side. This reference system is moved along

the x2 direction of the offset f , that is the distance between the hub of the rotor disc

and the blade flap hinge.

2.2.4 Blade fixed frame of references

The blade fixed FOR follows the blade deformation during a rotation in out-of-plane

flap-wise direction and in pitching motion. The first motion is identified by β angle

in figure (2.6), where the rotation is considered positive with the axis y2 = y3. The

reference system origin is placed on the elastic airfoil center line (for hypothesis, it

coincides to the geometric center and to the center of airfoil mass). The axis x3 is

located along the deformed span-wise direction, and with z3, it forms a right-hand-side.

The second motion is obtained by the previous FOR through a pitch θ rotation along

the x3 = x4 axis , figure (2.7). In this way, the new y4 and z4 axes lie on the parallel

and orthogonal directions of the airfoil, forming a right-hand-side with x4 axis.

Figure 2.6: Blade flapping reference system
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Figure 2.7: Blade pitch reference system
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2.3 Blade and rotor loads

The group of loads which are of concern for this research are the hub loads. Hub loads

are caused by the interaction between the external loads and the structure. For the

group of structural loads, we choose a subdivision between loads in the rotating and

the non-rotating frame of reference.

2.3.1 Rotating frame of reference loads

In the rotating reference system the blade bending moments are the most important fac-

tor for the redesign of the blades, based on fatigue reduction and also for the design and

implementation of different control strategies as Collective and Individual Pitch Con-

trol (CPC,IPC). There are three different blade bending moments defined: the flap-wise,

edge-wise and torsional bending moments. The orientation of these bending moments

is shown in figure (2.8). For what concern the wind turbine, the main source for the

Figure 2.8: Blade bending moments

flap-wise bending moment is the aerodynamic load applied to the blades while the edge-

wise load (or lead-lag load) is related to the gravitational loading. Furthermore, the

torsional load (or pitching one) is caused by coupling with the other two bending mo-

ments, as well as the load generated by blade pitching movement. For control purposes,

the flap-wise blade bending moment is the most important structural load to examine.

By influencing this load, fatigue reductions for the blades and the fixed structure can

be realized. Since flap-wise loading is mainly caused by aerodynamic load, its frequency

spectrum is strongly coupled to the frequency spectrum of the aerodynamics. There-

fore, the dominant frequencies in the effective wind speed on a blade should also be
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Figure 2.9: Frequency spectrum of flap-wise blade root bending moment

present in the blade flap-wise bending moment. Figure (2.9) shows a power spectral

density plot of the flap-wise blade root bending moment of an operating wind turbine,

experiencing a turbulent wind with average speed of 15.0 m/s. The spectrum of figure

(2.9) shows that the load signal has a strong low frequent component between 0-0.1

Hz. This can be thought of as the slowly varying average wind causing lift and drag

on the blade, thus resulting in a bending moment. Then, at 0.2 Hz, a peak can be

found in the spectrum; this peak is situated around the first rotational frequency of the

blade which is f1p = 12.1 rpm. Harmonic multiples of this frequency 2P and 3P can be

found around 0.4 and 0.6 Hz respectively. The cyclic component of the load signal (1P)

is a consequence of the presence of the 1P fluctuation in the aerodynamic load. The

turbulence in the wind does not result in distinguishable peaks, due to the stochastic

nature of the phenomenon. Besides flap-wise loads, edge-wise loads are also investigated

in some of the redesign steps because, for the controller design, the edgewise loads are

of less importance than the flap-wise loads. As stated previously, edge-wise loads are

dominated by gravitational loads, which are cyclic with the rotational frequency (or in

other words, 1P). For completeness, a final note on the rotor FOR is reported. It is

important to distinguish the blade FOR and the rotor FOR. In fact different naming

conventions for the bending moments are used: whilst talking about the rotor FOR,
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one uses out-of-plane and in-plane bending moments; and while talking about the blade

FOR, one specifies flap-wise and edge-wise bending moments.

2.3.2 Non-rotating frame of reference loads

Components such as the drive-train, nacelle and tower experience loads in a fixed FOR.

For the fixed frame components the principal moments are described here below.

- Low-speed shaft tip tilt and yawing moment: moving from the rotor towards the

drive-train, the first important component to consider is the main rotor bearing. The

bending of the low-speed shaft at the location of the rotor bearing will be determining in

the fatigue accumulation of the rotor bearing. Since bearings are not easily redesigned,

it is important to see how the fatigue damage in this component changes in every turbine

design case.

-Yaw bearing/Tower top tilt and yawing moment: continuing down the nacelle, the

next component of interest is the connection between the nacelle and the tower; the

yaw bearing. The loading at this point is also sometimes referred to as the tower-top.

Figure 2.10: Frequency spectrum of the bending moment of the low-speed shaft at main
bearing position

To provide insight into the load spectra of the non-rotating loads, the frequency

spectrum of the low-speed shaft tip bending moment is plotted in figure (2.10). One

can observe that the yawing bending moment in the low-speed shaft tip is dominated
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by slow varying, near steady state loads and another peak around the 3P frequency.

This is in contrast to the spectrum of the blade root flap-wise bending moment, figure

(2.9), which has also peaks at 1P and 2P. The next paragraph will show how the loads

in the rotating FOR are transferred to the fixed FOR, which will explain the difference

in the location of the dominant load peaks. Furthermore, figure (2.11) depicts the fixed

components of a wind turbine.

Figure 2.11: Shaft Component

2.3.3 Load transfer between the rotating and the fixed frame of

reference

There is a clear difference between the frequency spectra of loads in the rotating FOR

respect to fixed FOR. The reason for this is that the rotating components experience

loads which are the resultant of the loads on a single blade, while components in the

fixed FOR experience loads which are the resultant of the loads on all three blades

combined. Due to the asymmetry of the loads on the blade, as well as the phase shift

between them, the composition of the FOR loads is not a simple summation of the blade

loads. Instead, the blade loads are decomposed into a new, fixed frame of reference, by

means of a transformation.

Generally, any rotating degree of freedom can be transformed into a fixed frame of

reference. This is done through a Coleman transformation, which can also be referred

to as Fourier Coordinate Transform (helicopter community) or d-q axes transform (elec-
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tronics field). In case of a three blade rotor, the following set of equations is used to

transform the rotating degree of freedom into the same but fixed frame (37).

ε0 =
1

3

3∑
i=1

εi

εNd =
2

3

3∑
i=1

εi cos(Nψi)

εNq =
2

3

3∑
i=1

εi sin(Nψi)

(2.7)

Where i superscript indicates which blade is examined and εi represents a certain degree

of freedom in the rotating FOR and ψ refers to the angular position in a revolution.

In a general formulation, exist N Coleman transformations. The first (1P) Coleman

transformation represents the projection from rotating to non-rotating FOR, the higher

transformations (2P,3P,etc...) are not related to physical FOR, but are only used for

control purpose, and will be discussed in following chapters.

If the 1P Coleman transformation of the out-of-plane blade bending moment for a

generic blade is considered Mb,i, it results (eq. 2.7):
Mavg

Mtilt

Myaw

 =


1
3

1
3

1
3

2
3 cos(ψ) 2

3 cos(ψ + 2ψ
3 ) 2

3 cos(ψ + 4ψ
3 )

2
3 sin(ψ) 2

3 sin(ψ + 2ψ
3 ) 2

3 sin(ψ + 4ψ
3 )



Mb,1

Mb,2

Mb,3

 (2.8)

where the first moment Mavg represents the average bending moment of the blades,

Mtilt and Myaw are the tilting and yawing moments on the fixed rotor plane, which

are depicted in figure (2.12). For what concern the transfer of loads, in the following

sections, the different harmonics of the blade root moment are examined to see how they

will be reflected in the fixed structure of the turbine. For instance, the 1P signal in the

blade root moment transposes into a 0P component when 1P Coleman transformation

is applied. This implies that blade moments fluctuating with a constant amplitude at

1P frequency will result in 0P moments around the tilt and yawing axes for the fixed

structure. Appendix A contains several transfers written out analytically.
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Figure 2.12: Rotating blade moment axes ( ) and fixed yaw and tilt axis ( )
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2.3.4 Coleman Transformation

In this section, the behaviour of different harmonics of a generic signal is reported by

using the Coleman transformation. The Coleman approach is a transformation from

one reference system (rotating) to another (fixed) by using the component of rotating

angle ψ. Now, it will be shown how the different harmonics combine with each other

and which of them remains in the transformation.

In a generic periodic rotational motion, the disc acts like a filter: it means that the

hub only receives the steady loads and the harmonics that are multiple of the blades

number.

The loads are in-plane and out-of-plane components: the former is the result of the

previous and the following harmonics, the latter has a direct transmission. Therefore,

we suppose that the rotating loads are harmonic signals and identically phase-shifted,

so that it is possible to rewrite them by using the Fourier transformation (where b is

the blade number, j is the blade considered and n is the number of the harmonic):

Figure 2.13: Hub loads

Syj = Sy0 +

∞∑
n=1

[
Synccosn

(
Ωt+

2πj

b

)
+ Synssinn

(
Ωt+

2πj

b

)]

Szj = Sz0 +

∞∑
n=1

[
Sznccosn

(
Ωt+

2πj

b

)
+ Sznssinn

(
Ωt+

2πj

b

)] (2.9)
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The orthogonal resulting component is

Hz = bSz0 +

∞∑
j=1

{ ∞∑
n=1

[
Sznccosn

(
Ωt+

2πj

b

)
+ Sznssinn

(
Ωt+

2πj

b

)]}
(2.10)

By using trigonometric rules results:

Hz = b

{
Sz0 +

∞∑
n=1

δnj

[
Sznc cosnΩt+ Szns sinnΩt

]}
(2.11)

with δnj is the Kronecker delta:

δnj ≡
{

1; n = j

0; n 6= j
(2.12)

furthermore, the fixed loads components result inHx

Hy

 =
b∑

j=1

{
Sy0+

∞∑
n=1

[
Synccosn

(
Ωt+

2πj

b

)
+Synssinn

(
Ωt+

2πj

b

)]}− sin(Ωt+ 2πj
b )

cos(Ωt+ 2πj
b )


(2.13)

and by using appropriate simplifications:Hx

Hy

 =
b

2

{−Sy1s
Sy1c

+

∞∑
n=1

δnj

[Sy(n−1)s
− Sy(n+1)s

Sy(n−1)c
− Sy(n+1)c

 cosnΩt+

+

−Sy(n−1)c
+ Sy(n+1)c

Sy(n−1)s
+ Sy(n+1)s

 sinnΩt

]}. (2.14)

All is valid for the in-plane and out-of-plane forces. For what concerns the orthogonal

moment components, it results in

−Q = bMbI0
+

∞∑
j=1

{ ∞∑
n=1

[
MInccosn

(
Ωt+

2πj

b

)
+MInssinn

(
Ωt+

2πj

b

)]}
(2.15)

The in-plane moment components are

Mhx

Mhy

 =
b

2

{ MbF1s

−MbF1c

+
∞∑
n=1

δn(kb)

[−MbF(n−1)s
+MbF(n+1)s

−MbF(n−1)c
−MbF(n+1)c

 cosnΩt+

+

+MbF(n−1)c
−MbF(n+1)c

−MbF(n−1)s
−MbF(n+1)s

 sinnΩt

]}
(2.16)
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where b and h are referred to the blade and hub respectively and ( )F e ( )I are related

to in-plane and out-of-plane components. Thus, we have :

1. The disc acts like a filter, it means that only remains the harmonics that are

multiple of the blades number (b).

2. The orthogonal loads have the same harmonics to the hub (k× b), whereas the in-

plane harmonic loads are strictly dependent to the previous (−1) and the following

(+1) harmonics.

An example of the aforementioned transformation is reported. A generic periodic func-

tion (e.g. sin(ωt + φ)) is defined, where ω is the pulsation related to the frequency

f = ω/2π and φ is the phase.

Figure 2.14: Different signals: sin(ωt)( ), sin(ωt+ 2π
3 ) ( ), sin(ωt+ 4π

3 ) ( )

Figure (2.14) shows three phase-shifted signals having just the first harmonic com-

ponent (ω = 1 rad/sec and f = 0.159 Hz). Also, figure (2.15) depicts the sum of the

first two harmonics. Figure (2.16) depicts the transition of the 1P harmonic component

of a signal by using 1P Coleman transformation. It is shown the fast Fourier transform

of a signal in the rotating FOR (dashed line) that only has the 1P contribute (f = 0.159
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Figure 2.15: Different signals: sin(ωt) + sin 2(ωt)( ), sin(ωt+ 2π
3 ) + sin 2(ωt+ 2π

3 ) ( ),
sin(ωt+ 4π

3 ) + sin 2(ωt+ 4π
3 ) ( )

Hz). Therefore, the 1P transformation is made, only the 0P value is reached in the fixed

FOR (continue line), as shown in equation (A.11).

In figure (2.17) is reported the transformation of a 2P (f = 0.3 Hz) harmonic with

1P Coleman, as it is reported in equation (A.7). It only survives the 3P contribute in

the fixed FOR (about f = 0.5 Hz). The harmonics that are multiple of blades number

do not result in the fixed FOR, figure (2.18), even if there are two negligible contributes

in the 2P and 4P. Also, the 4P contribute will result in the 3P one, figure (2.19). In

the same way, the higher harmonic behaviors up to the seventh are reported in figures

(2.20-2.22).

The total behaviour of all harmonics is reported in figure (2.23): in the fixed FOR

only the harmonics that are multiple of the blades number are visible depicted by the

continuous line (f = 0 Hz , about f = 0.5 Hz , aboutf = 0.1 Hz)
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Figure 2.16: Transformation of the 1P harmonic by using 1P Coleman.

Figure 2.17: Transformation of the 2P harmonic by using 1P Coleman.
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Figure 2.18: Transformation of the 3P harmonic by using 1P Coleman.

Figure 2.19: Transformation of the 4P harmonic by using 1P Coleman.
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Figure 2.20: Transformation of the 5P harmonic by using 1P Coleman.

Figure 2.21: Transformation of the 6P harmonic by using 1P Coleman.
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Figure 2.22: Transformation of the 7P harmonic by using 1P Coleman.

Figure 2.23: Total Transformation by using 1P Coleman.



Chapter 3

Aeroelastic model

Mathematical model of a tower-rotor-blade wind turbine

system

This section presents a non-linear differential-equations for horizontal axis wind turbine

suited for control applications. It is based on 8-dofs, lumped parameters structural

dynamics coupled with a quasi-steady aerodynamic theory. In particular, using Euler-

Lagrange Equation, this model is derived and then validated. Developing the model,

the attention has been focused in finding the correct balance between analytical com-

plexity and computational efficiency. The proposed model includes translation of the

pylon, rotor disc rotation, flapping out-of-plane deformation and Pitch motion specifi-

cally. Also, inflow velocity and three degrees of freedom (one for each blade) for Pitch

and flap motions are taken into account.

Both translations and rotations are to be considered "rigid": this does not mean that

in the model the elasticity is not taken into account, rather, it will be considered trough

appropriate elastic parameters. For what concerns the aerodynamic model, the Green-

berg theory, an extension of the theory proposed by Theodorsen to the case of thin

airfoils undergoing pulsating flows, is used. Specifically, in this work, that theory is

restricted under the hypothesis of low perturbation reduced frequency k, which causes

the lift deficiency function C(k) to be real and equal to 1. Furthermore, the expressions

of the aerodynamic loads are obtained, using the quasi-steady strip theory (Hodges and

33
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Ormiston), as a function of the chord-wise and normal components of relative velocity

between flow and airfoil Ut, Up, their derivatives, and section angular velocity ε̇. A

schematic representation of the wind turbine’s degrees of freedom is depicted in Fig.

3.1

Figure 3.1: Wind turbine’s degrees of freedom.

3.1 Structural dynamic model

Developing the aero-elastic model of an horizontal-axis wind turbine, the authors moved

from Euler-Lagrange differential equation

d

dt

(
∂T
∂q̇i

)
− ∂(T − U)

∂qi
= Fi ∀i = 1, · · · , n. (3.1)

where T = T (q̇,q) and U = U(q) are the kinetic and potential energy, respectively,

Fi = Fi(q̈, q̇,q) are the generalized forces and q is the vector collecting the generalized

coordinates qi, which include rigid dofs. In this work, eight degrees of freedom, providing

a semi-rigid (lumped parameters) model for the aero-elasticity of rotor-pylon system of

a three-bladed HAWT, are considered. In particular, the elastic degrees of freedom are

represented with a ’rigid’ motions, coupled with stiffness springs concentrated in the

bond that simulates the elasticity of the components. The generalized coordinates are:
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• q1 = zp

• q2,3,4 = β1,2,3

• q5,6,7 = θ1,2,3

• q8 = ψ

where zp represents the tower top fore-aft elastic displacement, βi and θi are, respec-

tively, flap and pitch angles of each blade, and Ψ is the azimuthal position of reference

blade. The total kinetic energy T may be expressed as:

T =
1

2
v̄Tgn(q̇,q)Mtotv̄gn(q̇,q) +

1

2

3∑
i=1

v̄Tgbi
(q̇,q)Mbv̄gbi (q̇,q) +

1

2

3∑
i=1

ω̄Tbi(q̇,q)Jgbω̄bi(q̇,q)

(3.2)

where v̄gn represents the velocity of the nacelle center of gravity, Mtot is the sum of

the nacelle and pylon mass. v̄gbi and ω̄bi are the i-th blade velocities, whereas Mb and

Jgb represent, respectively, blade mass and matrix of inertia with respect to center of

gravity. Note that v̄gn , v̄gbi and ω̄bi may be easily expressed as function of q, q̇ exploiting

rigid body motion relations. The total potential energy U is the sum of gravitational

and elastic contributions (Ug and Ue, respectively), i.e.

U = Ug + Ue, (3.3)

In particular, the elastic energy is associated to the springs acting on zp, βi and θi dofs.

These terms read as

Ug =

3∑
i=1

Ubi =

3∑
i=1

−Mbg sin Ψ(xgbcosβi + f +Hn),

Ue =
1

2
kpz

2
p +

1

2

3∑
i=1

kβiβ
2
i +

1

2

3∑
i=1

kθiθ
2
i ,

(3.4)

whereMb is the mass of the rotor blade and xgb is the radial position of the blade center

of mass with respect to the flapping hinge, f is the offset respect to the rotor center

and Hn is the height of the tower. Subsequently, the previous elements are expressed

in the different reference systems by introducing appropriate rotation matrices.
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3.1.1 Nacelle center of mass position and velocity vectors

The position of the nacelle center of mass is a pure translation for hypothesis. So, the

x̄gn and v̄gn vectors can be expressed respect to the inertial FOR as

x̄gn |0 =
{

0, 0, zp

}
, v̄gn |0 =

{
0, 0, żp

}
3.1.2 Blade center of mass position and velocity vectors in the

rotating frame of reference

The position of the center of mass, related to a generic blade, is the sum of the vector

flap hinge position and the projection of the center of mass in the rotating reference

system, starting from the "rigid" deformation. Also, this position is not affected by the

pitch motion because of the hypothesis that the center of mass line and the elastic one

are the same.

x̄gb |2 = x̄f |2 +R3−2x̄gb |3 (3.5)

where x̄f |2 =
{
f, 0, 0

}
and x̄gb |3 =

{
xgb , 0, 0

}
are the flap hinge position in rotating

hub FOR and the blade center of mass defined in blade fixed FOR respectively. Also,

the transformation matrix between (2.2.4) and (2.2.3) is:

R3−2 =


cos(β) 0 sin(β)

0 1 0

− sin(β) 0 cos(β)

 (3.6)

Thus, the position of the center of mass in the rotating reference system results in:

x̄gb |2 =
{
f + xgb cos(β), 0,−xgb sin(β)

}
(3.7)

With flap angle (β) defined in Fig. (2.6).

3.1.3 Blade center of mass position and velocity vectors in the

inertial frame of reference

The position of the center of mass in non-rotating reference system is defined as:

x̄gb |1 = R2−1x̄gb |2 (3.8)
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where the transformation matrix between non-rotating hub system and the rotating one

is:

R2−1 =


cos(ψ) − sin(ψ) 0

sin(ψ) cos(ψ) 0

0 0 1

 (3.9)

by using equation (3.7), it results:

x̄gb |1 =
{

cos(ψ)(f + xgb cos(β)), sin(ψ)(f + xgb cos(β)),−xgb sin(β)
}

(3.10)

In the inertial reference system the translation refers to the blade center of mass will

be:

x̄gb |0 = x̄gb |1+x̄gn |0 =
{

cos(ψ)(f + xgb cos(β)), sin(ψ)(f + xgb cos(β)),−xgb sin(β) + zp

}
(3.11)

Furthermore, by performing the time derivative

v̄gb |0 =
d

dt
(x̄gb |0) = − d

dt
(R2−1(x̄f |2 +R3−2x̄gb |3) + x̄gn |0) (3.12)

v̄gb |0 = Ṙ2−1(x̄f |2 +R3−2x̄gb |3) +R2−1Ṙ3−2x̄gb |3 + v̄gn |0 (3.13)

with

Ṙ2−1 =
{

0, 0,Ω
}
×R2−1 (3.14)

Ṙ3−2 =
{

0, β̇, 0
}
×R3−2 (3.15)

yielding to

v̄gb |0 =
{

0, 0,Ω
}
×R2−1(x̄f |2 +R3−2x̄gb |3)+R2−1(

{
0, β̇, 0

}
×R3−2x̄gb |3)+ v̄nb

|3 (3.16)

by performing A×B · C = B ·A× C, it results:

v̄gb |0 = R2−1[
{

0, 0,Ω
}
× (x̄f |2 +R3−2x̄gb |3) +R3−2

{
0, β̇, 0

}
× x̄gb |3 ] + v̄nb

|3 (3.17)

Once, the inertial variables are found, by using the inverse matrix transformation, it is

possible to write the velocity vector in the rotating reference system as it follows:

v̄gb |2 = RT2−1v̄gb |0 =
{
−xgb β̇ sin(β),Ω(f + xgb cos(β)),−xgb β̇ cos(β) + żp

}
(3.18)
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3.1.4 Blade angular velocity in the blade frame of reference

We can define the angular velocity vector related to a generic blade section in the (2.2.4)

reference system as it follows:

ω̄b|4 = RT4−3R
T
3−2R

T
2−1

{
0, 0,Ω

}
+RT4−3

{
0, β̇, 0

}
+
{
θ̇, 0, 0

}
(3.19)

where the transformation matrix between blade flapping and Pitch reference system is:

R4−3 =


1 0 0

0 cos(θ) − sin(θ)

0 sin(θ) cos(θ)

 (3.20)

where θ is defined in fixed FOR resulting in:

ω̄b|4 =
{

Ω sin(β) + θ̇,Ω cos(β) sin(θ) + β̇ cos(θ),Ω cos(β) cos(θ)− β̇ sin(θ)
}

(3.21)

.

3.1.5 Kinetic and Potential energy contributions

The kinetic components related to (3.2) are:

1

2
v̄Tgn(Mp +Mn)v̄gn =

1

2
Mtotżp

2 (3.22)

1

2
v̄TgbMbv̄gb =

1

2
Mb{x2

gb
β̇2+f2Ω2+2fxgbΩ

2 cos(β)+x2
gb

Ω̇2 cos2(β)+żp
2−2xgb β̇

2żp cos(β)}

(3.23)

1

2
ω̄Tb Jgbω̄b =

1

2
{Jgx(Ω2 sin2(β) + θ̇2 − 2Ωθ̇ sin(β) + Ω2 cos2(β) cos2(θ) + β̇2 sin2(θ)

− 2Ωβ̇ cos(β)cos(θ) sin(θ)) + Jgy(Ω2 cos2(β) + β̇2)}

(3.24)

where the moments of inertia are related to the airfoil principal axes system as it follows:
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Jgb |4 =


Jgx 0 0

0 Jgy 0

0 0 Jgz


Furthermore, by considering one blade section dimension lower than the other two, it

yields to Jgz = Jgx + Jgy . Also, the moments of inertia are defined as:

Jgx =

∫∫∫
ρ(y2 + z2) dV

Jgy =

∫∫∫
ρ(x2 + z2) dV

Jgz =

∫∫∫
ρ(x2 + y2) dV.

(3.25)

But with the airfoil thickness dimension lower than the chord and span dimensions ( it

means z << y << x ), it results:

Jgx=̃

∫∫∫
ρy2 dV

Jgy=̃

∫∫∫
ρx2 dV

Jgz =

∫∫∫
ρ(x2 + y2) dV.

(3.26)

Now, under the assumption of small pitching and flapping angles, i.e. sin(βi, θi) ≈

βi, θi and cos(βi, θi) ≈ 1, and substituting (3.2) and (3.4) in (3.1), the following
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nonlinear system is obtained:

Mtotz̈p −
3∑
i=1

Mbxgb β̈
2
i + kpzp =

3∑
i=1

∫ L

0
Lwidr

Joy β̈1−Mbxgb z̈p+
(
JoyΩ2+MbxgbfΩ2+kβ1

)
β1−Mbxgbg sin Ψ1 − JgxΩ̇θ1 =

∫ L

0
Lw1rdr

Joy β̈2−Mbxgb z̈p+
(
JoyΩ2+MbxgbfΩ2+kβ2

)
β2−Mbxgbg sin Ψ2 − JgxΩ̇θ2 =

∫ L

0
Lw2rdr

Joy β̈3−Mbxgb z̈p+
(
JoyΩ2+MbxgbfΩ2+kβ3

)
β3−Mbxgbg sin Ψ3 − JgxΩ̇θ3 =

∫ L

0
Lw3rdr

3∑
i=1

[
Mbf

2 + Joz + 2Mbxgbf
]

Ω̇− 2
3∑
i=1

JoyΩβ̇iβi =
3∑
i=1

∫ L

0
Lvi(r + f)dr + Cres

Jgx θ̈1+JgxΩ2θ1−Jgxβ1Ω̇=

∫ L

0
Mφ2dr + Cτ1

Jgx θ̈2+JgxΩ2θ2−Jgxβ2Ω̇=

∫ L

0
Mφ2dr + Cτ2

Jgx θ̈3+JgxΩ2θ3−Jgxβ3Ω̇=

∫ L

0
Mφ3dr + Cτ3

(3.27)

where Ω = Ψ̇ is the rotor angular velocity, f is the distance between flapping hinge

and rotation axis, and g is the gravitational acceleration that, although small compared

with the other inputs, is one of the sources of system periodicity. Thus, eight differential

second-order time dependent non-linear equations are found, lumped parameters (k) can

be observed and obtained from the first mode frequency of different structural parts (e.g.

kp = ω2Mpylon or kβ = ω2
βJ0y).

The first equation describes the fore-aft motion of the top of the pylon, forced by the

sum of out-of-plane (Lw) sectional forces. From the second to the firth equations are

reported the flap-wise deflections. The dynamic of the rotor disc is reported in the fifth

equation in which the right side is the sum of the moments generated from the in-plane

(Lv) forces respect to the rotor center and the resistant rotor torque. The last three

equations are related to the pitch dynamics forced by aerodynamic moments (M) and

torque control actions (Cτ ). Moreover Cres represents the control action related to the

rotor disc. In order to take into account the effect of wake vorticity dynamics, the mean

wake inflow (λ̇0) is included as an additional, aerodynamic state, through the classical



CHAPTER 3. AEROELASTIC MODEL 41

dynamic inflow model proposed by Leishman (38; 39) as an adaptation of Pitt-Peters

model to wind turbines. Thus, an additional dynamic equation, reading

maλ̇0 =
3∑
i=1

∫ L

0
Lwidr + ρAλ0(λ0 − Vw +

2

3
β̇R) (3.28)

is added to the system.

In the equations (3.27) it has been taken into account this ordering scheme and the

terms above the second one have been neglected:

Mb = o(1)

zp = żp = z̈p = o(ε)

β = β̇ = β̈ = o(ε)

Ω = Ω̇ = o(1)

θ = θ̇ = θ̈ = o(ε)

xgb = o(1)

f = o(ε)

Jgy = Jgz = o(1)

Jgx = o(ε)



(3.29)

3.2 Aerodynamic model

The aerodynamic model chosen for this study is derived from the Greenberg’s theory

(40), an extension of Theodorsen’s theory (41) to the case of thin airfoils undergoing

pulsating flows. The rotor blade aerodynamic forces are formulated from strip theory

in which only the velocity components perpendicular and tangent to the blade span-

wise axis influence the turbine forces. A quasi-steady approximation of the unsteady

theory is employed in which low perturbation reduced frequency k is considered, which

causes the lift deficiency function C(k) (41) to be real and equal to 1 (i.e., no delay

between boundary conditions and resulting load is present). The sectional aerodynamic

lift force and moment are then sum of two contributions: the former is the circulatory

component due to the circulation around the airfoil and the latter is the non-circulatory

part, also present on non-lifting bodies. It is worth noting that, while circulatory lift

and moment exist also in steady flows, non-circulatory contribution is only due to
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unsteadiness. Furthermore, a simple expression for skin friction and form drag is added

through the inclusion of drag coefficient, Cd0. Following the approach proposed by

Hodges and Ormiston (1), the authors expressed aerodynamic loads as a function of

the chord-wise and normal components of relative velocity between flow and airfoil Ut,

Up, their derivatives , and section angular velocity ε̇ (see Fig. 3.2). The circulatory and

Figure 3.2: Section velocity, from (1).

non-circulatory components are calculated as follow:

Lc =
2πρc

2
U(−Up +

c

2
ε̇)

Lnc =
2πρc

2

c

4
(−U̇p +

c

4
ε̈)

(3.30)

Where U is the magnitude incident wind, c is the chord dimension and ε̈ represents the

angular acceleration. Furthermore the expressions of the aerodynamic moments and

drag force result:

Mc = −2πρc

2
(
c

4
)2Utε̇

Mnc = −2πρc

2
(
c

4
)2(−U̇p +

3c

8
ε̈)

D = −2πρc

2

Cd0
2π

(U2
t + U2

p )

(3.31)

Where Cd0 is the drag aerodynamic coefficient. Also the angle of incidence is related to

the wind velocity as follow:

cos(α) =
Ut
U

=
Ut√

U2
t + U2

p

, sin(α) = −Up
U

=
Up√

U2
t + U2

p

(3.32)

The projection of the forces is shown in figure (3.3) where T and S represents orthogonal
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Figure 3.3: Section forces, from (1).

and parallel component respect to chord-wise direction whereas Lv and Lw are in plane

and out of plane components respectively. Also α represents the angle of attack between

chord and incident wind directions, and (Θ + φ) takes into account the pitch and twist

angles. Then results:

T = Lc cosα+ Lnc +D sinα

S = −Lc sinα−D cosα
(3.33)

Substituting equations (3.30), (3.31) and (3.32) into (3.33) one obtains

T =
2πρc

2

[
− UpUt +

c

2
Utε̇−

c

4
U̇p + (

c

4
)2ε̈+

Cd0
2π

(U2
t + U2

p )
Up√

U2
t + U2

p

]
S =

2πρc

2

[
U2
p −

c

2
Upε̇−

Cd0
2π

U2
t

] (3.34)

where has been considered Up << Ut and
Cd0
2π to be neglected respect to unity. There-

fore, to obtain the forces in the rotating reference system, (3.33) are projected through
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pitch and twist angles 1 such that:

Lv ≈
2πρc

2

[
U2
p −

c

2
Upε̇−

Cd0
2π

U2
t

]
(Cφ−ΘSφ)+

− 2πρc

2

[
−UpUt +

c

2
Utε̇−

c

4
U̇p + (

c

4
)2ε̈
]

(ΘCφ+ Sφ)

Lw ≈
2πρc

2

[
U2
p −

c

2
Upε̇−

Cd0
2π

U2
t

]
(ΘCφ+ Sφ)+

+
2πρc

2

[
−UpUt +

c

2
Utε̇−

c

4
U̇p + (

c

4
)2ε̈
]

(Cφ−ΘSφ)

Mφ ≈−
2πρc

2
(
c

4
)2

[
−Utε̇− U̇p +

3c

8
ε̈

]
(3.35)

To obtain the aerodynamic sectional forces, it is essential to define the velocity com-

ponents related to the quarter of chord and the angular velocity (with its temporal

derivatives) in terms of system dofs (exploiting rigid body motion relations). Thus, the

velocity of the aerodynamic center results in:

v̄a = v̄o + Ω̄× f̄ + ω̄ × (x̄a − x̄h) (3.36)

where v̄a is the velocity of the aerodynamic center (quarter of chord) of the airfoil, v̄|o
is the velocity of rotor disc center, Ω is the rotor disc angular velocity, ω is the blade

angular velocity, f is the offset hinge position and (x̄a− x̄h) is the distance between the

quarter of chord and flap-hinge position. Therefore, by projecting the vectors in the

reference system (2.2.4), the following velocity components are obtained:

v̄|4 =


Ur

Ut

Up

 =


−żpβ

(żp + Vw + λ0 − β̇r)(C(φ)− θS(φ)) + (Ω(f + r)(S(φ) + θC(φ))

(żp + Vw − λ0 − β̇r)(C(φ)− θS(φ))− (Ω(f + r)(S(φ) + θC(φ))


(3.37)

1Lv = S cos(ε)− T sin(ε), Lw = S sin(ε) + T cos(ε), with ε = θ + φ
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in which Ur, Ut, Up are , respectively, radial, orthogonal and parallel components to the

airfoil chord 

zp = żp = o(ε)

β = β̇ = o(ε)

Ω = o(1)

θ = θ̇ = o(ε)

r = o(1)

f = o(ε)

c = o(ε)
Cd0
2π = o(ε2)



(3.38)

In this way, only the Ut, Up components with also ε̇ = θ̇+ Ωβ and ε̈ = θ̈+ Ω̇β + β̇Ω are

used in equation (3.35) to obtain the following expressions for aerodynamic in-plane (Lv)

and out-of-plane (Lw) sectional forces and moment (Mφ), see figure (3.3), appearing in

equations (3.27):

Lv ≈
2πρc

2

[
(V 2
w + Ωrθ(Vw + λ0))(S2φ Cφ+ C3φ) + λ0(C3φ− S2φ Cφ)

−Cd0Ω2r2C3φ

2π
− Ωr

(
rβ̇+Vw+λ0−żp

)
(Sφ C2φ+ S3φ)− c

4
Ω̇r S2φ

]
Lw ≈

2πρc

2

[
Ω(Ω(r + 2f)− Vwrθ − λ0rθ)(Sφ C

2φ+ S3φ)− Cd0Ω2r2 Sφ C2φ

2π
+

+Ωr(żp+Ωrθ−Vw− rβ̇)(S2φCφ+C3φ)+
c

4
Ω̇rSφCφ+ 2(Ωrf + λ2

0) Sφ C2φ
]

Mφ ≈−
2πρc

2
(
c

4
)2
[
Ω̇(r + f)Sφ+(Ω2rβ+z̈p+ Ω̇rθ+2Ωrθ̇−β̈r−VwCφ)

]
(3.39)

where c is blade chord, r is a span-wise distance from the center of the rotor disc, ρ is

the air density, Vw is the wind velocity, φ is the blade structural twist, whereas S and

C are abbreviation for sin() and cos().

3.2.1 Dynamic Wake inflow modeling

The principles of the dynamic inflow approach can be attributed to Carpenter &

Friedovich (38), where the idea is to consider the unsteady aerodynamic lag of the

inflow development over the rotor disk in response to changes in blade pitch inputs or
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changes in rotor thrust. The mathematics of the approach formally embody the con-

cepts of the BEM theory. The equations describing the distribution of inflow are written

in the form of ordinary differential equations, with a time constant (or constants) repre-

senting the dynamic lag in the build-up of the inflow. One attraction of dynamic inflow

models for use in wind turbine work is their mathematical form and relative numeri-

cal efficiency, and also the prior predictive success in using these methods for various

applications in the helicopter field. The main advantage of representing the aerody-

namic model as ordinary differential equations is that it is appealing for many forms

of structural dynamic and aero-elastic analysis of the rotor, so that the entire coupled

problem can be solved simultaneously using the same numerical methods. Crews et

al. (42), Ormiston (43), Peters (44) and Curtiss (45) have shown that using dynamic

inflow models can have a significant influence on predictions made in helicopter flight

dynamics and rotor aero-elasticity. The most popular model of dynamic inflow for both

helicopter and wind turbine work is that of Pitt & Peters (46), which has seen several

further developments for helicopter applications. For a discussion and background of

dynamic inflow models in regard to their possible application to wind turbine problems,

see Hansen & Butterfield (47) Bierbooms (48). The principle of the dynamic inflow

approach can be illustrated as it follows. Using the blade element momentum theory,

the rotor thrust can be related to the inflow using

T = maλ̇0 + ρAλ0(λ0 − Vw +
2

3
β̇R) (3.40)

where ma is associated by Carpenter & Friedovich with the "apparent mass" of an

impermeable circular disk accelerating in a stagnant fluid. They suggest this to be 63.7%

the mass of a sphere of fluid with radius equal to the rotor one ( i.e. ma0.637ρ(4πR3

3 ) ).

The maλ̇0 therm, therefore, represents the additional force on the rotor disk because of

the accelerating inflow, Vw is the wind velocity and the term 2
3 β̇R represents the flap

motion.

3.2.2 Wind shear modeling

Writing equation (2.2) as a function of radial distance from the center of the rotor axis

(R) and blade azimuth angle (ψ), it becomes:
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U(z) = U(zr)(
R cos(ψ)

zr
)α. (3.41)

The disturbance in wind due to wind shear is dependent on U(zr), zr, α and R.

Figure (3.4) shows the variation of the wind shear with the average wind speed at

the top of the pylon. For U(zr) = 11.4m/s, the maximum wind speed experienced by

the blades of a wind turbine is 12.00m/s while the minimum value is 10.18m/s. Hence,

the variation in wind speed, that is the difference between maximum and minimum

wind speed for one complete rotation, is 1.82m/s. Similarly, for U(zr) = 14m/s, the

variation in wind speed is 2.24m/s. Thus, wind shear increases with the increase in

U(zr). Also, note that the minimum wind speed occurs in ψ = 180◦, that is, when the

blade is pointed downwards and the maximum value is experienced in ψ = 0◦, that is,

blade is pointed upwards. Figure (3.5) shows that wind shear decreases with increase

in hub height. For example, at z = 120m, the variation in wind speed is 1.26m/s while

at z = 80m the wind variation is 2.78m/s. Figure (3.6) reports the impact of α on the

wind shear. The values are chosen depending on the terrain, as shown in table (2.1).

As α increases, wind shear increases. Figure (3.7) reports the wind shear experienced

from different sections along the span of the blade: minimum wind shear is experienced

by the blade elements closest to the center of the rotor disc (R = 5m).
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Figure 3.4: Effect of wind speed on wind shear (U(zr) = 14m/s, ), (U(zr) =
11.4m/s, )

Figure 3.5: Effect of hub height on wind shear (z = 80m, ), (z = 90m, ), (z =
100m, ), (z = 110m, ), (z = 120m, )
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Figure 3.6: Effect of terrain on wind shear (α = 0.1, ), (α = 0.14, ), (α = 0.2, ), (α =
0.24, )

Figure 3.7: Effect of radial distance on wind shear (R = 5m, ), (R = 10m, ), (R =
15m, ), (R = 30m, )
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3.2.3 Tower shadow modeling

The tower shadow aerodynamic effect can be represented as equation (2.5). Hence,

differentiating stream function ψ with respect to y yields the total wind velocity V (x, y)

in x-direction as:

V (x, y) =
∂ψ

∂y
= Vh

[
1 +

a2(y2 − x2)

(x2 + y2)2

]
= Vh + vtower(y, x).

(3.42)

where the second term in the right-hand side is the disturbance in wind due to the

presence of the pylon:

vtower(y, x) = Vh
a2(y2 − x2)

(x2 + y2)2
. (3.43)

In equation (3.43) Vh is the spatial mean wind speed, a is the tower radius, y is the lateral

distance from the blade to the tower mid-line, and x represents the distance between

blade origin and tower mid-line as it is reported in figure (3.8). Writing the equation

Figure 3.8: Dimensions used in equation (3.43).

(3.43) as a function of r (radial distance from rotor axis) and ψ (blade azimuthal angle),

it yields to:

vtower(r, ψ, x) = Vh
a2(r2sin2ψ − x2)

(r2sin2ψ + x2)2
(3.44)
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It should be noted that equation (3.44) depends from three factors (a, r, x) and is valid

only for an azimuthal angle 90◦ < ψ < 270◦ because the generic blade only receives the

wind variation crossing in the lower part of the disc calling this area tower-shadow zone.

In figure (3.9) r is varied from 5m to 20m. It is observed that blade elements closer to

the hub (r = 5m) experience a longer duration of the disturbance, also for an azimuthal

angle value of 180◦, that is blade directly in front of the tower; the same wind deficit is

seen for all radial value considered. Next, maintaining constant the radial value, figure

Figure 3.9: Effect of the radial distance from rotor axis (r = 5m, ), (r = 10m, ), (r =
15m, ), (r = 20m, )

(3.10) shows the influence of the distance between blade origin and the tower mid-line,

that is x. This parameter is varied starting from 2m to 5m, as shown as the distance

decreases, the tower shadow deficit is remarkable (x = 2m). Hence, mounting the blades

away from the pylon minimizes tower shadow effect. Figure (3.11) depicts the effect of

tower’s radius on the incident wind. As the radius increases, the characteristic inverted

cone shape becomes bigger. The space can be divided into three regions according to the

different effects of the tower shadow on the wind. For 0◦ < ψ < 90◦ or 270◦ < ψ < 360◦,

the tower shadow does not exist , that is vtower = 0. When ψ = 180◦, that is directly
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Figure 3.10: Effect of the distance between blade origin and tower mid-line (x =
2m, ), (x = 3m, ), (x = 4m, ), (x = 5m, )

in front of the tower, the wind speed is significantly decreased, accelerating before and

decelerating after. The maximum and minimum vtower are vtowermax = 0.0444 and

vtowermin = −0.36 respectively; thus the variation is ∆vtower = 0.4044.
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Figure 3.11: Effect the tower radius (a = 1m, ), (a = 2m, ), (a = 3m, ), (a =
4m, ),(a = 5m, )



Chapter 4

Control objectives and strategies

In this section, the control objective and strategies for the wind turbines are outlined.

In particular, the Repetitive and Multi-Harmonic control strategies are introduced.

4.1 Control Objectives

This chapter describes the classic control objectives associated to wind turbine. This

machine is essentially a device that captures part of the wind energy and converts it into

useful work. To achieve this goal, several factors can be taken into account: Reaching

this target there are some many factors that can be arranged in the following topics:

• Energy capture: Energy maximization with safe operation restrictions (e.g., rated

power, rated speed and cut-off wind speed);

• Mechanical loads: Protect the wind turbine against excessive dynamic mechanical

loads;

• Power quality : Provide good Power Quality to comply with the standards of grid

connected wind turbines.

In addition, different working condition are possible for a wind turbine, such as fixed-

speed/variable-speed or fixed-pitch/variable-pitch. These strategies are usually com-

bined together in order to achieve the control objectives over the full range of opera-

tional wind speeds. With the introduction of variable speed generators, variable rotor

54
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speed was suddenly possible. Since the power gained from the wind is dependent of the

wind speed and rotor speed, the power gain can be optimized by changing the speed of

the rotor. This new kind of generator meant that a high quality of power, in regard to

phase, frequency and amplitude could be maintained, while running at variable speed.

Nowadays, variable speed generators are the most common type used.

Power quality is another control objective. Control of power quality is mainly about

controlling the voltage and frequency. A wind turbine operated at variable speed works

by rectifying the AC generated into DC and then inverting it back into AC delivered

on the grid. Power control is typically also an issue, when controlling wind farms of

multiple wind turbines, where the supply and demand also need to be matched. Control

of the power quality is within the scope of this project and will be investigated further

in this thesis.

Most variable speed wind turbines has three main actuators, which can be used for

control. The first is a yaw actuator (10; 11; 12), which can be used to turn the nacelle

and rotors to be pointing into the wind. This actuator is usually controlled very slowly

to avoid undesired loads. Most often, yaw control is only used to respond to changes in

wind direction in an attempt to reduce the yaw error (the angle between the mean wind

direction and the direction of orientation of the turbine) and thereby maximize power.

Next, the angle of the blades can be controlled by pitch actuators that is the most

effective one in the control of the aerodynamic loads. These actuators turn the whole

or parts of the blade to change the aerodynamic load on the rotor. Pitch can be

controlled either collectively or individually. In the first configuration the angle of each

blade is adjusted identically, whereas for the second pitch control the angle is adjusted

independently of the other blades. An advantage of individual pitch control is better

load compensation with regard to non-homogeneous wind fields.

The last main actuator is generator torque, which can be used to optimize the

angular velocity of the rotor and is most often used in region 2 to maintain turbine

operation at maximum power coefficient Cp, it can also be used to add damping to the

drive-train torsion modes.

Creating control to compensate for both non-homogeneous and homogeneous wind

fields is a focus of this thesis, so a collective pitch and individual pitch schemes are used,
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whereas control of the yaw and the generator are omitted. A classic control strategy

is to divide the area of operation into different control regions. These regions are here

described and can be seen in figure (4.1). Control Regions:

Figure 4.1: Illustration of power generated in the different control regions.Wind power
( ), Wind Turbine Power( ).

• In Region 1, the wind turbine is stopped or just starting up due to low wind

speeds. Below the cut-in speed the operation cost of the wind turbine is higher

than what can be gained.

• In Region 2, the objective is to maximize wind power extracted from the wind.

Variable speed control is usually used in this region, where pitch is kept constant

and torque on the generator is controlled. This region is typically called partial

load region due to the wind turbine operating at lower than rated load.

• In Region 3, the power extracted is limited and kept constant to avoid loads

larger, than what the wind turbine is rated to. Constant speed control is often

used in this region, where pitch is controlled (either collectively or separately) and

generator torque is kept constant. This region is referred to as full load region

since the wind turbine is operated at the rated power. The objective of the control

in this region is the minimize the variance in power generation. Too little power

is less profitable and too much power increases fatigue on the wind turbine.



CHAPTER 4. CONTROL OBJECTIVES AND STRATEGIES 57

• Region 4 starts when hitting wind speed larger, than the cut-out threshold and the

wind turbine is brought to a stop. Here, the blades are pitched out to minimize

the resulting aerodynamic torque and the brakes are enabled to stop movement

of the rotor.

Region 1 and 4 which involve start up and shut down of the wind turbine are out of

the scope of this project and will not be analyzed in this thesis. The focus will be on

control at the beginning of region 3, where dynamic inflow has the largest influence.

In figure (4.1) the different control regions are depicted with an illustration of total

energy contained in the wind and extracted power of the wind turbine as a function

of the wind speed. A multitude of different control schemes exists dealing with the

weighing between fatigue and power generated. Since these control schemes consist of

different individual controller, it can be hard to ensure optimally of the control actions.

In this work, it has been chosen to work with a fixed-speed/variable-speed mode such

that the wind turbine can reach the maximum power conversion only at a specific wind

speed. In particular, the power has been limited, above the rated wind speed, using

the well known pitch-to-feather approach. With this method, it is possible to stop the

rotor when the wind exceeds the maximum rated speed. Specifically, the controller acts

increasing the pitch angle while the trim angle decreases.

4.2 Repetitive Control

Tracking reference commands without a steady state error and reject disturbances act-

ing on the control variables, are well known basic requirements in controls systems. In

addition, in many practical applications (such as high accuracy trajectory control in

servomechanisms, robot control, altitude stabilization of satellites, current compensa-

tion in active filters and control of rotation mechanisms), the control tasks are often

of a repetitive nature. Due to the increasingly high demand on the productivity and

quality, one of the most challenging tasks in the last years, has become the high preci-

sion control of such kind of systems. Hence, instead the classical tuning of general servo

controllers such as PID or state feedback controllers, a special class of techniques may

be considered to handle with these periodic signals. In particular, when the reference
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command to be tracked and/or the disturbance to be rejected are periodic signals with

a fixed period, the repetitive control strategy can be applied (49; 50). Indeed, since

its introduction to the control community, this technique has distinguished itself by

its high precision, simple implementation and little performance dependency on system

parameters. Furthermore, thanks to a great effort to its theoretical development and

to various algorithms that have been proposed in the last years, a lot of engineering

problems (e.g., wind turbines control) are now treated with a repetitive control model

(51; 52; 53). In figure (4.2) the functional scheme of a repetitive controller approach is

Figure 4.2: Repetitive control scheme

shown. The blocks C (s) and P (s) represent, in a schematic view, the control and plant

respectively. The block Crc (s) is usually added to an existing feedback control system

and is composed of a free time-delay system e−Ts in a positive feed-back loop, and a

low-pass filter q (s). It should be noticed that, while the time-delay term is well known

for decreasing the stability margin, on the other hand the low pass filter is added to

ensure stability. In particular, the repetitive control loop in figure (4.2) is equivalent to

the modified version proposed by Hara in (54), with a (s) = 1, which sacrifices tracking

performances at high frequencies for system stability.
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4.2.1 The proposed repetitive controller

The idea we followed for the controller design, derives from the procedure detailed in

(55; 56; 57) where a phase shifting is considered. To this aim, the free time delay system

in figure (4.2) has been modified as

e−(T−γk), (4.1)

where T is the period of the signal and γk is a phase shifting of k samples of the same

periodic signal. It should be noticed that, the phase shifting technique is particularly

useful in non-minimum phase systems, such as flexible structures. In fact, using the

phase shifting, the iterative algorithm could reach the convergence also at high fre-

quencies. Moreover, in (58) it has been shown that iterative learning algorithms are

sub-optimal, converging with a small error, for quasi-linear systems with smalls non-

linearity.

For the tuning of the proposed controller, we followed the approach deriving from the

linear iterative learning control theory. To this aim, let yj (k) be the output of the

considered system, such that:

yj (k) = P (q)uj (k) + dj (k) (4.2)

where k ∈ {0, 1, ...., N − 1} is the time index1, j is the iteration index, q is the forward

time-shift operator such that qx (k) = x (k + 1), uj is the control input, and dj is an

exogenous signal. We indicate the plant as P (q).

The desired output and the system error read as:

yd (k) , ej (k) = yd (k)− yj (k) . (4.3)

It is worth noting that, the N -sample sequence is proportional to the simulation sample

time ∆t and the total simulation time can be indicated as T = N∆t.

A widely used ILC learning algorithm is:

uj+1(k) = Q (q)uj(k) + L (q) ej(k + 1) (4.4)
1N represents the sample sequence.
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where the LTI dynamics Q(q) and L(q) are defined as the Q-filter and the Learning

Function, respectively. Specifically, the command input uj+1(k) (related to j + 1 itera-

tion at sample time k) is proportionally through Q filter to the previous control action

uj(k). Also, the error signal ej(k+ 1) is modulated and shifted through L action. From

Figure 4.3: Repetitive control scheme

a practical point of view the control attempts to improve the response of the system by

adjusting the input to the plant based on the errors observed during past operations.

Figure (4.3) shows the action of the command input designed through the repetitive

approach. In particular, the control core, consists in acquiring signals related to all the

controls and errors of the system at the previous iterations, uj(k) and ej(k). For each

time step, the control acts by using the error at the previous iteration and related to the

successive sample, namely ej(k+ 1), to update the control command, uj(k), yielding to

the actual control action uj+1(k) that will determine the relative error ej+1(k). Thus,

the convergence is achieved when the error is within a fixed tolerance, which is, from a

mathematical point of view, described by the following condition:

lim
j→∞

‖ej‖ = 0 (4.5)

where ej is defined in equation (4.3) and ‖ · ‖ denotes an appropriate norm.
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In application, only a finite number of iterations is completed, thus j → ∞ is only

a mathematical writing giving us the amount of iterations required. Also a frequently

used form of Q filter (also known as forgetting factor or feedforward part) is:

Q(uj(k)) = α1uj(k − 1) + α0uj(k) + α1uj(k + 1) (4.6)

where 2α1 + α0 = 1. In general, the Q filter can improve the robustness of Repetitive

strategy to high frequency uncertainties but it results in non-zero final tracking error.

In this work, a value of α0 = 1 is considered for all simulations performed yielding

to Q(uj(k)) = uj(k). The second part of equation (4.4) is called updating law of the

Repetitive control, where L is a filter that can be applied as proportionally filter to

the error, L(ej(k + 1)), or as a derivative filter, L(ej+1(k + 1) − ej(k + 1)). In this

work, the first strategy is applied and the value of the L filter, in terms of modulation

and shifting, varies with the simulations. The Q-filter and the learning function can be

written respectively:

Q(q) = ...+ q−2q2 + q−1q1 + q0 + q1q−1 + q2q−2 + ...

L(q) = ...+ l−2q2 + l−1q1 + l0 + l1q−1 + l2q−2 + ...

Thus, equation (4.4) becomes:


uj+1(0)

uj+1(1)
...

uj+1(N − 1)

 =


q0 q−1 ... qN−1

q1 q0 ... qN−2

...
...

qN−1 qN−2 ... q0




uj(0)

uj(1)
...

uj(N − 1)

+ (4.7)


l0 l−1 ... lN−1

l1 l0 ... lN−2

...
...

lN−1 lN−2 ... l0




ej(0)

ej(1)
...

ej(N − 1)

 (4.8)

When Q(q) and L(q) are causal functions, it follows that q1 = q2 = = 0 and l1 = l2 =

= 0, and thus the matrices are lower triangular and have all of the entries along each

diagonal identical.
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In this work, a modified repetitive control strategy is applied on the model proposed

in Chapter 3. During the validation steps of the model (open loop approach), the

authors observed a periodic trend of the pitch angle due to the effects of the wind and

of gravitational force. To counterbalance this periodic trend, we design a repetitive

controller with a spatial action: the term spatial refers to the azimuth angle on which

the controller acts. Recent studies (59; 60; 61; 62), have shown that a spatial-based

repetitive controller can be used, without degrading its performances, in combination

with systems operating at varying speed such as the wind turbine model presented in

Chapter 3.

4.3 Individual Pitch Control

Torque and power generated by a wind turbine is much more variable than that produced

by more conventional generators. The reason of these power fluctuations is due both to

stochastic and periodic processes (wind shear and tower shadow).

Wind shear describes the variation of wind speed with the vertical elevation, whereas

tower shadow describes the modification of the wind speed due the presence of the tower.

Both of these aspects affect the aerodynamics of wind turbines inducing unsteady loads

and thus vibration on the entire structure that can lead to fatigue loads and fluctuating

power output that can cause problems on the electric grid management.

Various strategies have been proposed to mitigate fluctuations in aerodynamic loads

and power output due to wind shear and tower shadow and, most of these, use an

individual pitch control strategy (14; 15; 17; 18; 19; 20). However these methods are

only focused on load reduction around one time the rotational frequency (IPC 1P) and a

drawback is the still existing blade load components around multiples of the rotational

speed (2P, 3P, ...). In three-bladed turbines the most common and largest periodic

pulsation occurs at a 3p frequency, that is three times the rotor frequency or the same

frequency at which a generic blade pass by the tower. Thus, even for a constant wind

speed, a turbine blade would encounter variable wind as it rotates: torque pulsation

and power fluctuation are observed due to the periodic variations of the wind speed

experienced at different locations. The 3P oscillations must be considered in the wind

turbine model, due to the wide ranging effects they can produce on both the control
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system and to the power quality. This section presents a control strategy based on

the individual and collective action on the pitch angle, to reach steady state angular

velocity while reducing loads on the blades.

4.3.1 Individual Pitch Control based on blade root measurements

The out-of-plane bending moment at the blade roots can be determined by the imple-

mentation of strain gauge sensors in the blade manufacturing process. Previously such

sensors consisted of wire strain gauges, which have a varying resistance depending on the

elastic deformation of the blade on which it is mounted. These types of sensors experi-

ence calibration drift and are sensitive to lightning strikes. Due to these characteristics

these sensors could be considered unfit for wind turbine applications. Advances in fiber-

optic strain gauges resulted in an affordable and more reliable alternative to resistance

gauges (63). Fiber-optic strain gauges do not suffer from either electrical interference

or calibration drift (64). The possibility of using IPC must be evaluated before blade

fabrication. There are blade manufacturers such as LM Wind power and Vestas who

have started to incorporate strain gauges in their larger blades series.

The global functioning of the IPC strategy is as followed. First, the blade root

moments are measured and the out-of-plane component is determined. These out-

of-plane bending moments are then converted to a fixed frame of reference, using the

Coleman transformation (equation (2.8)). The fixed frame of reference is the same frame

as described in paragraph (2.2.2). Conversion of the 1P signal present in the rotating

blade bending moment results in a near steady (or 0P) signal in the non-rotating FOR.

The decomposed signals are approximates of the yawing and tilting moment. This

signal passes through a low-pass filter, which is designed to filter out the components

with frequencies of f ≥ 3P . The signal is then multiplied by a gain which is scheduled

according to the control operating condition of the wind turbine, which yields us to

a virtual tilting and yawing angles. Optionally, this angle can be passed through a

limiting saturator, in order to constrain the demanded pitch angles. The fictitious tilt

and yawing angles determine the amplitudes of the sinusoidal pitch variations of the

blades while rotating. In order to convert the tilt and yawing angle to ’real’ blade pitch
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variations we need to perform an inverse Coleman transformation to move from the

fixed FOR back to the rotating one. The inverse Coleman transformation in case of the

pitch angles has the following structure:


θ1

θ2

θ3

 =


cos(ψ) sin(ψ)

cos(ψ + 2ψ
3 ) sin(ψ + 2ψ

3 )

cos(ψ + 4ψ
3 ) sin(ψ + 4ψ

3 )


 θtilt

θyaw

 (4.9)

Note that the angles θi only refer to the IPC part of the total pitch angle; the final

demanded angles for the pitch actuators are the sum of the IPC and the CPC ones

depicted as in figure (4.5). Where, My,i is the out-of-plane bending moment of the

Figure 4.4: Schematic of the 1P Individual Pitch Controller structure

i-th blade, ψ is the rotor azimuth angle, Mtilt and Myaw are the tilting and yawing

moments, C is the Coleman transformation matrix as specified in paragraph (2.3.3),

FIp denotes the low-pass filter, Ki is the scheduled gain, I denotes the integrator, Sat.

is the saturation block, θtilt and θyaw are the virtual demanded tilting and yawing angles,

C−1 denotes the inverse Coleman transformation and θi denotes the demanded angle

for the i-th blade.

The controller is designed to only compensate at the frequency assigned by the

Coleman transfer matrix. In this case, equation (4.9), is related only for the rotational

(or 1P) frequency. As previously mentioned, there is a large 1P component present in the

blade root signal, which can be caused by any combination of wind shear, tower shadow

and periodically sampled turbulence. It should be noted that periodically sampled

turbulence will not be a ’pure 1P’ signal, but rather form a band around the frequency

due to the time dependency of the turbulent structures. The 1P load is converted to

a near steady state 0P load in the fixed frame of reference and it is valid for both the

controller signals. Therefore, by setting the tilting and yawing moment in the control
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loop to zero, the actual nacelle/tower loading will experience a reduction in the 0P

loading for both axes, this will provide reduction in fatigue damage on fixed frame

components but the actuation must be performed at a different frequency than 1P in

order to reduce all the fatigue damage of fixed components. Inspection of the load

spectrum of the yawing bending moment of the low-speed shaft, figure (2.11), showed

a large peak at the 3P frequency. From the conversion between the rotating and fixed-

FOR we know that the 2P peak is converted to a 3P peak. Thus, an approach to

reducing fixed frame fatigue damage can be to reduce the 2P peak in the rotating blade

loads. This concept is explored in the next paragraph.

4.3.2 The proposed Individual Pitch Control

An extension of classical 1P Individual Pitch Control can be found in Higher Harmonic

IPC, sometimes referred to as multi-rotational modes IPC. The basic concept is to use

several IPC loops in parallel which all target a different cyclic load. The structure of

each of the loops is nearly the same as the structure depicted in figure (4.4); the only

difference is in the formulation of the Coleman transformations, because are modified

to a transformation on a different frequency; specifically the frequency of the load that

the loop will be reducing. The Coleman transformation on the frequency is defined as

(in which the average moment signal is omitted):

MN,tilt

MN,yaw

 =
2

3

cosN(ψ) cosN(ψ + 2ψ
3 ) cosN(ψ + 4ψ

3 )

sinN(ψ) sinN(ψ + 2ψ
3 ) sinN(ψ + 4ψ

3 )



My,1

My,2

My,3

 (4.10)

and the inverse Coleman transformation results in:
θN,1

θN,2

θN,3

 =


cosN(ψ) sinN(ψ)

cosN(ψ + 2ψ
3 ) sinN(ψ + 2ψ

3 )

cosN(ψ + 4ψ
3 ) sinN(ψ + 4ψ

3 )


 θN,tilt

θN,yaw

 (4.11)

Where, N is the harmonic of the cyclic load (NP) which is being reduced. The parallel

loops work independently, which can only be assumed if proper filtering in the controller

is employed. Each of the loops will generate three blade pitch periodic signals at their
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respective frequencies. A schematic of the total parallel operating pitch control strategy

is shown in figure (4.5). The control designer now has the choice of which harmonic

cyclic loads to include in the control strategy.

Figure 4.5: Structure of the pitch control parallel loops



Chapter 5

Validation of proposed controllers

on a 5.0 MW wind turbine model

In this work, a 5 MW, three-bladed HAWT is examined (65). It has radius R = 61.5

m, mean chord c = 3 m, up-wind rotor orientation, hub height from terrain h = 90 m,

nominal angular speed Ω = 1.26 rad/s, nominal wind speed Vwind = 11.4 m/s. The

general properties of the turbine can be found in table (5.1).

After defining the aero-elastic model, the numerical implementation is reported here.

The real time simulations have been done through Matlab software by using Simulink

environment. Specifically a S-function is created that contains the eight differential

second order non-linear lumped parameters model. The differential set of equations can

be summarized as follow:

The differential set of equations can be summarized as follow:

Mq̈ + Cq̇ +Kq = f innl + faer (5.1)

in which q = q1, ...qN are the aforementioned dofs, M ,C and K are inertia, damping

and stiffness matrices respectively, f innl represents non-linear inertial vector and faer is

the aerodynamic vector.

67
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Table 5.1: Wind Turbine Parameters

Mnacelle 240000 [Kg]

Mpylon 347460 [Kg]

Mb 17740 [Kg]

xgb 20.475 [m]

kp 2649654 [Kg/sec2]

kβi 208392825 [Kgm2 sec2]

Joy 11804647 [Kgm2]

Joy 11804647 [Kgm2]

Joy 28600 [Kgm2]

f 1.5 [m]

g 9.81 [m/sec2]

ρ 1.22 [Kg/m3]

c 3 [m]

Cd0 0.01

Power rating 5 [MW ]

Rotor orientation Up− wind, 3 blades

Control V ariable speed, variable pitch

Rotor,Hub diameter 126 [m], 3 [m]

Blade length 61.5 [m]

Hub height 90 [m]

Cut− in, rated, cut− out wind speed 3 [m], 11.4 [m], 25 [m]

Cut− in, rated rotor speed 6.9 [rpm], 12.1 [rpm]

Rated T ip Speed 80 [m/sec]
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5.1 Investigation on rotating blade loads and numerical

results with the application of the Repetitive control

strategy

In this section, the validation of the proposed model (open-loop results) is presented

along with the assessment of the controller efficiency (closed loop simulations). The

first analysis performed is the steady state solution (with no wind effects taken into

account), considering a uniform wind Vw = 11.4 m/s and imposing collective pitch

angle θ = −0.88◦. In the open-loop simulation the Cres and θ are the nominal values

and they are near to that reported in FAST documentation (66) for the same turbine.

Moreover, in this work, the Cres is modeled by knowing nominal condition

Cres(t) =
Cresn
Ω2
n

Ω2(t) (5.2)

where Cres(t) is the torque in a condition different from the nominal one, Ω(t) is the

angular value as the output of simulation, Cresn and Ωn are the nominal values.

In particular, Figure (5.1) shows the time-history of the angular velocity Ω and its

equilibrium value (1.6 rad/s) over 200 s of simulation. Figure (5.2) shows the almost-

Figure 5.1: Open-Loop convergence of angular velocity.
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periodic solution of the pitch angle, when the blade rotation is constrained with a

rotational spring about θ = −0.88◦ (instead of being clamped). The periodicity of the

system is clearly dominated by the Ω frequency and the phases between consecutive

blades solutions are all equal to 1/3 of the period of revolution. Subsequently, the

Figure 5.2: Open-Loop steady solution of pitch angle for the three blades.

effectiveness of the controller in a collective approach is assessed (it is means that all

the blade controllers are activated at the same time).

Following equation (4.4) the input uj(k) is the collective torque forcing the pitch

dynamics defined in equations (3.27). Moreover Q and is assumed to be an identity

matrix as well as L but with a forward time shift operator equal to 70 samples. Fur-

thermore, the proposed controller is coupled with a PD one and the gain values are

reported in the first row of table (5.2). Starting from wind speed velocity Vw = 11.4

m/s the controller was asked to maintain the nominal angular velocity Ωn = 1.266

rad/s after an instantaneous increase of wind speed (Vw = 15 m/s). Figure (5.3) shows

the results in terms of the angular velocity. Note that, after a 20 s-long transient, the

angular velocity returns to its nominal value. Then, a purely periodic external distur-
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Table 5.2: Controllers gains

Gains P I D

Repetitive PD -0.018 0 -0.01

Standard PID -0.018 -0.00114 0

Figure 5.3: velocity when the PD-controller acts to reject Ω variation induced by an
increase in wind speed.

bance (having period Ψ = 2π) on generator torque is introduced in order to stress the

capabilities of the repetitive controller. The performance of the proposed controller is

compared with that of a PI one alone (the gains of this controller are reported in the

second row of table 5.2). Figures (5.4) and (5.5) show the outcome of the closed loop

simulation, in terms of angular velocity and power output, respectively. In particular,

the behavior of angular velocity without the control is depicted in blue, while the two

control approaches are identified by green line (PI) and red line (repetitive-PD). It is

evident that, while the mean values of both controlled cases match the requirement,

only the repetitive controller is able to reject the periodic disturbance.
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Figure 5.4: Angular velocity in presence of periodic torque disturbance.
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Figure 5.5: Power output in presence of torque disturbance.
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To test the capability of the controller the non-uniform wind shear effect is consid-

ered (e.g., due to terrain boundary layer), then periodic aero-elastic inputs and outputs

arise. Broadly speaking, it is assumed that the wind speed is low at the Earth’s surface

and increases with the height. The wind shear is an important factor affecting both

energy harvesting performance and aero-elastic response of the wind turbine. Optimal

hub height, as well as turbine fatigue loading depend on it. Wind shear is influenced

by the surface roughness of the Earth’s surface and atmospheric stability.

Figure (5.6) shows the influence of α on the wind vertical variation, for U(zr) = 11.4

m/s and zr = 90 m. In this work, it has been assumed α = 0.17, thus considering wind

Figure 5.6: Different wind shear profiles.

speed variation from a minimum value of about 9 m/s to a maximum value of about 12

m/s. As already mentioned, such non-uniform wind distribution causes vibratory loads

at the HAWT hub: in the following, individual pitch control based on repetitive control

strategy is applied to alleviate such fatigue loads, while maintaining nominal rotational

speed. First of all the open-loop configuration is analyzed, comparing the aero-elastic

response with and without wind shear, starting from the same initial conditions.

Figure (5.7) shows that the wind shear causes a significant increase of flapping response
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oscillations and associated hub loads (in the absence of wind shear, small-amplitude

oscillations appear due to gravity effects). However, small oscillations appear also in

the angular velocity response (not shown here) that, in principle, imply undesired oscil-

lations of the output electric power. Next, the repetitive control is applied separately to

Figure 5.7: Increase of flapping oscillation amplitude due to wind shear.

both problems, namely angular velocity tracking and vibratory loads alleviation. First,

the application of collective repetitive control, sketched in figure (5.8), to the nominal

angular velocity tracking in presence of wind shear and hence periodic wind speed in

the rotating frame is discussed.

Following equation (4.4) the input uj(k) is the collective torque forcing the pitch

dynamics defined in equations (3.27). Moreover, Q is assumed to be an identity matrix

and a heuristic approach is necessary for the determination of the L filter. In particular,

considering L as a function of the gain parameter, G, and of the sample phase shift

factor, δ, several tests are performed by varying δ for fixed G. The results show that,

for the three values of G considered (namely, G = 0.5, 1, 1.5), the lowest tracking error is

achieved for δ = 120 samples, as shown in figures (5.9-5.11). Then, fixing this value, the

gain parameter is changed. Figure (5.12) shows that the optimal control configuration
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Figure 5.8: CPC angular velocity control scheme.

is achieved when G = 1.5.

Figure 5.9: Tuning δ for G = 1.

To test the tuned control algorithm effectiveness, four different simulations with the

collective pitch control approach, are performed with the inclusion of an external peri-

odic disturbances on U(zr) with frequency equal to 1P, 2P, 3P,4P (the fundamental 1P

coincides with the nominal value of the angular velocity). Figures (5.13-5.16) demon-

strate that the periodic external disturbances affect the open-loop responses causing

significant oscillations of the angular velocity. In addition, the comparison between the
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Figure 5.10: Tuning δ for G = 0.5.

Figure 5.11: Tuning δ for G = 1.5.

results obtained by the proposed repetitive control approach and those from a classi-

cal PI approach reveal that the best tracking is obtained by the repetitive controller,
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Figure 5.12: Tuning G for δ = 120 samples.

which provides remarkable reduction of the angular velocity oscillations, with decreasing

performance when increasing disturbance frequency.

Figure 5.13: Effects of 1P external disturbance on open-loop and controlled responses.
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Figure 5.14: Effects of 2P external disturbance on open-loop and controlled responses.

Figure 5.15: Effects of 3P external disturbance on open-loop and controlled responses.

Next, the Individual Pitch Repetitive Control (IPC), sketched in figure (5.17), is

applied to the reduction of vibratory flap bending moment due to wind shear, figure
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Figure 5.16: Effects of 4P external disturbance on open-loop and controlled responses.

Figure 5.17: IPC flap motion control scheme.

(5.7) depicts the corresponding flap motion. Controlling this load, fatigue-life of blades

and fixed structure components can be extended. A steady stable value for angular

velocity is assured by application of a PI controller with proportional gain P=-0.018

and integral gain I = -0.0014. In figure (5.17) the angles θipc are the portion of control

input due to IPC, whereas θcpc represents the collective part. Final control signal θtot

is the sum of IPC and CPC angles, so three different torques are obtained through a
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central control which sums the two contributions (note that, in the IPC feedback loop,

the gain P = -0.0005 is also present). Also in this case, a tuning procedure similar to

that described for CPC repetitive is carried out for setting the repetitive parameters, see

equation (4.4). As a result, the value G = 1 and the shift factor δ = 280◦ are identified.

The error ej(k + 1) is considered equal to the difference with respect to the mean

nominal flapping moment value obtained from a previous analysis. The performance of

the proposed repetitive controller is shown in figures (5.18 - 5.21) where its outcomes

are compared with those determined by application of both an angular velocity PI

collective controller (PIω) and an individual PI flap bending moment controller (PIω-

PIMflap
). With application of the PIω controller , a steady state value of angular velocity

is reached, see figure (5.20), whereas flap bending moment and flap degree of freedom

present undesired periodic behaviors, blue curves in figures (5.18-5.19). The application

of the PIω-PIMflap
controller not only provides reduced flapping moment and motion

oscillations, of about -22% as indicated by the red curves in figures (5.18-5.19), but also

it assures the achievement of the nominal angular velocity as it is reported in figure

(5.20).

Instead, with the application of the repetitive IPC, the flapping moment and mo-

tion oscillations are strongly reduced, of about -94%, as indicated by the black curves

in figures (5.18-5.19). Also in this case the rotor nominal angular speed is achieved, fig-

ure (5.20), demonstrating that no adverse interaction between PIω controller and IPC

Repetitive controller arises. Furthermore, figure (5.21), depicts the FFT of the flap

bending moment. Three peaks corresponding to the main harmonic components are

shown. It is possible to observe that the 1P, 2P, 3P harmonic components (correspond-

ing to 0.2 Hz, 0.4 Hz and 0.6 Hz) are reduced: 92% of reduction is achieved for the 1P

component, while 63% of reduction is obtained for the 2P one.
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Figure 5.18: Bending moment for open-loop and controlled HAWT.

Figure 5.19: Flap angle for open-loop and controlled HAWT.
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Figure 5.20: Angular velocity for open-loop and controlled HAWT.

f

Figure 5.21: FFT of bending moment for open-loop and controlled HAWT.
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5.2 Investigation on rotating and fixed blade loads and

numerical results with the application of the

Individual Pitch Control strategy

In this section objective and strategies for the wind turbines control are outlined in pres-

ence of both tower shadow and wind shear effects. In particular, the multi-harmonics

control strategy is introduced. When the tower shadow effect is taken into account, each

blade section experiences a different relative wind, that changes both local attack angle

and dynamic pressure. Moving from the bottom to the top of the rotor disc, several

changes in the aerodynamic loads can be observed: periodic flapping motion and in-

creasing oscillations are experienced, with respect to the constant wind case, as shown

in figure (5.22). In this section, a NP parallel individual pitch controllers for loads

Figure 5.22: Tower Shadow’s Fast Fourier Transformation on the flapping moment.

reduction is described. The goal of this IPC is to reduce the out-of-plane bending vi-

bratory loads at the root of each blade (My,1,My,2,My,3), by adjusting the blade pitches

(θ1,θ2,θ3). The control strategy, sketched in figure (5.23), consists of the following steps:

i) Blade roots flapping moments, (My,i), are evaluated; ii) The Coleman’s transfor-

mation up to the NP terms is applied to them, obtaining multi-harmonic loads vector
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Mc as follow:

Mc =



Mavg

M1P,tilt

M1P,yaw

...

MNP,tilt

MNP,yaw


=

2

3



1
2

1
2

1
2

cos(ψ) cos(ψ + 2π
3 ) cos(ψ + 4π

3 )

sin(ψ) sin(ψ + 2π
3 ) sin(ψ + 4π

3 )

cos 2(ψ) cos 2(ψ + 2π
3 ) cos 2(ψ + 4π

3 )

sin 2(ψ) sin 2(ψ + 2π
3 ) sin 2(ψ + 4π

3 )
...

...
...

cosN(ψ) cosN(ψ + 2π
3 ) cosN(ψ + 4π

3 )

sinN(ψ) sinN(ψ + 2π
3 ) sinN(ψ + 4π

3 )




My,1

My,2

My,3

 (5.3)

In figure (5.23) the angles θipc represent the portion of control input due to the IPC,

whereas θcpc refers to the collective part. The final control signal is θtot = θipc + θcpc:

three different torques are obtained through the combination of two contributions. Re-

garding the Coleman transformation method, low-pass second order butterworth filters

that filters out the frequencies greater than 3P are designed. These ensure the indepen-

dence of the control actions on the specific harmonic. Notice that, in the non-rotating

reference frame, the considered signals depend on the Coleman transformation made.

A generic representation is reported below: The first term Mavg represents the

average bending moment of the blade, Mtilt,Myaw are the tilt and yaw moments in the

fixed reference frame. Regarding the transfer of loads:

• When the 1P Coleman transformation is applied, the 1P harmonic of the blade

root moment signal, transposes into the 0P harmonic component in the fixed

reference system.

• Higher harmonics will result in (M ∗Nb−1)−p and (M ∗Nb+ 1)−p components

in the non-rotating reference system1.
1Nb represents the number of blades and M = (1, 2, ...)
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For instance 2P and 4P components in the rotating reference system result in 3P in the

fixed frame. Summarizing, the control goal consists in using several IPC parallel loops

targeting different harmonics through different Coleman transformations.

Figure 5.23: Multi-harmonic control scheme.
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To validate the proposed approach several batch simulations are performed:

• Collective Pitch and IPC-1P;

• Collective Pitch and IPC-2P;

• Collective Pitch and IPC-3P;

• Collective Pitch and IPC-4P;

• Collective Pitch and IPC-(1,2,3,4)P.

Figures (5.24, 5.25) show the rotor power spectra when individual pitch control on 1P

and 2P is applied in the fixed FOR (are reported the tilt and yaw components).

Figure 5.24: Effect on 1P flap tilt and yaw motions (blue lines) by Individual Pitch
Control compared to the Open-loop case (red lines).

Two harmonic behaviors are reported: the red curve shows the Fast Fourier Trans-

formation related to blade root flap moment in the open-loop configuration (harmonics

from the first to the fourth are depicted), whereas the blue trend represents the indi-

vidual 1P Coleman action. A complete reduction of the blade load at 1P, starting from

a magnitude value of about 106, is obtained. Moreover, complete independence of the

control action with respect to the harmonics, is achieved.
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Figure 5.25: Effect on 2P flap tilt and yaw motions by Individual Pitch Control.

Furthermore figures (5.24, 5.24) show the effect of the PI control respect to tilt and yaw

moments, where a Ptilt = 0.001, Itilt = 0.000014, Pyaw = 0.0002, Iyaw = 0.000014 values

are chosen as control gains. It should be noticed that, the 0P value decreases in both

Figure 5.26: Effect on 3P flap tilt and yaw motions by Individual Pitch Control.

cases, strengthening the results related to flap motion 1P control. The same procedure
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Figure 5.27: Effect on 4P flap tilt and yaw motions by Individual Pitch Control.

is applied to the 2P, 3P and 4P Coleman transformations. Figures (5.24-5.27) show

the reduction of blade harmonic loads around 2P, 3P and 4P frequencies corresponding

to the 0P reductions in the fixed reference system. These results is obtained with the

following values of PI control gains:

• Ptilt = -0.01, Itilt = -0.00014 (2P and 3P Coleman);

• Pyaw = -0.02, Iyaw = -0.00014 (2P and 3P Coleman);

• Ptilt = -0.01, Itilt = -0.0008 (4P Coleman);

• Pyaw = -0.02, Iyaw = -0.00014 (4P Coleman).

Figure (5.32) shows the effect of parallel PI controls from the first to the fourth

harmonics.The figure contains the FFT of the blade harmonic loads in the rotating

FOR for both Open-loop (red line) and control (blue line) conditions.

The results show that as the Individual Pitch Control is applied on 1P, 2P and 4P

frequencies in the fixed FOR, then the corresponding frequencies are eliminated in the

rotating one. However the 3P frequency peak can not be completely damped (5.30) even

if the corresponding 0P frequency is controlled in the fixed FOR (5.26). The reason is,

see figure (5.23) and equation (2.8), because in this work there is not a control loop for
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Figure 5.28: Effect on 1P harmonic of flap motion by Individual Pitch Control.

Figure 5.29: Effect on 2P harmonic of flap motion by Individual Pitch Control.

the average moment Mavg that is also affect to a portion of the 3P frequency. Moreover

controlling Mavg with the proposed approach is not achievable due to the presence of

higher harmonics that are multiple of the number of the blades (3P,6P...). It could

applied a filter on the Mavg signal in the fixed reference system that filter out the

frequencies greater than the 3P and it could used the proposed control to eliminated
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Figure 5.30: Effect on 3P harmonic of flap motion by Individual Pitch Control.

Figure 5.31: Effect on 4P harmonic of flap motion by Individual Pitch Control.

this component, but would remain anyway higher component that are not reported in

figure (5.32).
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Figure 5.32: Effect on 1P, 2P, 3P and 4P harmonics of flap motion by Individual Pitch
Control.



Chapter 6

Conclusions

In this work, a nonlinear differential aero-elastic model for three-bladed horizontal axis

wind turbine is developed and applied for control purposes. The novelties of this work

are both in the modelling and control.

With regard to the aero-elastic system, non-linearity that are neglected in other

models are taken into account in structural and aerodynamic aspects, although the

ordering schemes that simplify the equations are applied. Concerning the control ap-

proach, instead the classical tuning of general servo-controllers, such as PID or state

feedback controllers, the repetitive control strategy is considered to handle with tracking

reference command and/or rejecting periodic disturbances with a fixed period. Indeed,

since its introduction to the control community, this technique has distinguished it-

self by its high precision, simple implementation and little performance dependency on

system parameters.

The model is obtained through the Euler Lagrange formulation, whereas the aerody-

namic loads are obtained using a quasi-steady strip theory. The model includes a detail

representation of tower shadow and wind shear modules which are often approximated

or neglected in existing models. Both, wind shear and tower shadow, cause consid-

erable fluctuations in the aerodynamic loads of wind turbine parts such that periodic

components result in turbine angular velocity, flap bending moment and flap displace-

ment. Therefore, strategies for mitigating these fluctuations are developed in both

non-rotating and rotating reference systems. A Repetitive control theory is introduced

93
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and a "spatial" repetitive-PD controller, acting on collective pitch algorithm, is also

proposed for the rejection of a periodic disturbance and of the periodicity characteristic

of wind turbines. The results show that, contrary to a simple PI controller, the spatial

repetitive-PD controller has the capability to reject both kind of disturbances. In ad-

dition, a repetitive individual pitch controller has been applied for vibratory flapping

moment induced by wind shear, combined with a PI collective control for angular veloc-

ity. For both problems, the proposed repetitive controller has demonstrated to be very

successful, remarkably more effective than classical PI controller: it is capable of reject-

ing the periodic perturbations introduced, while tracking the nominal angular velocity.

All the harmonic components of the flapping moment have been reduced by the appli-

cation of the repetitive individual pitch controller. Furthermore, tower shadow effect

is considered, such that harmonic components related to the flapping bending moment

increase with respect to constant wind case and wind shear one. A simple PI control

design has been derived using a multi-blade transformation (Coleman transformation)

for the individual pitch control combined with a PI collective control for angular veloc-

ity. The proposed design control is applied to a harmonic content till to the 4P. For all

cases considered, the proposed multi-harmonic individual control has demonstrated to

be very successful, reducing all the harmonic components of the flapping moment. How-

ever, by applying the 3P Coleman transformation a complete 3P frequency cancellation

is not reached even if the 0P component of tilt and yaw moments is controlled.

Future works should include the improvement of aero-elastic model with: i) the

inclusion of the dynamic stall; ii) the modeling of lag motion of the blades, which plays

a crucial role in aero-elastic stability; iii) the capability to model rotors with unbalanced

blades (e.g. due to mechanical or structural problems during life cycle). Furthermore,

a crucial effect that should be taken into account for on-shore wind turbine is the Soil-

Structure Interaction (SSI) that is affected by different parameters including turbine

size, foundation type (spread foundation, mono pile, pile group with cap and anchored

spread foundation), and soil properties. From a practical point of view, the proposed

controller needs the use of sensors for both load monitoring on the blades and inflow

measurements. Structural sensors can be highly accurate but only respond to loads

after they occur. Inflow sensor detects changes sooner, but is sensitive to errors in
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the models that relate aerodynamic variables to loads. The wind turbine environment

produces challenging operating conditions for load sensors. Access and maintenance are

difficult and the sensors may be exposed to precipitation, ice, dirt, insects and lightning.

Therefore, the development of robust sensor technologies for wind turbines is needed in

order to improve their performances.
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Appendix A

Examples of transfers between

rotating frame and fixed frame of

reference

This appendix contains analytical derivations of two load transfers between the rotating

and fixed frame of reference. We restrict the transformation to the tilting moment.

The tilting moment is dependent of the flap-wise blade root moments as shown in the

following equation.

Mtilt =
2

3

3∑
i=1

My,i cos(ψi) (A.1)

Where Mtilt is the tilt component of the flap-wise moment in the 1P transformed

system,My,i is the flapping moment related to the blade i = 1, 2, 3 and ψi is the angular

position of the blade i. For three bladed turbine the angular position related to a generic

blade is:

ψi = ψ +
2π(i− 1)

3
.
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A.1 1P Coleman transformation of the 1P-2P load

components present in the blade root moment

When the signal has only the 2P component which is

My,i = cos(2ψi) (A.2)

by the application of (A.1), the following equation for the total tilting moment can be

obtained:

Mtilt =
2

3

[
cos(2ψ) cos(ψ) + cos 2(ψ +

2π

3
) cos(ψ +

2π

3
) + cos 2(ψ +

4π

3
) cos(ψ +

4π

3
)

]
.

(A.3)

By using the trigonometric rule cos(A) cos(B) = 1
2 [cos(A−B) + cos(A+B)]:

Mtilt =
2

3

[
1

2

(
cos(ψ)+cos(3ψ)+cos(ψ+

2π

3
)+cos(3ψ)+cos(ψ+

4π

3
)+cos(3ψ)

)]
(A.4)

and cos(A+B) = cos(A) cos(B)− sin(A) sin(B)

Mtilt = cos(3ψ)+
1

3

[
cos(ψ)+cos(ψ) cos(

2π

3
)−sin(ψ) sin(

2π

3
)+cos(ψ) cos(

4π

3
)−sin(ψ) sin(

4π

3
)

]
(A.5)

with

− sin(ψ) sin(
2π

3
)− sin(ψ) sin(

4π

3
) = −

√
3

2
+

√
3

2
= 0

cos(
2π

3
) = cos(

4π

3
) = −1

2

(A.6)

it is obtained:

Mtilt = cos(3ψ) +
1

3

[
cos(ψ)− 1

2
cos(ψ)− 1

2
cos(ψ)

]
= cos(3ψ). (A.7)

This means that any 2P loads present in a signal (in this case in the blade root flapping

moment) will results in 3P loads in the fixed FOR.

Furthermore when a 1P Coleman transformation is used for 1P load component

present in a signal that is

My,i = cos(ψi) (A.8)
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the resulting tilt moment is

Mtilt =
2

3

[
cos2(ψ) + cos2(ψ +

2π

3
) + cos2(ψ +

4π

3
)

]
. (A.9)

Thus by assuming the trigonometric rule cos(A+B) = cos(A) cos(B)− sin(A) sin(B)

cos2(ψ +
2π

3
) =

1

4
cos2(ψ) +

√
3

4
sin(ψ) cos(ψ) +

3

4
sin2(ψ)

cos2(ψ +
4π

3
) =

1

4
cos2(ψ)−

√
3

4
sin(ψ) cos(ψ) +

3

4
sin2(ψ)

(A.10)

and the resulting tilt moment is:

Mtilt =
2

3

[
3

2
cos2(ψ) +

3

2
sin2(ψ)

]
= 1 (A.11)

Summarizing, any 1P load in the rotating FOR will results in a 0P component in

the fixed FOR , also the 2P signal component in the rotating FOR Will results in 3P

component.
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