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Introduction

The cosmic rays spectrum spans a huge energy interval up to 1020 eV or

more. Since the discovery of the cosmic radiation in 1912, many experimen-

tal efforts have been devoted to the study of cosmic ray properties. The

study of the energy spectrum and mass composition in the energy range

1− 10000 TeV has been an active field for many years, with various methods

and techniques applied. The study of the properties of Cosmic Rays offers

an unique opportunity to investigate several non–thermal phenomena, ob-

taining information about the early evolution of the Universe. Due to the

extreme variability of the flux intensity two broad classes of experimental

techniques have been developed: direct and indirect measurements. Direct

measurements can access only the low energy region because of the restricted

dimension and the limited exposure of the detector. Otherwise they can di-

rectly measure the energy and the composition of the cosmic radiation. The

indirect technique based on the measurement of the extensive air showers

with surface arrays allows the detection of events produced by primaries

with energy up to 1020 eV. This technique relies on Monte Carlo simulations

in order to unfold the relevant information about the primary particle from

the collected data sample. Unfortunately, despite a great experimental ef-

fort and a huge amount of data collected, several questions concerning the

acceleration and propagation mechanisms, the origin of the knee and the

composition at the knee are still under discussion and investigation. In the

energy region (1÷100) TeV, in particular, direct measurements of the cosmic

ray flux made with emulsion chamber experiments (RUNJOB and JACEE)
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2 Introduction

show large discrepancies and uncertainties. Recent measurements made by

new generation balloon–borne experiment (CREAM) show that the proton

and helium spectra in the range (2 ÷ 250) TeV are harder than in the low

energy region. The CREAM data, however, present large uncertainties at

the highest energies. Since proton and helium nuclei are the bulk of cosmic

ray particles at energies below the knee (∼ 3. × 1015 eV) the study of the

spectrum at these energies is of primary importance. A better understand-

ing of these topics can be obtained by extending the indirect measurements

in the low energy region covered by balloons or satellite. The study of the

composition around the knee plays an important role in the understanding

of the origin of the knee itself. Since the direct measurements cannot be

performed at energies E > 100 TeV the composition at the knee must be

studied by extensive air shower experiments. Showers produced by different

primaries present several differences that are covered by large variations of

the primary energy, uncertainties in the hadronic interaction models and by

shower fluctuations. A detailed measurement of the lateral particle density

distribution can be used in order to discriminate showers induced by different

primaries.

The ARGO–YBJ experiment is a full–coverage extensive air shower array

operating at the Yangbajing international cosmic ray observatory in Tibet

(P.R. China) at about 4300 m. The detector is a full–coverage array of RPC

chambers covering an area of about 104 m2 and providing a high resolution

image of the shower front. Due to its characteristics (full–coverage, high al-

titude, high segmentation) the ARGO–YBJ experiment can detect extensive

air showers with a low energy threshold. The detector was designed and built

in order to explore the cosmic ray spectrum in the energy range (1÷104) TeV

and is able to overlap the direct measurements in a wide energy range below

100 TeV, an energy region not accessible by other EAS experiments. The

ARGO–YBJ observable is the multiplicity of the shower, namely the space

time distribution of the charged particles in the shower front. Due to shower

fluctuations the energy distribution of the primary cosmic rays cannot be

related to the observed multiplicity distribution and must be evaluated by

means of an unfolding procedure. This is a classical unfolding problem that

can be dealt with the bayesian technique.

In this work the measurement of the cosmic ray spectrum in the energy range

(1÷ 103) TeV is presented by using a bayesian approach. In the first chapter

the general properties of the cosmic ray energy spectrum and composition
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are summarized and the open questions are discussed. In chapter 2 and

3 the characteristics and performances of the ARGO–YBJ detector are de-

scribed. In chapter 4 the bayesian unfolding method, used in this analysis,

is described. Chapter 5 is devoted to the data analysis and the results.
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CHAPTER 1

Spectrum and composition of cosmic rays

The primary cosmic radiation is made of particles reaching the Earth’s at-

mosphere from outside the Solar System. They are essentially composed by

protons, helium nuclei, a small fraction of heavier nuclei, electrons and pho-

tons. Although already discovered in 1912, cosmic rays sources and propaga-

tion mechanisms are still subject of intense research. Understanding cosmic

rays origin and propagation through the interstellar medium is a fundamen-

tal problem which has several implications on models of the structure of the

universe. During the last decades several progresses have been made and the

picture of cosmic rays observations is now evolving. One of the difficulties

related to the study of the cosmic rays properties is that cosmic rays are

essentially composed by charged particles that are being scattered by the

galactic magnetic field. During the propagation in the interstellar medium

cosmic rays lose their original direction and the flux at Earth is essentially

isotropic. The only observable quantities which can give us some informa-

tions are the energy distribution and the elemental composition of primary

cosmic rays. At highest energies, above 1018 eV there is a chance of locating

emission sources by searching for anisotropies. The observation techniques

can be grouped into two broad classes: direct and indirect measurements. At

energies below 1014 eV the flux of cosmic rays is sufficiently large that the in-

dividual nuclei can be studied with flying detectors like balloon or satellites.

Direct measurements with satellite or balloon–borne detectors can determine

5



6 Spectrum and composition of cosmic rays

the energy and the mass of the primary particle only in the low energy region

(up to a few hundreds of TeVs) due to the strong decrease of the cosmic ray

flux. From this kind of experiments we know that the majority of particles

are nuclei of elements from hydrogen to iron. Magnetic spectrometers can

provide information about the cosmic ray flux and composition at very low

energies. Ground based experiments are characterized by a long exposure

time and a large collecting area. These features are needed to investigate

the rapidly decreasing cosmic ray flux with increasing energy. These kind of

experiments, however, cannot identify the mass of the primary particle that

produced the shower. In the high energy region we rely only on observations

extensive air showers (EAS) providing indirect information about the energy

and the mass of cosmic rays particles. The information needed is inferred

from the particle cascades initiated by the interaction of cosmic rays in the

Earth’s atmosphere. This technique requires a very good knowledge of the

EAS development in the atmosphere and of the interaction mechanisms of

high energy particles with air. Monte Carlo simulations are used as reference

patterns. Despite the large amount of data collected by air shower exper-

iments the determination of the spectrum and of the composition presents

several open questions.

1.1 Energy Spectrum

The all–particle spectrum is the energy spectrum of all primary cosmic rays

and does not take into account the charge or the mass, so it comprises all

the species of elements and all of isotopes. This spectrum spans a very wide

energy range from less than 1 GeV up to 1011 GeV. Apart from particles pro-

duced during solar flares the primary cosmic rays come from outside the solar

system. At very low energies the flux of galactic cosmic rays is modulated by

the solar activity. There’s a significant anticorrelation between solar activity

(T ∼ 11 yr) and the intensity of the flux at energies below 10 GeV. The flux

of low energy particles decreases during periods of high solar activity and

reaches the maximum during the low activity phase. The flux at very low

energies is also influenced by the Earth’s magnetic field and the intensity of

the cosmic radiation in the GeV range depends on the time and the loca-

tion. Above the energies of 10 GeV, where the flux is no longer influenced

by Earth’s magnetic field modulated by solar activity, the cosmic ray spec-

trum is well described by a power law dN/dE ∝ E−γ. As can be inferred
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from figure 1.1 there is a prominent change of the spectral index at ener-

gies around 1015 eV, generally referred as the knee [1]. At energies around

1018 eV another change of the spectral index occurs, known as the ankle,

and the spectrum becomes harder again. Values of the spectral index are

γ ≈ 2.7 below E ≈ 4 · 1015 eV, above this energy the spectral index changes

to γ ≈ 3.1. Many experiments have performed and published measurements

of the cosmic ray spectrum in the knee region and up to the highest energies,

as reported in figure 1.1. The individual measurements are in agreement

and shows a change of the spectral index at E ≈ 4 · 1015 eV. The origin

of the knee is still an unresolved question in cosmic rays research. Nearly

the totally of the cosmic rays particles is thought to be of galactic origin.

The ankle can be interpreted as a transition between the galactic and extra–

galactic component. At the far end of the spectrum, above ∼ 5 · 1019 eV, the

cosmic ray flux is expected to be strongly suppressed due to the interaction

with the cosmic microwave background (CMB). This feature is known as

Greisen–Zatsepin–Kuzmin (GZK) cutoff [2, 3]. Since heavier nuclei are de-

stroyed by photo–disintegration the flux at the highest energies is expected

to be dominated by protons. Protons lose energy while propagating through

the CMB field: the most important energy loss mechanism is the pion photo

production with an energy threshold of about 6 · 1019 eV. The suppression

of the flux above this energy was observed by the HiRes [4] and Auger [5]

experiments. Above the GZK cutoff energy cosmic rays cannot travel more

than ∼ 20 Mpc and the observation of a possible extension of the cosmic ray

spectrum would indicated a local origin for these particles.

1.2 Composition

All the elements of the periodic table have been found in cosmic rays. For ele-

ments lighter than nickel the individual energy spectrum has been measured.

The relative abundance is shown in figure 1.2, compared with the abundance

of elements in the solar system. The two distributions look very similar,

however there are some differences that reveal information about the accel-

eration and the propagation of cosmic rays. Lighter elements like lithium,

beryllium and boron are more abundant in cosmic rays rather than in the

solar system. Since these nuclei are not present in the final products of stel-

lar nucleosynthesis, they are assumed to be produced in spallation processes

of the more abundant carbon, nitrogen, oxygen and iron nuclei during their
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Fig. 7. All-particle cosmic-ray energy spectrum as obtained by direct measurements above the atmosphere by the ATIC [219,220], PROTON [221], and

RUNJOB [222] as well as results from air shower experiments. Shown are Tibet AS⌃ results obtained with SIBYLL 2.1 [223], KASCADE data (interpreted

with two hadronic interaction models) [224], preliminary KASCADE-Grande results [225], and Akeno data [226,33]. The measurements at high energy are

represented by HiRes-MIA [227,228], HiRes I and II [229], and Auger [169].

Fig. 8. All-particle energy spectra in the knee region. Results from direct measurements by Grigorov et al. [221], JACEE [230], RUNJOB [222], and SOKOL

[231] aswell as from the air shower experiments Akeno 1 km
2
[226], BASJE-MAS [232], BLANCA [173], CASA-MIA [163], DICE [182], EAS-TOP [233], GAMMA

[234], GRAPES-3 [235], HEGRA [174], KASCADE electrons and muons interpreted with two hadronic interaction models [224], hadrons [236], and a neural

network analysis combining different shower components [237], KASCADE-Grande (prelinimary) [238], MSU [239], Mt. Norikura [240], Tibet AS⌃ [241]

and AS⌃ -III [223], as well as Tunka-25 [176].

3.1. Galactic cosmic rays

Many groups have published results on the all–particle energy spectrum from indirect measurements in the knee

region ( 10
15

eV). The spectra obtained are compiled in Fig. 8. The ordinate has been multiplied by E2.5
0

. The individual

measurements agree within a factor of two in the flux values and a similar shape can be recognized for all experiments

with a knee at energies of about 4 PeV. Also shown are results for the all-particle flux as obtained by direct observations

Figure 1.1: All-particle spectrum of cosmic rays measured with direct detectors

and air shower experiments For a better visualization of the knee the flux was

multiplied by E2.5. See [6] for references.

journey through the Galaxy. The cosmic rays accelerated in their sources

propagate towards the Earth through the interstellar medium. Heavier nu-

clei can interact with the ISM and fragment into lighter elements. For this

reason they are usually called secondary cosmic rays. The cosmic rays as

they are observed near Earth consist therefore in a mixture of a primary and

a secondary component. Since the spallation cross section is known at GeV

energies from the accelerator data, the ratio between secondary and primary

cosmic rays can be used as an estimator of the propagation path length and

of the residence time of cosmic rays in the Galaxy. Also the measurements

of the isotopic composition can provide information about the cosmic ray

transport in the galaxy. As an example the measure of the boron to carbon

ratio as a function of energy can be used to estimate the propagation path

length. Recent measurements of the B/C ratio have been performed by the

TRACER experiment [7]. The PAMELA collaboration has also presented
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the measurements of the fluxes of boron and carbon [8]. Usually lighter el-

ements (p, He) are referred as the light component, while the heavier ones

(CNO, NeMgSi, Fe) are referred as the heavy component.

296 J. Blümer et al. / Progress in Particle and Nuclear Physics 63 (2009) 293–338

Fig. 1. All-particle energy spectrum of cosmic rays as measured directly with detectors above the atmosphere and with air shower detectors. At low
energies, the flux of primary protons is shown.

Fig. 2. Abundance of elements in cosmic rays as a function of their nuclear charge number Z at energies around 1 GeV/n, normalized to Si = 100 [40].
Abundance for nuclei with Z ≤ 28 according to [41]. Heavy nuclei as measured by ARIEL 6 [42,43], HEAO 3 [44], SKYLAB [45], TIGER [46], TREK/MIR [47,
48], as well as UHCRE [49]. In addition, the abundance of elements in the solar system is shown according to [50].

decreases as a function of energy, which is frequently explained in Leaky Box models by a rigidity-dependent2 decrease of
the path length of cosmic rays in the Galaxy Λ(R) = Λ0(R/R0)

−δ . Typical values are Λ0 ≈ 10–15 g/cm2, δ ≈ 0.5− 0.6, and
R0 ≈ 4 GV as reference rigidity.

Cosmic-ray particles are assumed to propagate in a diffusive process through the Galaxy, being deflected many times
by the randomly oriented magnetic fields (B ∼ 3 µG). The nuclei are not confined to the galactic disc, they propagate in
the galactic halo as well. The scale height of the halo has been estimated with measurements of the 10Be/9Be-ratio by the
ISOMAXdetector [52] to be a fewkpc. The abundance of radioactive nuclei in cosmic raysmeasuredwith the CRIS instrument
yields a residence time in the Galaxy of about 15 × 106 years for particles with GeV energies [53].

2 Rigidity is defined as particle momentum divided by its charge R [V] = p/z.

Figure 1.2: Relative abundance of elements found in cosmic rays as a function

of the nuclear charge Z (referred to Silicon). The abundance of elements in the

solar system is also shown.

1.3 Production and acceleration

After almost 100 years from the first observation of the cosmic radiation,

the origin of cosmic rays is not yet fully known. Since the abundance of

elements in cosmic rays is very similar to the abundance of elements in the

solar system it indicates that cosmic rays are regular matter accelerated to

very high energies. The bulk of cosmic rays is assumed to be accelerated

in the shock waves of supernova remnants. This feature was discovered by

Baade and Zwicky [9] in 1934. Supernova remnants were proposed as cosmic

rays sources due to energy balance considerations [10]. The power necessary

to produce the galactic cosmic rays can be estimated as

LCR =
vDρE
τr
' 5 · 1040 erg/s (1.1)

where vD is the volume of the galactic disk, τr is the residence time in the

disk and ρE is the energy density of cosmic rays (about 1 eV/cm3). Com-

paring the results in eq. 1.1 with the typical power released in a supernova
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explosion it results evident that the shock waves of supernova remnants can

be one of the possible acceleration site for galactic cosmic rays. The accel-

eration mechanism has remained unclear until Fermi proposed a model of

acceleration which involves the interaction of particles in galactic magnetic

field [11]. This lead to the so–called first order Fermi mechanism in which the

responsible for the acceleration of cosmic ray is the shock front produced in

a supernova explosion. At present it is believed that cosmic rays are acceler-

ated in a process called diffusive shock acceleration (DSA) [12, 13]. The basic

idea is that a charged particle can gain an amount of energy ∆E ∝ E every

time the particle passes from the upstream unshocked region to the down-

stream shocked region and back. At each passage between the upstream and

downstream region there is a probability that the particle can escape the

shock and propagate through the Galaxy. This process leads naturally to

a power law spectrum like N(E) ∝ E−γ. The highest energy particles are

those that have remained longer in the shock region. After a time T the

maximum energy can be written as

Emax ∼ Zeβs ·B ·TVs (1.2)

in which βs = Vs/c is the velocity of the shock. This leads to an upper limit

assuming that the minimum diffusion length is equal to the Larmor radius

of a particle of charge Ze in a magnetic field B. Using typical values for

supernovae Emax ≈ Z × 1014 eV [14]. More recent estimates give a value

for the maximum energy up to one order of magnitude larger [15]. Highest

energies can be reached by introducing the reaction of accelerated particles

onto the accelerator. Cosmic rays generate the magnetic structure in which

they are scattered, therefore the acceleration time can be reduced and the

maximum energy can reach larger values. Evidences of particle acceleration

in supernova remnants come from the observations of non–thermal radio,

X–ray and gamma–ray radiation. The observation of non–thermal X–rays in

young SNRs indicates the presence of electrons in the 10 ÷ 100 TeV energy

range that emit synchrotron radiation [16]. From the data of the H.E.S.S.

experiment it is established that there are high energy cosmic ray particles

in the shell of a supernova remnant. The measured γ–ray energies imply

the efficient acceleration of particles up to energies greater than 100 TeV,

moreover the spectral index of the observed radiation is compatible with

the predictions of shock acceleration in SNRs [17]. The flux of cosmic rays

is nearly isotropic up to the highest energies. The isotropy is due to the
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interaction with the cosmic rays with the galactic magnetic field. Since the

Larmor radius of a 1 PeV proton in the galactic magnetic field (B ≈ 3µG) is

about 0.4 pc there’s no possibility to find any point sources of galactic cosmic

rays. The current paradigm for the cosmic ray acceleration is based on a

continuous distribution of sources that leads to a simple power–law spectrum

for all the elements. A variation from the simple power law spectrum could

indicate a non–uniform distribution of sources. For energy above the knee

there are no obvious candidates, although several objects like Gamma Ray

Bursts or active galactic nuclei can be listed as possible sources.

1.4 Recent observations

Many experimental efforts have been devoted to the study of the cosmic

ray properties. The indirect measurements in the region of the hundreds of

TeVs show an overall agreement within a factor of two [18], while the direct

measurements have to cope with the systematic uncertainties due to analysis

of data taken during different flights. Direct measurements have provided a

measurement of the flux at energies up to∼ 1011 eV/nucleon. In figure 1.3 the

measurement of the proton and helium spectra performed by several balloon–

borne experiments is reported. At higher energies the measurements made

by the balloon–borne emulsion chambers RUNJOB [19, 20] and JACEE [21]

show large discrepancies and uncertainties. A New generation balloon–borne

active experiments can perform longer flight and increase higher statistics at

the highest energies. Recent more precise measurements of the cosmic ray

flux have been carried out by the balloon-borne CREAM experiment [22, 23]

during a long duration flight. These measurements show that the proton and

helium spectra in the range (2.5÷250) TeV are both flatter than in the lower

energy measurements.

1.5 Open questions

1.5.1 Proton and helium spectra

Despite the large amount of data collected by several experiments there are

several open questions concerning the energy spectrum and the composition

of cosmic rays. The evolution of the proton and helium spectra can be an



12 Spectrum and composition of cosmic rays
The Astrophysical Journal, 728:122 (8pp), 2011 February 20 Yoon et al.

)-1Energy (GeV nucleon

10 210 310 410 510 610

1.
75

)
-1

 (
G

eV
 n

uc
le

on
-1

 s
 s

r)
2

 (
m

2.
75

 E×
 F

lu
x 

210

310

410

510

p

He

Figure 3. CREAM proton and helium differential F lux·E2.75 in GeV nucleon−1

at the top of the atmosphere. The CREAM proton and helium spectra (filled
circles) are shown together with previous measurements: BESS (squares),
CAPRICE98 (downward triangles), AMS (open circles), ATIC-2 (diamonds),
JACEE (stars), and RUNJOB (crosses). The lines represent power-law fits with
spectral indices of −2.66 ± 0.02 for protons and −2.58 ± 0.02 for helium
nuclei, respectively.

The proton to helium ratio as a function of energy provides
insight into whether the proton and helium spectra have the
same spectral index. This has long been a tantalizing question,
mainly because of the limited energy range individual experi-
ments could cover. The ratio from the first CREAM flight pro-
vides a much needed higher energy, low-statistical uncertainty,
measurement. The ratio is compared with previous measure-
ments in Figure 4: ATIC-2, CAPRICE94 (Boezio et al. 1999),
CAPRICE98, JACEE (Asakimori et al. 1993b), LEAP (Seo et al.
1991), and RUNJOB. The CREAM ratios are consistent with
JACEE where its measurement energy range overlaps. The mea-
sured CREAM ratio at the top of the atmosphere is on average
9.1 ± 0.5 for the range from 2.5 TeV nucleon−1 to 63 TeV
nucleon−1, which is significantly lower than the ratio of ∼20
obtained from the lower-energy measurements.

5. DISCUSSION AND CONCLUSION

The energy spectra of primary cosmic rays are known with
good precision up to energies around 1011 eV, where magnetic
spectrometers have been able to carry out such measurements.
Above this energy the composition and energy spectra are not
accurately known, although there have been some pioneering
measurements (Müller et al. 1991; Asakimori et al. 1998;
Apanasenko et al. 2001). The collecting power of CREAM
is about a factor of two larger than that of ATIC for protons
and helium nuclei and, considering the much larger geometry
factor of the TRD, about a factor of 10 larger for heavier nuclei.
TRACER has a larger geometry factor than CREAM, but a
smaller dynamic charge range (Z = 8–26) was reported for its
10 day Antarctic flight. Although its dynamic charge range was
improved to Z = 3–26 for its ∼4 day flight from Sweden to
Canada in 2006, it is still insensitive to protons and helium
nuclei.

The CREAM payload maintained a high altitude, correspond-
ing to an atmospheric overburden of 3.9 g cm−2 for vertically
incident particles. That implies about 6.8 g cm−2 at the maxi-
mum acceptance angle for this analysis, which is the smallest
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Figure 4. Ratio of protons to helium nuclei as a function of energy in
GeV nucleon−1. The CREAM (filled circles) ratio of proton to helium is
compared with previous measurements: ATIC-2 (diamonds), CAPRICE94
(upward triangles), CAPRICE98 (downward triangles), LEAP (open circles),
JACEE (stars), and RUNJOB (crosses).

among comparable experiments. For example, the average ver-
tical depth for RUNJOB was more than twice that of CREAM,
due to its low flight altitude. Considering the RUNJOB accep-
tance of particles at large zenith angles, its effective atmospheric
depth was as large as 50 g cm−2. For that depth, large corrections
are required to account for the fact that 41% of protons would
have interacted before reaching the detector.

The CREAM calorimeter is much deeper than either that of
JACEE or RUNJOB, so it provides better energy measurements.
CREAM also has excellent charge resolution, sufficient to
clearly identify individual nuclei, whereas JACEE and RUNJOB
reported elemental groups. Our observation did not confirm a
softer spectrum of protons above 2 TeV reported by Grigorov
et al. (1970) or a bend around 40 TeV (Asakimori et al.
1993a). An increase in the flux of helium relative to protons
could be interpreted as evidence for two different types of
sources for protons and helium nuclei as proposed by Biermann
(1993). The observed harder spectra compared to prior low-
energy measurements may require a significant modification
of conventional acceleration and propagation models, with
significant impact for the interpretation of other experimental
observations.

The CREAM experiment was planned for Ultra Long Du-
ration Balloon (ULDB) flights lasting about 100 days with
super-pressure balloons. While waiting for development of
these exceptionally long flights, the CREAM instrument has
flown five times on LDB flights in Antarctica. It should be
noted that a 7 million cubic foot (∼0.2 million cubic meters)
super-pressure balloon was flown successfully for 54 days dur-
ing the 2008–2009 austral summer season. As ULDB flights
become available for large science payloads, long-duration ex-
posures can be achieved faster and more efficiently with reduced
payload refurbishment and launch efforts. Whatever the flight
duration, data from each flight reduces the statistical uncertain-
ties and extends the reach of measurements to energies higher
than previously possible.

This work was supported in the U.S. by NASA grants
NNX07AN54H, NNX08AC11G, NNX08AC15G,
NNX08AC16G, and their predecessor grants, in Italy by INFN,
and in Korea by the Creative Research Initiatives of MEST/
NRF. The authors wish to acknowledge NASA/WFF for
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Figure 1.3: Measurements of the proton and helium spectra at the top of the

atmosphere from data of several baloon-borne experiment. Results from CREAM

[23] (filled circles) , BESS (squares), CAPRICE98 [24] (downward triangles),

ATIC–2 [25] (diamonds), AMS [26] (open circles), RUNJOB (crosses) and JACEE

(stars) are reported.

indication of different population of cosmic ray sources or acceleration sites.

According to the DSA theory the spectral index does not depend on the mass

of the elements. A possible explanation the difference between proton and

helium spectra is that protons and helium nuclei are coming from different

sources or acceleration sites. Since a single class of sources cannot provide

different spectral indexes for different masses, at least two kind of sources are

needed [27]. Each class of sources can produce a power law spectrum with

its specific spectral index and maximum energy, therefore the galactic cosmic

rays are essentially a mixture of particles accelerated by different sources. In

many models [28, 29] the responsible for the acceleration of cosmic rays up to

the knee are the explosions of normal supernovae directly into the interstellar

medium and the explosion of massive stars into their former stellar wind, like
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Wolf–Rayet stars. If elements heavier than hydrogen are accelerated in the

latter sources their spectra would be harder than the spectrum of protons.

The explosion of normal supernovae into a homogeneous stellar medium leads

to the acceleration of protons up to ∼ 105 GeV. The spectral hardening

can be connected also to the anisotropy of cosmic rays at energies around

10 TeV observed by the Milagro experiment, which observed two regions of

excess with high significance [30]. These two regions are inconsistent with

pure gamma–ray emission. Moreover the energy spectrum of one of these

two regions is different from the spectrum of the isotropic cosmic rays and

can be described as a harder proton spectrum with a cutoff. The same

regions have been observed also by the ARGO–YBJ experiment [31]. Another

possible explanation is that most massive stars are born in association and

they explode as supernovae near their parent molecular clouds. The effect

of supernova explosions in a small region of the Galaxy is the formation of

large bubbles (superbubbles) of very hot material. Superbubbles are one

of the greatest injector of energy in the Galaxy. Most massive stars are in

dense clusters called OB associations, each containing several hundreds of

stars. OB associations have been proposed as a candidate source of galactic

cosmic rays due to energy balance considerations [32]. This hypothesis is

also supported by the observation of the isotopic abundance of heavy nuclei

[33]. These sources can produce different power–law spectrum for protons

and helium nuclei because in the stellar wind and in supernova explosion

the hydrogen has a lower density and a higher velocity rather than helium,

therefore the fraction of helium nuclei in the center of the superbubble is

higher than in the outer region [34]. The energy spectrum at the source can

also be harder than previous hypothesis based on the low–energy data. The

hardening can be related to the predicted concavity of the spectrum before

the knee region [35]. In diffusive shock acceleration the accelerated particles

can amplify the magnetic field close to the shock surface. As a consequence

higher energy particles can gain energy faster. This feature could lead to

a hardening of the spectrum as the energy increases and deviations from a

single power law [36].

1.5.2 The origin of the knee

Despite the great experimental and phenomenological effort made to investi-

gate the knee region, the origin of the knee is still an unresolved question in
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cosmic ray physics. Several hypotheses about the origin of the knee have been

formulated [37]. Some hypotheses are related to the acceleration mechanisms

and the knee is due to the fact that the spectrum at the sources exhibits a

break. A special case is the single source model in which the structures in the

knee region are due to a single SNR from a near recent explosion [38]. An-

other possible explanation is that the knee is due to propagation effects. As

the energy increases the probability that a cosmic ray particle could escape

the galactic region increases. The Larmor radius of a proton in the galactic

magnetic field

rL = 1.08pc
E/PeV

Z ·B/µG

can become greater than the size of the galactic disk as the energy increases.

Above a certain energy the cosmic rays are not more confined into the Galaxy.

Other models state that the origin of the knee can be related to the interac-

tion of high energy protons with massive neutrinos or the photodisintegration

in dense photon field. Experimental observations rule out these models with

a high confidence level. The origin of the knee can also be related to new

physics in the elementary particle interactions in the atmosphere. A certain

amount of the total energy may be transferred into non observed channels.

Actually the measurements indicate that the knee is probably due to a de-

crease of the flux of light elements. If the knee is due to a break in the

source spectrum or to the leakage of high energy particles from the Galaxy,

the energy spectra of elements of charge Z should exhibit a cutoff at energy

EZ
c = Z ·Ep

c , where Ep
c is the cutoff energy for protons. The knee in the all–

particle spectrum is due to the cutoff of protons and the spectrum at highest

energies becomes steeper due to the cutoff of elements with increasing atomic

number. In order to solve the knee “puzzle”a detailed measurement of the

energy spectrum of the single component or of the light and heavy group is

needed.

1.6 The role of the ARGO–YBJ experiment

In order to understand the behavior of the spectrum at TeV energies an to

investigate the composition at the knee an EAS experiment able to cover

a wide energy range is needed. The ARGO–YBJ experiment, described in

chapter 2, is a full–coverage array which is in full and stable data taking

at the Yangbajing International Cosmic Ray Observatory. The full–coverage



The role of the ARGO–YBJ experiment 15

technique and the high space granularity allow the measurement the distribu-

tion of the charged particles in the shower front with unprecedented detail,

leading to the possibility of a detailed study of the characteristics of the

showers. The ARGO–YBJ data can be used to investigate the shower space

time structure in order to obtain information about the processes that reg-

ulate the development of the shower in the atmosphere. Exotic phenomena

like multicore events can also be investigated. The detector is characterized

by a low energy threshold and high duty cycle. The high altitude allows the

detection of very small size showers before they are completely absorbed in

the atmosphere. Due to these characteristics a very wide energy range below

100 TeV can be explored, overlapping the direct measurements. Moreover

the detector can provide a high space–time resolution image of the front of

showers produced by cosmic rays with energies up to 104 TeV, allowing the

measurements of the energy spectrum and composition up to the knee region.

The position of the maximum of a shower produced by a primary with en-

ergy in the knee region occurs at the atmospheric depth of the ARGO–YBJ

experimental site, therefore it’s possible to investigate the characteristics of

showers in the knee region with very high detail.
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CHAPTER 2

The ARGO-YBJ experiment

The ARGO-YBJ experiment (Astrophysical Radiation with Ground-based

Observatory at YangBaJing) is a full coverage air shower detector designed

and optimized for the detection of cosmic rays with an energy threshold

of a few hundreds GeV. The detector consists of a single layer of resistive

plate chambers (RPCs) covering an area of about 104 m2 and providing a high

resolution image of atmospheric showers initiated by primaries of energies up

to 103 TeV. The shower array is able to monitor the northern emisphere in

the declination range −10◦ < δ < 70◦ with high duty cycle. The experiment

has been designed to cover a wide range of issues in γ-ray astronomy and in

cosmic rays physics.

2.1 Overview

The Argo-YBJ experiment [39, 40, 41] was designed and developed for the

detection of extensive air showers produced by cosmic rays interacting with

Earth’s atmosphere. The detector is located in the Yangbajing International

Cosmic Ray Observatory in the Tibet region (P. R. China) at an altitude

of about 4300 m a.s.l. (see figure 2.2). The site chosen for the experiment

is located in the village of Yangbajing (latitude [30◦ 60′ 38′′N ], longitude

[90◦ 31′ 50′′E]), about 90 km far from Lhasa.

17
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Figure 2.1: Landscape of the Tibet plateau and of the Yangbajing International

Cosmic Ray Observatory.

The experiment has been designed to cover a wide range of physical issues

both in γ-ray astronomy and in cosmic ray physics, among which are:

- γ -ray astronomy at a threshold of a few hundreds GeV

- Primary cosmic ray spectrum and composition in the (1÷ 10000) TeV en-

ergy range

- γ-ray burst at energies above 100 GeV

- Proton and anti-proton ratio at TeV energies

- Solar and heliosphere physics

- Extensive air shower properties.

The experiment was designed to operate in two independent acquisition

modes characterized by different energy threshold. This feature was de-

signed in order to extend the range of physical phenomena accessible by the

detector.

2.2 The ARGO-YBJ detector layout

The ARGO-YBJ detector consist on a single layer of 1836 resistive plate

chambers [40] (RPCs) covering an area of about 6700 m2. The RPCs are

arranged in a central full coverage carpet of about 5700 m2 surrounded by an

external ring (∼ 1000 m2) partially instrumented with additional 276 RPCs

in order to improve the reconstruction of showers with external cores. The
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Figure 2.2: Satellite view of the ARGO-YBJ experiment and the Yangbajing

village.

external ring also improves the angular resolution of the whole detector.

The detector layout is shown in figure 2.3. The detector has a modular

structure, the basic module is a cluster (5.72 × 7.64 m2) consisting in 12

RPCs (2.850 × 1.254 m2) each. Each RPC is read–out by 80 copper strips

(61.8×6.75 cm2) logically arranged in 10 pads (55.6×61.8 cm2). Each RPC is

also equipped with two large size electrodes called big pads (1.23× 1.39 m2).

The whole carpet is made of 153 clusters, 130 on the central full coverage

carpet and 23 on the guard ring. The full coverage carpet has an active area of

about 93%. All the environmental and detector parameters like atmospheric

pressure, external air temperature, humidity, high voltage and current drawn

by each RPC are continuously monitored.

2.2.1 Resistive Plate Chambers

Resistive Plate Phambers (RPCs) are gas detectors able to detect the passage

of a charged particle by ionization and multiplication processes that occur in

the gas mixture inside the chambers. The RPCs are frequently used in high

energy physics experiments thanks to a high detection efficiency (∼ 98%) and

relatively low production cost. The use of RPCs in a surface set-up allows

many practical advantages like easy mounting without mechanical support,

robust assembling and easy access to any part of the detector. The RPCs

are low noise detector usually operated for triggering and tracking purposes,
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2.3 L’apparato sperimentale 27

Figura 2.2: Schema del rivelatore ARGO e delle unità in cui è suddiviso. Il rivelatore

è costituito da 130 cluster nella parte centrale e 23 nell’anello esterno per un totale di

1836 camere RPC. Ogni cluster è formato da 12 camere RPC, a loro volta suddivise in

10 pad da 8 strip ciascuna.

2.3.1 Le camere RPC

Le camere RPC sono largamente utilizzate negli esperimenti di fisica delle alte

energie poiché sono rivelatori in grado di garantire prestazioni molto elevate, con

un’e�cienza di rivelazione pari a circa il 98% e una risoluzione temporale dell’or-

dine di 1 ns, ad un costo di produzione relativamente modesto. Gli RPC sono

dei rivelatori a gas in grado di rivelare il passaggio di particelle cariche mediante

processi di ionizzazione e moltiplicazione a cascata nella miscela di gas contenuta

al loro interno.

Il principio di funzionamento alla base di questo tipo di rivelatori è il processo di

ionizzazione. Quando una particella carica attraversa la miscela di gas, interagi-

sce con le molecole del mezzo attraverso un certo numero di processi di natura

Figure 2.3: Layout of the ARGO-YBJ detector.

however the layout of the chambers built for the ARGO-YBJ experiment

has been optimized for the detection of EAS secondaries. Each chamber

consists on two Bakelite foils, a polymer with a resistivity ρ ∼ 5 · 1011 Ω cm,

assembled to form a gas gap 2 mm wide. A grid of plastic cylindrical spacers

(10 cm pitch) is used in order to maintain the gas volume plane and flat.

A schematic layout of a RPC is reported in figure 2.4. In order to have a

homogeneous distribution of the high voltage to the Bakelite electrodes, a

layer of conductive material (graphite) is laid on the electrode surface. The

choice of a high-resistivity material for the electrodes is related to the need

of decreasing the dead time of the detector. In this way the signal formation

on the electrodes is a localized phenomena and the regions of the chamber

which are not interested in the ionization process remain sensitive.

The RPCs used in the ARGO-YBJ experiment are operated in streamer

mode at a voltage of about 7400 V with a gas mixture of Tetrafluoroethane

R134A, Isobutane and Argon in the proportion 75:10:15%. Argon is the

active component of the gas mixture while the other two components are

needed to quench the discharge by absorbing the ultraviolet photons and

secondary electrons emitted in recombination processes. The signal is picked

up inductively by using a strip panel consisting on a copper foil 17µm thick

cut into 80 strips (6.75 × 61.80 cm2 each) glued on a 0.2 mm thick film of

plastic material (PET). The time resolution of the order of ∼ 1ns and the

high space–time granularity allow the sampling of the shower front with
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Figure 2.4: Schematic cross–section of a resistive plate chamber used in the

ARGO-YBJ experiment

unprecedented detail. In order to extend the measurable energy range each

RPC is equipped with two large size electrodes (1.23×1.39 m2) which provide

a signal whose amplitude is expected to be proportional to the number of

charged particles detected. The characteristics of the two readout system

will be described in the next chapter.

2.3 Trigger Logic

The ARGO-YBJ experiment was designed to study a wide range of phe-

nomena both in γ–ray astronomy and in cosmic ray physics. The observ-

able quantity of the apparatus is the space–time distribution of the charged

particles in the shower front. Each shower is therefore characterized by a

particular space–time distribution of fired strips on the detector. In order to

discriminate events different both by nature and energy a trigger system has

to be implemented. The trigger system must distinguish between showers

produced by primaries of a few GeV, which are expected to produce only

a few hits on the detector surface, and showers with thousands of hits on

the detector. The trigger system of the ARGO-YBJ detector is based on

three subsystems: Low Multiplicity Trigger (LMT), High Multiplicity Trig-

ger (HMT) and Fast Trigger (FT) [42]. All these trigger algorithms select an

event on the basis of the time distribution of the fired pads and their mul-

tiplicity on the carpet. The low multiplicity trigger is based on a four level
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hierarchic architecture. The first level, called Level–0, analyzes the multiplic-

ity in groups of four contiguous clusters in a time window of about 150 ns.

The second level (Level–1) processes the signals coming from Level–0 and

search for a coincidence in groups of 12 clusters in a time window of 200 ns.

The third level (Level–2) and the fourth level (Level–3) search for a coinci-

dence in 65 clusters in 360 ns and in 130 clusters in 400 ns respectively. The

threshold for the LM trigger is set to 20 pads, corresponding to a maximum

event rate of about 3.5 kHz (see figure 2.5) with a dead time less than 4%.

Day

Tr
ig

ge
r r

at
e 

[H
z]

Figure 2.5: Values of the trigger rate for each day of the period January–March

2011.

2.4 Observation techniques

The ARGO–YBJ detector was designed to operate in two independent oper-

ation modes: the shower mode and the scaler mode.

2.4.1 Shower mode

The shower mode is based on the requirements that a minimum number of

pads must be fired in the central carpet with a defined space–time pattern.

For these events the position and time of any fired pads is recorded in order

to reconstruct the shower parameters like the core position, the shower size

and the arrival direction. For each fired pad the time and the mask of the

fired strips within the pad are recorded. Data recorded in shower mode will

be used in γ–ray astronomy and in cosmic ray physics. Moreover due to

the low energy threshold, the high angular resolution and the high detector
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stability the ARGO–YBJ experiment can measure the antiproton/proton flux

ratio via the observation of the Moon shadowing effect [43]. The results of the

analysis based on the data collected during the period between July 2006 and

December 2009 are reported in figure 2.6. Data taken since november 2007

AUTHOR et al. PAPER SHORT TITLE

2. the MC Moon shadow has been split into a “matter”
part plus an “antiproton” part, again so that the total
amount of triggered events remains unchanged:

ΦMC(mat) −→ ΦMC(r; mat + p̄) =

= (1 − r)ΦMC(mat) + ΦMC(p̄)

3. for each antiproton to matter ratio, the expected
Moon shadow R.A. projection ΦMC(r; mat + p̄) is
compared with the experimental one via the calcula-
tion of the likelihood function:

logL(r) =
B∑

i=1

Niln[Ei(r)] − Ei(r) − ln(Ni!)

where Ni is the number of experimental events in-
cluded within the i-th bin, while Ei(r) is the num-
ber of events expected within the same bin, which
is calculated by adding the contribution expected
from MC (ΦMC(r; mat+ p̄)) to the measured back-
ground.

Both methods described above give results consistent
within 10%. The r parameter which best fits the expec-
tations to the data turns out to be always negative, i.e. it
assumes non-physical values throughout the whole energy
range investigated. With a direct comparison of the R.A.
projections, the r-values which maximize the likelihood
are: -0.076±0.040 and -0.144±0.085 for 40≤N<100 and
N≥100, respectively. The corresponding upper limits with
90% confidence level (c.l.), according to the unified Feld-
man & Cousins approach [15], are 0.034 and 0.041, respec-
tively. Since the anti-shadow was assumed to be the mirror
image of the proton shadow, we assume for the antipro-
tons the same median energy. The p̄/p ratio is Φ(p̄)/Φ(p)
= 1/fp· Φ(p̄)/Φ(matter), therefore, being the assumed
proton fraction fp=73% for 40≤N<100 and fp=71% for
N≥100 [12], we obtain the following upper limits at 90%
c.l.: 0.05 for 40≤N<100 and 0.06 for N≥100. Notice that
the two values are similar, in spite of the different multi-
plicity interval. It is a consequence of the combination of
the two opposing effects of the angular resolution and of
the geomagnetic deviation.
In Fig. 4 the ARGO-YBJ results are shown with all the
available measurements. The solid curves refer to a theoret-
ical predictions for a pure secondary production of antipro-
tons during the CR propagation in the Galaxy by Donato
et al. [7]. The curves was obtained using the appropriate
solar modulation parameter for the PAMELA data taking
period [5]. The long-dashed lines refer to a model of pri-
mary p̄ production by antistars [8]. The rigidity-dependent
confinement of CRs in the Galaxy is assumed ∝ R−δ , and
the two curves represent the cases of δ = 0.6, 0.7. The dot-
dashed line refers to the contribution of p̄ from the annihi-
lation of a heavy dark matter particle [6]. The short-dashed
line shows the calculation by Blasi and Serpico [16] for
secondary antiprotons including an additional p̄ component
produced and accelerated at CR sources.
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Figure 4: The p̄/p flux ratio obtained with the ARGO-YBJ
experiment compared with all the available measurements
and some theoretical predictions (see text).

6 Conclusions

The ARGO-YBJ experiment is observing the Moon
shadow with high statistical significance at an energy
threshold of a few hundred GeV. Using all data collected
until November 2009, we set two upper limits on the p̄/p
flux ratio: 5% at an energy of 1.4 TeV and 6% at 5 TeV
with a confidence level of 90%. In the few-TeV range the
ARGO-YBJ results are the lowest available, useful to con-
strain models for antiproton production in antimatter do-
mains.
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Figure 2.6: The p̄/p flux measured by the ARGO–YBJ experiment compared

with the results of other experiments.

have been analyzed in order to look for a few–degree anisotropies in the arrival

directions of primary cosmic rays. Several regions with significant eccess of

events have been found, with a maximum energy of about 10 TeV [31]. In

figure 2.7 the ARGO–YBJ sky map is reported, showing the significance of

the observations.

2.4.2 Scaler mode

The lower energy limit of the detector (≈ 1 GeV) is reached by using the

scaler mode technique, in which the total counting rates of each cluster are

recorded at fixed time (500 ms) with no information on the arrival direction

and spatial distribution [44]. The counts from different pads of the same

cluster are put in coincidence in narrow time window of 150 ns. Four low

multiplicity channels are implemented for event multiplicities from > 1 to

> 4 with a mean measured counting rates of about ≈ 40 kHz, ≈ 2 kHz,
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Figure 2.7: ARGO–YBJ sky map in celestial coordinates showing the significance

of the observations.

≈ 300 Hz and ≈ 120 Hz respectively. The main component of the DAQ

system is composed of a series of scaler boards. Each board can manage

signals coming from 19 clusters and is connected to a master GPS clock in

order to receive a 10 MHz reference frequency. The counting rate of each

cluster and multiplicity channel is recorded in a fixed an programmable time

interval (i.e. 500 ms). Since The cosmic ray spectrum decreases very steeply

as the energy increases, most of the events detected with this operation mode

are related to particles coming from small air showers produced by primaries

in the 1 − 100 GeV energy range. The number of particles is too small to

reconstruct the shower parameters and is not possible to evaluate the energy

or the direction of the primaries. However it is possible to monitor the

counting rate of each cluster as a function of time in search of any possible

variation that can be related to cosmic phenomena like Gamma Ray Bursts.

The search for a GRB signal has been carried out in coincidence of the prompt

emission detected by satellites. In the period between December 2004 and

April 2011 131 GRBs occurred in the ARGO–YBJ field of view. For 110

of these the search of a high energy emission was performed, showing no

statistically significant signal [45]. In figure 2.8 the fluence upper limits in

the 1− 100 GeV energy range as a function of the zenith angle are reported.

The data taken in scaler mode can also be used to monitor the overall detector

stability.
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Figure 2: Fluence upper limits as a function of the zenith
angle in the 1-100 GeV range, obtained extrapolating the
measured keV-MeV spectra. Triangles represent GRBs
with measured redshift, circles GRBs assumed at z=1.

law spectrum and by considering the maximum number of
counts at 99% confidence level (c.l.), following equation
(6) in [9]. For this calculation, two different assumptions
are used for the power law spectrum: a) extrapolation of
the keV-MeV spectrum measured by the satellite experi-
ments, when available; b) a differential spectral index α =
-2.5. Since the mean value of spectral indexes measured by
EGRET in the GeV energy region is α = -2.0 [10], we ex-
pect that the true upper limits lie between these two values.
For GRBs with measured redshift, an exponential cutoff in
the spectrum is considered to take into account the effect
of extragalactic absorption, which is calculated using the
values given in [11]. When the redshift is not measured,
a value z = 1 is adopted. For the subset of 82 GRBs with
spectral index α measured by satellites, the fluence upper
limits have been calculated according to assumption a) and
they are shown in figure 2 as a function of the zenith angle.
For the subset of 18 GRBs with measured redshift, the flu-
ence upper limits for the two assumed spectra are shown
in figure 3. Since the measured low energy differential
spectral indexes for these GRBs are always greater than
-2.5, the higher upper limits refer to this extrapolation.
For 3 GRBs the measured low energy spectrum is a cutoff
power law, thus only the value obtained assuming α=-2.5
is shown. For the other GRBs the rectangles indicate the
upper limit range corresponding to differential spectral in-
dexes between the fixed value α=-2.5 and the low energy
measurement. For GRB090902B the resulting upper limit
range can be compared with observations by the LAT in-
strument on the Fermi satellite (circle in figure 3).
When using as the GRB spectrum the extrapolation of the
index measured by satellite experiments, an upper limit to
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Figure 3: Fluence upper limits of GRBs as a function of
redshift. The rectangles represent the values obtained with
differential spectral indexes ranging from α=-2.5 to the
satellite measurement. The 3 arrows give the upper lim-
its for the former case only (for GRBs with cutoff power
law spectrum). The circle shows the integral fluence in the
1-100 GeV range for GRB090902B as observed by LAT.

the cutoff energy can be determined at least for some GRBs
exploiting the ARGO−YBJ scaler mode data, with the fol-
lowing procedure. The extrapolated fluence is plotted to-
gether with the fluence upper limit as a function of the cut-
off energy Ecut. If the two curves cross in the 2-100 GeV
energy range, the intersection gives the upper limit to the
cutoff energy. For these GRBs we can state, with a 99%
c.l., that their spectra do not extend beyond this value of
Ecut, if the slope remains constant. Figure 4 shows the re-
sulting cutoff energy upper limits as a function of the spec-
tral index for the 19 GRBs with critical intersection in the
quoted energy range. For 4 of these (triangles in figure 4)
the measurement of the redshift allows the estimation of
the extragalactic absorption. When the GRB redshift is not
available, the value z=1 is adopted.

3.2 Stacked analysis

The search for cumulative effects by stacking all the GRBs
either in fixed time durations or in phases of∆t90 could en-
hance a possible signal, making it statistically significant,
even if the emission of each GRB is below the sensitiv-
ity of the ARGO−YBJ detector. In this case, less infor-
mation could be given compared to the single GRB coin-
cident detection, however we must consider that with the
stacked analysis we increase the sensitivity by increasing
the number of GRBs, while with the single GRB search we
decrease the sensitivity because of the increasing number

Figure 2.8: Fluence upper limits in the 1− 100 GeV energy range as a function

of the zenith angle obtained by extrapolating the measured keV −MeV spectra.

Triangles represents GRBs with measured redshift, circles GRBs assumed at z = 1.

2.5 Detector monitoring and data quality

The ARGO–YBJ experiment produces a large amount of data. One of the

major problem is to have fast and efficient tools to check the quality of the

data and to select them for analysis purposes. The ARGO–YBJ experiment

collects about 200 TB of data each year. A series of detector monitoring and

data quality check tools has been implemented by the collaboration. The

first step consists in the online monitoring of the detector operation. The

detector control system (DCS) has been designed to monitor the following

quantities:

- gap currents for each RPC, voltage of the RPC front–end electronics and

receiver board, the local temperature and the barometric pressure in the

experimental hall

- the applied voltage and the absorption current in each high–voltage channel

- the gas pressure.

In figure 2.9a and 2.9b the daily trends for pressure and temperature are re-

ported. These data are crucial for many detector check and allow the correla-
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tion of the RPC gap current with the environmental conditions. The second
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Figure 2.9: Monitoring of the environmental condition of the ARGO–YBJ de-

tector site. Values of pressure are reported in figure (a). Values for temperature

outside the building (black), inside (yellow), on the ground (purple) and on the

RPC carpet (red) are shown. Also the temperature of the gas at the beginning

(blue) and at the end (cyan) of the gas line are reported. Data were taken in

September 2011.

step consists on an online monitoring of the whole data taking process and of

the overall detector performance. These two steps are performed at Yangba-

jing laboratory. The data check manager (DCM) performs an offline analysis

of the detector operation and data consistency before the offline reconstruc-

tion of measured quantities. The monitoring of quantities like trigger rate or

azimuth and zenith distributions are a powerful method to check the quality

of the data taking. All the offline analysis are performed on dedicated com-

puter farms. Since a selection procedure of good data taking periods based

on the data quality and on the detector performance is needed for any kind

of analysis, a set of easy tools has been implemented [46]. These tools pro-

vide a list of good runs based on the parameters recorded by both the DCS

and the DCM and on the reconstructed parameters. Due to its geographical

position and the high altitude the working condition of the YBJ laboratory

are quite distinctive. The experimental site is characterized by a very low

average atmospheric pressure (about 600 mb) and the temperature in winter

can reach very low values. In order to study the detector performance in

these extreme condition a multi–layer RPC telescope has been installed near

the ARGO-YBJ detector. This telescope continuously monitors the detector
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efficiency and time resolution by using atmospheric muons [47]. In figure

2.10a and 2.10b a plot of the efficiency and time resolution monitoring with

respect to the room temperature is reported.

ARTICLE IN PRESS

changed between 18–19 and 25227 !C with a daily period. As a
consequence of the temperature effect, the efficiency and time
resolution of the detector changed correspondingly. It has already
been shown [10] that the correlation between the RPC perfor-
mance and the room temperature is maximum if a delay of 78 min
is accounted for. This delay is taken into account in all the
reported results. In Fig. 6(a), (b) and (c), respectively, the particle
detection efficiency of both test chambers and the single-chamber
time resolution are plotted as a function of the operational time.
The monitored room temperature is also shown. The duration of
all measurements is about 1 h. The efficiency is measured by
averaging over one chamber, while the time resolution is obtained
from the time-of-flight distribution on a specific pad number of
the two test chambers, as previously mentioned. Using all the data
taken in that period, the particle detection efficiency for RPC2 and
RPC3 (Fig. 7(a) and (b), respectively) and the single-chamber time
resolution (Fig. 7(c)) are found to be well correlated with the room
temperature, where the above mentioned delay of 78 min is
considered. In order to account for the accuracy of the
temperature measurements, in this correlation study the
experimental data were grouped in temperature bins of 0:5 !C.
Therefore, each efficiency point corresponding to a given
temperature bin is obtained as the weighted average of the

efficiency measurements within this bin, and the straight line
correlation fit was performed by using the weighted least squares
method. Concerning the single-chamber time resolution, the
value corresponding to a given temperature bin was obtained as
the simple average of the time-resolution measurements within
this bin, and the straight line correlation fit was performed by
using the basic least squares method. The resulting expressions
are:

" RPC2 efficiencyð%Þ ¼ ð0:04070:002Þ & ðTð!CÞ ' 20Þ þ ð97:8470:01Þ,
" RPC3 efficiencyð%Þ ¼ ð0:03070:002Þ & ðTð!CÞ ' 20Þ þ ð97:8570:01Þ, and
" RtðnsÞ ¼ ð'0:04570:002Þ & ðTð!CÞ ' 20Þ þ ð1:5970:01Þ,

where 12 !C ) T ) 24 !C.
For a typical daily temperature variation of 6 !C in summer the

time resolution changes by 0.2 ns and the efficiency by 0.2%. On
average, if the annual thermal excursion is considered, the overall
excursions of the single-chamber time resolution and efficiency of
the ARGO-YBJ detector are approximately 0.4 ns and 0.3%,
respectively.

3.4. Effect on the angular resolution

The effect of the temperature dependency of the time
resolution on the angular resolution of the ARGO-YBJ experiment
was studied with the CORSIKA software package simulating
atmospheric cascades generated by primary protons, and select-
ing the events with NpadZ60, NpadZ100 and NpadZ500, as shown
in Fig. 8. It can be seen that the typical daily variation of 0.4 ns in

Fig. 6. Monitoring over 6 days of the room temperature inside the ARGO-YBJ hall,
compared with the monitoring over the same period of the RPC2 (a) and RPC3
efficiency (b) and of the single-chamber time resolution as obtained from the
time-of-flight measurement (c).

Fig. 7. Correlation plots of the RPC2 (a) and RPC3 efficiency (b) and of the single-
chamber time resolution as obtained from the time-of-flight measurement (c) vs.
the room temperature. In these plots the data were grouped in temperature bins of
0:5 !C in order to account for the measurement accuracy.

G. Aielli et al. / Nuclear Instruments and Methods in Physics Research A 608 (2009) 246–250 249
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mance and the room temperature is maximum if a delay of 78 min
is accounted for. This delay is taken into account in all the
reported results. In Fig. 6(a), (b) and (c), respectively, the particle
detection efficiency of both test chambers and the single-chamber
time resolution are plotted as a function of the operational time.
The monitored room temperature is also shown. The duration of
all measurements is about 1 h. The efficiency is measured by
averaging over one chamber, while the time resolution is obtained
from the time-of-flight distribution on a specific pad number of
the two test chambers, as previously mentioned. Using all the data
taken in that period, the particle detection efficiency for RPC2 and
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temperature, where the above mentioned delay of 78 min is
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temperature measurements, in this correlation study the
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temperature bin is obtained as the weighted average of the

efficiency measurements within this bin, and the straight line
correlation fit was performed by using the weighted least squares
method. Concerning the single-chamber time resolution, the
value corresponding to a given temperature bin was obtained as
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For a typical daily temperature variation of 6 !C in summer the

time resolution changes by 0.2 ns and the efficiency by 0.2%. On
average, if the annual thermal excursion is considered, the overall
excursions of the single-chamber time resolution and efficiency of
the ARGO-YBJ detector are approximately 0.4 ns and 0.3%,
respectively.

3.4. Effect on the angular resolution

The effect of the temperature dependency of the time
resolution on the angular resolution of the ARGO-YBJ experiment
was studied with the CORSIKA software package simulating
atmospheric cascades generated by primary protons, and select-
ing the events with NpadZ60, NpadZ100 and NpadZ500, as shown
in Fig. 8. It can be seen that the typical daily variation of 0.4 ns in

Fig. 6. Monitoring over 6 days of the room temperature inside the ARGO-YBJ hall,
compared with the monitoring over the same period of the RPC2 (a) and RPC3
efficiency (b) and of the single-chamber time resolution as obtained from the
time-of-flight measurement (c).

Fig. 7. Correlation plots of the RPC2 (a) and RPC3 efficiency (b) and of the single-
chamber time resolution as obtained from the time-of-flight measurement (c) vs.
the room temperature. In these plots the data were grouped in temperature bins of
0:5 !C in order to account for the measurement accuracy.
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(b) time resolution

Figure 2.10: Monitoring of the efficiency (a) and of the time resolution (b) of

the ARGO–YBJ RPCs respect to the temperature inside the detector building as

a function of the day number of 2008.

2.6 Event reconstruction

All the data collected by the experiment are processed by an object–oriented

code (medea++ [48]) which provides root ntuples with the quantities used for

high–level analysis. The same code is used in order to reconstruct the Monte

Carlo events. The code performs three levels of reconstruction. The first

level, called RecLevelO, decodes the DAQ file and convert all the information

in a format which is then elaborated in the next reconstruction level. Monte

Carlo events do not need the decoding and this level is skipped. The second

level (RecLevel1) connect each hit to the corresponding pad and for each

detector element the corresponding hits can be retrieved. All the hits located

in disconnected detector elements are discarded. The third level (RecLevel2)

performs the event reconstruction and is essentially organized in three steps:

noise filter, core reconstruction and direction reconstruction. The noise filter

allow to reject the hits due to background or noise. All the hits selected

are fitted according to a plane. The core position is determined by using

the Likelihood method based on the Nishimura Kamata Greisen function

[49, 50, 51]. The core position is estimated and a conical fit is performed to

the hits in order to reconstruct the shower direction.
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CHAPTER 3

ARGO-YBJ detector performance

As described in the previous chapter, the ARGO–YBJ experiment consists

in a full–coverage detector made by a single layer of RPCs covering an area

of about 104 m2. The detector provides a high–resolution space–time image

of the shower front. The detector was designed to investigate a very wide

energy range, from a few TeVs up to the knee region. For these reason

two different readout systems were implemented. The digital readout system

allow the detection of showers with a particle density around the core up

to ∼ 10 particles/m2 and can be used to measure the primary spectrum

up to about 100 TeVs. Above these energies the response of the digital

readout system saturates. In order to extend the measurable energy range

up to the PeV region, where particle densities around the core are of the

order of 103 particles/m2 or more, each RPC has been equipped with two

large size electrodes that provide a signal whose amplitude is proportional

to the number of charged particles detected. Special care was devoted to the

detector calibration, for both digital and readout system. In this chapter the

two readout system and the respective calibration procedures are described.

29



30 ARGO-YBJ detector performance

4 5 6

7 8 9 10 11 12

Local
Station

1 32

To Local Station
Strip Pad

Front-end card

ARGO-YBJ Cluster

Figure 3.1: Schematic view of a cluster, made of 12 RPCs. Each RPC is made

of 10 pads composed of 8 strips each.

3.1 Digital readout system

Each chamber is equipped with 80 copper strips which represent the space

granularity of the detector. The fast-OR of 8 contiguous strips signal defines a

logic unit called pad (55.6×61.8 cm2). The pad signals are used for triggering

purposes and provide the time pattern of the shower front. A scheme of

the read-out system is reported in figure 3.1. The time resolution of about

1 ns and the space granularity of the detector allow the imaging the shower

front with extreme detail. An example of high accuracy sampling capability

of the ARGO-YBJ detector is shown in figure 3.2. Signals coming from

the strips readout are converted into digital signals by the front end boards

mounted directly on the strip plane and sent to a special board called Local

Station (LS). The local station is the basic unit of the data acquisition system

and provides control and read–out of an entire cluster. The local station is

essentially composed of 12 input boards which receive signals from each RPC

in one cluster, an input/output board which is devoted to the communication

with the Central Station and 4 TDCs (Time to Digital Converter) for time

measurements. The Central Station is the unit in charge of memorizing the

event. Each input board receives the output digital signal coming from the

front end boards installed on a chamber and produces a FAST–OR output

for each one. Each FAST–OR signal is sent to the TDCs and to the trigger

system. When the trigger conditions are satisfied a common stop signal is
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(a) x - y projection (b) x, y, t view

Fig. 1. A typical event triggered by the ARGO-YBJ detector. The space hit den-

sity is obtained by the pattern in x - y projection, whereas the arrival direction is

reconstructed by the time distribution, shown on the vertical coordinate.

based on the NKG function. The accuracy of the core position reconstruction1

is estimated to be about 5 m from Monte Carlo studies for events with the2

core hitting the detector. A first selection of the data has been based on the3

quality of the reconstruction procedure. Additional cuts have been applied in4

order to estimate with good accuracy the probabilities used in the unfolding5

procedure and to make negligible the contamination of external events (i.e.6

showers with the core position outside the detector but mis-reconstructed in-7

side). The following selection criteria are adopted for both Monte Carlo and8

data:9

(a) the Monte Carlo events used in the analysis have been generated with the10

zenith angle (θG) in the range (0◦ ÷ 45◦). In order to avoid bias effects11

estimating the quantities P (Mj|Ei) and to improve the quality of the12

reconstruction, data and Monte Carlo events have been selected requiring13

that the zenith reconstructed angle (θR) is in the range (0◦ ÷ 30◦). In14

figure 2 the distribution of the reconstructed zenith angle θR versus the15

9

Figure 3.2: A typical event triggered by the ARGO-YBJ detector. The space hit

density is obtained by the pattern in x–y projection, whereas the arrival direction

is inferred from the time distribution, shown on the vertical coordinate.

sent to the TDCs and the local station assembles the data frame containing

the addresses of fired strips and all the timing information from the TDCs.

These information are transferred to the Central Station for event building

and data storage. The Central Station contains the modules that receive the

pad signals and produce the trigger signal. The digital read out system has a

density of 23 strips/m2 and can be used to investigate the primary spectrum

up to energies of a few hundred TeVs. At greater energies the response starts

to saturate, as shown in [52]. In figure 3.3 the average strip and pad size are

compared with the size and the truncated size of induced proton showers at

Yangbajing altitude. The figure shows that the strip size start to saturate at

a few hundred TeV. In order to extend the dynamic range of the detector an

analog readout system of the RPC detectors was implemented. This system,

described in the next section, allow the detection of showers with a particle

density around the core of about 104 particles/m2 and therefore allow the

investigation of the PeV energy range.

3.2 Analog readout system

In order to extend the detector energy range up to the PeV region an analog

charge readout system was implemented. Each RPC has been equipped with

two large size copper electrodes (Big Pads) facing the lower side of the RPC



32 ARGO-YBJ detector performance

MAX STRIP

MAX PAD

Figure 3.3: Shower size (red circles) and truncated size (blue squares) for pro-

ton induced showers at Yangbajing. The values of the average pad size (purple

triangles) and strip size (green stars) are reported.

gas volume. In figure 3.4 the layout of the big pads in a cluster is reported.

Each big pad provides a signal proportional to the number of charged par-

Figure 1: Gas distribution in a cluster. The BP are num-
bered from 0 to 24, as in the hardware setup. The arrows
show the gas flow in the 6 bicamera (see text).

Figure 2: Average ADC count in the 4 BP of a bicamera,
f.s. is 0.3 V.

ger is confirmed by the experiment trigger. Starting from
December 2009, the analog readout system has been op-
erated with different f.s., namely from December 2009 till
end of June 210 it was operated at 330 mV f.s., the most
sensitive one, whose particle density range overlaps with
the particle density measurable by the digital readout sys-
tem; these data have been used both to study the detector
behavior and for calibration purposes. From July to middle
August 2010, the system was operated at the intermediate
f.s., which corresponds to about 2.5 V; since middle Au-
gust 2010 the f.s. has been set to 20 V, not the highest one,
which instead is 40 V. The number of BP in the central
carpet is 3120, apart from dead channels or channels with
some problems which are in the order of 3%.

2.1 Gas Effect

This is the first time the RPCs are used in analog mode.
We know that gas detector are delicate and sensitive, with
strong dependence on environmental parameters. Here we

show two effects related to the gas; before we will give
a short view of the gas distribution system. The elemen-
tal ”gas channel” is a couple of RPCs in series (bicamera)
which has at the input a capillary tube (glass, 32 mm long
and 0.6 mm diameter) with so high impedance that the gas
flux in the bicamera does not depend on the length of the
distribution pipes. The distribution scheme for a cluster is
shown in Fig.1 where the gas flow is displayed by arrows
in each bicamera; as in one bicamera we have 4 different
BP, the entire carpet can be considered as essentially a set
of 4 different BP from the gas flow point of view, namely
the first along the gas arrow (BP0), the second (BP1), up
to the fourth (BP3). The gas volume of the 153 clusters is
19m3, and the flux of the mixture guaranties 4 gas-volume
changes/day. It has been observed an effect related to the
gas arrow, namely the BP0 has a signal amplitude higher
then the other BP in the bicamera; moreover there is a de-
creasing behavior of the BP amplitude along the gas flow
arrow . Taken a dataset and summing up the signals in all
BP0, then repeating the same for the other BP, we see that
the mean amplitude of BP3 is about 0.65 times the mean
amplitude of BP0 (Fig.2). This effect has been observed
also in the single clusters, so confirming that it refers just
to the gas arrow. Moreover, while the mean amplitudes of
BP1, BP2 and BP3 are quite constant, the amplitude of BP0
changes in a much wider band, as will be shown later on.
This effect was unexpected and is still matter of investiga-
tion.

3 The calibration procedure

In order to translate ADC count to particles two steps are
needed, namely first converting the ADC count to an am-
plitude, then the amplitude to the number of particles. The
first step is referred to as electronic calibration, the second
one as gain calibration. Electronic calibration runs [4, 5]
have been performed at the different f.s. the detector has
been operating; the relation between ADC count and in-
put amplitude has been fitted with a polynomial function,
as shown in Fig.3; the coefficient of the linear term (P1),
which is the dominant one, comes out to have a spread in
1.5-4% depending on the board production, which in fact
was achieved in three different bunches. To check the elec-
tronic stability as regards time, calibration runs have been
issued several times after weeks and months; the results
showed a stability within about 1 % . The gain calibration
has been done by using the data taken at 330 mV f.s., which
is the most sensitive scale, where the same particle density
is measured at the same time both by the digital readout
system and by the analog system. Taken each single BP,
and after the electronics calibration was applied , the mea-
sured amplitude has been plotted with respect to the num-
ber of fired strips, as shown in Fig. 4: there is a linear rela-
tion between amplitude and number of fired strips, unless
the probability to have more than one strip per particle is
high. Accordingly, we concluded the density effect sets in
above 15 strips, whereas below a few fired strips both elec-

Figure 3.4: Scheme of the big pads in one cluster. The arrows shows the direction

of the gas flow.

ticles reaching the detector surface. At present the analog system has been

fully implemented on the 130 central clusters. The analog readout has been

fully integrated in the DAQ system. Data taking started in December 2009.

The amplitude of the big pad signal ranges from a few millivolts up to ten
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volts. Each cluster is equipped with a custom crate containing three ADC

boards and one control module that manages the analog data. The system is

able to operate with different full–scale values, namely 0.33, 0.66, 1.3, 2.5, 5,

10, 20 and 40 V [53, 54]. Operating the system at different scales allows an

overlap between digital and analog data, necessary for calibration purposes.

The ADC digitalization and data collection in each cluster starts when the

local number of hits is greater than a programmable threshold. Four differ-

ent threshold are implemented: > 16, > 32, > 64 and > 73 hits. The data

acquisition start when the local trigger is confirmed by the main detector

trigger. Due to the local trigger the highest trigger rate of the analog read-

out is about 130 Hz. Since the trigger rate of the experiment is about 3.5 kHz,

the analog readout does not introduce additional dead time. For each event

satisfying the local trigger condition both digital and analog information are

recorded. In figure 3.5 a typical event recorded by the two readout systems

is shown. While the digital readout response saturates in the core region,

the analog readout allow the measurement of the particle distribution in the

shower front with high detail. In the period between December 2009 and

June 2010 the detector was operated at 330 mV full scale, in which the par-

ticle distribution measured with the analog system overlaps the data taken

with the digital readout. These data have been used to study the detector

behavior and for calibration purposes. From July to middle August 2010

the system was operated at an intermediate full scale which corresponds to

about 2.5 V. Since middle August 2010 the full scale was set to 20 V. The

number of big–pads in the central carpet is 3120, apart from dead channels

or channels with some problems which are of the order of 3%. By using the

analog readout system the saturation of the digital readout can be avoided,

especially in the core region, allowing the sampling of showers with particle

density up to about 104 part/m2, as shown in figure 3.6.

3.3 Detector calibration

3.3.1 Software timing calibration

The detector measures the arrival time of the charged particles in the shower

front and the primary direction is reconstructed by means of a high resolution

space–time picture of the shower. A timing resolution is necessary in order

to achieve a high angular resolution and pointing accuracy. The calibration
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Figure 3.5: An event triggered by the two different readout system: digital (left)

and analog (right). Is clearly visible the saturation of the digital readout.

MASTROIANNI et al.: INTEGRATION OF THE ANALOG READOUT IN THE ARGO-YBJ DAQ SYSTEM 1839

Fig. 2. Schematic drawing of the Front-End electronics and DAQ system. The inner FE box is based on an 8-channel discriminator chip for strip signal processing.
The MINICRATE block is in charge of the BP signal processing. The Front-End electronics and the LS crate are located in the middle of the Cluster unit; each LS
in turn is connected with a star-like custom network to the Central Station for triggering and data transfer purposes.

composition and the p-air cross section around the knee region
of the cosmic ray spectrum. Moreover, given the high granu-
larity of the detector, a detailed study of shower properties as,
for instance, multicore events, time and lateral distributions of
EAS particles, multifractal structure of particle densities near
the core, can be performed with unprecedented resolution.

The detector (Fig. 1) is constituted by a central carpet
, made of a single layer of RPCs [2] with

of active area, enclosed by a guard ring partially in-
strumented up to . The RPCs are operated in
streamer mode and each chamber is readout by means of 80
pick-up strips ( , the spatial pixels) facing the
upper side of the RPC gas volume [2]. The fast-OR signal of 8
contiguous strips defines the logical pad ( , the
time pixel) which is used for timing and triggering purposes.
The apparatus is logically divided into 153 units named Clus-
ters , each made by 12 RPCs.

The arrival times of the particles are measured by Time to
Digital Converters (TDC) with a resolution of approximately
1 ns. The time of each fired pad and its location are recorded
and used to reconstruct the position of the shower core and the
arrival direction of the primary particle.

The digital pick-up of the RPC, which has a density of
, can be used to study the primary spectrum up

to energies of a few hundred TeV; above these energies its
response saturates as shown in [3], where both the shower
development in the atmosphere and the detector response have
been simulated, with the CORSIKA/QGSjet code [4] and a
GEANT3-based code [5], respectively, and the relationship
between energy of the primary particle and number of fired
strips on the carpet has been studied.

In order to extend the measurable energy range and fully in-
vestigate PeV energies where particle densities are larger than

(see Fig. 3), each RPC has been equipped also with
two large size electrodes of dimension . These

Fig. 3. Charged particle density around the core according to the simulations
[3] for proton induced air showers at Yangbajing. The dotted line indicates the
strip density .

pick-up electrodes, called Big Pads (BP), face the lower part of
the RPC gas volume and provide a signal whose amplitude is
expected to be proportional to the number of charged particles
impinging on the detector.

In this work, we report on the integration of the RPC charge
readout system in the ARGO-YBJ data acquisition system
(DAQ). After a short description of the digital readout and
trigger system (Section II), we present the architecture and the
logic operations of the charge readout system focusing on data
collection and packing (Sections III and IV). The main opera-
tions of the DAQ control system concerning the analog readout
system (managing, calibration, and monitoring) are described
in Section V. Test results on a DAQ sub-system concerning
the digital and analog data synchronization are reported and
discussed in the last section.

Figure 3.6: Charged particle density around the shower core as a function of

energy, according to simulations of proton–induced air showers at Yangbajing al-

titude. The dotted line represents the maximum particle density that can be

measured with the digital readout (23/m2). The boxes represent the different

full–scales of the analog readout. The data at the highest energies are affected by

a limitation on the maximum number of detectable particles introduced in order

to avoid the instability of the software simulation of the detector.

removes systematical time offsets due to differences in the length of the cables,

in the electronic boards and so on. Since the number of pixels is very large,

a software time calibration is the fastest solution. The method takes the
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secondary particles in a shower as a test beam because the shower axis is

parallel to the primary direction. If the primary direction is known the

detector can be calibrated with a set of shower events. Due to detector

time offset there is a difference between the reconstructed direction and the

true one. This difference corresponds to the slope of a characteristic plane

defined by the time offset of detector units fired by the events [55]. Events

firing the same units are characterized by the same characteristic plane. The

direction cosines of each plane are the average of the direction cosines of

the whole event set if the shower azimuth is uniformly distributed. The

characteristic plane is estimated by the average of the whole event set, the

reconstructed directions are corrected accordingly to the characteristic plane

and used to evaluate the time offset of each detector unit [56]. Since the

detector has a modular structure, the timing calibration was performed also

during the construction phase, taking into account data coming from the

active clusters. Data used for the calibration procedure are the standard

data, only requiring the stability of the detector performance. Only events

with core reconstructed in the central carpet and with more than 1500 fired

pads are take into account for the calibration procedure. An example of

the results of the calibration procedure are shown in figure 3.7. After the

calibration the azimuth distribution becomes almost flat as expected for an

isotropic cosmic ray flux. The small modulation observed after the calibration

procedure is due to geomagnetic effects. Usually the calibration is valid up

to 30–40 days.

the angular resolution of the detector and will be argument of a
future paper. Here, we like to stress the strong reduction of the
angular difference (w72 in Table 1) between the direction recon-
structed with the odd pads and that reconstructed with the even
pads. Finally, in Table 1 we observe also the slight reduction of
the zenith (h) mean value, explained and foreseen in [3].

4. Check with the hardware calibration

A hardware calibration has been applied to check the software
calibration. Two hundred forty pads sampled uniformly among
the carpet were manually calibrated using a probe detector. The

accuracy of the manual calibration was better than 0.1 ns. During
the manual calibration, the DAQ was running normally and the ac-
quired data were used to calibrate the whole carpet using the CP
method. The time corrections of these 240 pads by the CP method
were compared with those by the manual calibration. The differ-
ences are shown in Fig. 6. The mean value of the distribution is
meaningless, while the width of 0.45 ns shows the CP method is
accurate enough for the ARGO-YBJ experiment.

5. Geomagnetic modulation

The geomagnetic cutoff rigidity at the YBJ site (latitude 30! 060

3800 N) is estimated to be in the range 11–19 GV depending on the
arrival direction [4].

Therefore, the geomagnetic effect on primaries is negligible for
events collected in shower mode (the energy threshold is higher
than some hundreds of GeV). An effect is expected on secondary
particles in the shower [5,6]. This effect must be visible as a small
modulation (!1%) of the azimuth (/) distribution, according to the
following two-harmonics function:

dN
d/
¼ K 1þ A1cosð/% /1Þ þ A2cosð2/% /2Þ½ ( ð4Þ

A larger modulation is visible in the angular distribution before
the calibration (left plot of Fig. 5). Indeed the reconstructed azi-
muth angles are shifted because the showers are reconstructed
with respect to the characteristic plane [1]. This modulation almost
disappears after the calibration (right plot of Fig. 5) because the
showers are correctly reconstructed with respect to the horizontal
plane. According to the CP method a new systematical correction is
needed in order to carry back the modulation to the values ex-
pected because of the geomagnetic field. Anyway the new correc-
tion is so small that we did not apply it. Indeed the parameters (A1,
A2) of the remnant modulation are already compatible with what
expected.

6. Simulation check

A simulation has been used in order to test the efficiency of the
CP calibration procedure. The time measurements by each pad
have been shifted of an offset. In order to be close to the experi-
mental conditions the real estimated offsets (left plot of Fig. 3)
for the data of July 2006 have been used. Four millions of pro-
ton-initiated showers have been simulated with Corsika [7]. Their
energy is in the range 100 GeV–100 TeV and the arrival zenith an-
gle is lower than 15!. The showers were projected on an area rang-
ing from 200) 200 m2 to 500) 500 m2 proportionally to the
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Fig. 5. Azimuth distribution before (left plot) and after (right plot) the calibration. The fit with the two-harmonics function (4) is superimposed.

Table 1
Values of some reconstruction parameters before and after the calibration procedure.
The odd-even w72 value [2] has been estimated for events with more than 100 fired
pads.

Before calibration After calibration

Residual mean value (ns) 7.626 0.529
Residual RMS (ns) 7.816 0.002
Mean direction cosine m ()10%4) 455:3* 0:2 %0:2* 0:2
Mean direction cosine l ()10%4) 42:7* 0:2 0:0* 0:2
Mean v2 for conical
fit of the showers (ns2) 122.4 79.0
Fit of the / distribution:
- first harmonics coefficient (A1) 0:1556* 0:0009 0:0016* 0:0009
- second harmonics coefficient (A2) 0:0069* 0:0009 0:0050* 0:0009
Mean h value (degrees) 24:570* 0:007 24:452* 0:007
w72 for odd-even analysis (degrees) 3.5 2.8

Entries  240
RMS  0.4827

 / ndf 2χ  26.47 / 32
Constant  1.16± 12.79 
Mean  0.0326± 0.1387 
Sigma  0.0297± 0.4516 

t (ns)δ
-3 -2 -1 0 1 2 3

No
. o

f p
ad

s

0

2

4

6

8

10

12

14

16
Entries  240
RMS  0.4827

 / ndf 2χ  26.47 / 32
Constant  1.16± 12.79 
Mean  0.0326± 0.1387 
Sigma  0.0297± 0.4516 

Fig. 6. Comparison between hardware and software calibration for 240 pads. A
Gaussian fit is superimposed.
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Figure 3.7: Azimuth distribution before (left) and after (right) the calibration

procedure
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3.3.2 Charge readout calibration

This is the first time that the RPC detectors are used with an analog read-

out system in extensive air shower experiments. The behavior of the detector

at high particle densities cannot be predicted therefore an accurate calibra-

tion procedure is needed [57]. Since the ARGO–YBJ RPCs are operating

at high altitude an on–site calibration is necessary. The main problem is

to determine the exact number of charged particles impinging on the RPC

to be calibrated. In order to perform a calibration of the analog readout

of the RPC a telescope (see fig. 3.8) was setup with two scintillation de-

tectors and five RPCs. The scintillators are used to measure the number

The telescope was tested at sea level and then moved to the ARGO-YBJ site for coincident operation
with the ARGO-YBJ experiment. The charge readout shows good linearity with the particle density in
the dynamic range (up to 200/m2).

& 2010 Elsevier B.V. All rights reserved.

1. Introduction

The ARGO-YBJ experiment [1], located at Yangbajing Cosmic
Ray Observatory (Tibet, PR China, 4300 m a.s.l.), consists of
a single layer of RPCs operated in streamer mode. Each RPC
ð2:8" 1:25 m2Þ is read by 80 strips of 6:75" 61:8 cm2, logically
organized in 10 independent pads of 55:6" 61:8 cm2 (digital
readout). Twelve RPCs are grouped into a so-called cluster
ð5:7" 7:6 m2Þ. The central part of the detector, 5600 m2 in area,
is fully covered by 130 clusters, while 23 clusters surrounding the
central carpet form a guard ring. The whole array covers a total
area of about 10,000 m2.

As one of the main physics goals, the ARGO-YBJ experiment will
study the ‘‘knee’’ of the cosmic ray spectrum by precisely
measuring cosmic ray showers above few TeV up to the PeV
region. This requires a measurement of the particle density from
0.1/m2 to 104/m2 [2]. With a strip density of about 22 strips/m2, the
digital readout provides a linear response up to a shower core
particle density of about 15/m2, corresponding to a primary energy
of 200 TeV. To measure the particle density up to 104/m2, a charge
readout is implemented by instrumenting every RPC with two
large size pads of dimension 140" 125 cm2 each, the so-called
‘‘Big Pads’’. The electronic unit to read out the charge signals is a
MINICRATE that has two sections, each one hosting three readout
cards and one control board serving for one cluster [3–6].

The charge readout to measure particle density has never been
performed on RPCs before. This is the first time for RPCs being used
this way in Extensive Air Shower (EAS) experiments at high altitude.
The behavior of the RPC charge readout cannot be foreseen at such a
high particle density. For a gaseous detector working at high
altitude, a calibration at the same site is strongly recommended.
A dedicated telescope has been installed in the Yangbajing Cosmic
Ray Observatory for calibration purposes. In this paper we describe
the experimental set-up and the procedure applied to determine the
RPC charge output as a function of the particle number.

2. Experiment setup and data taking

The key points in this calibration lie on the availability of
charged particle beams and the determination of the exact number
of charged particles impinging on the RPC to be calibrated. To
perform the calibration of the ARGO-YBJ RPCs, a telescope (Fig. 1) is
setup with two scintillation detectors, to measure the number of
charged particles impinging on them, and five RPCs. The RPC
(RPC3) between the two scintillation detectors acts as the one to be
calibrated. Two RPCs (RPC2 and RPC4) provide pad and strip
information and can also be used to check the calibration. RPC0 and
RPC1 help to pick up coincident events from ARGO-YBJ data.
Charged particles of EASs are taken as the calibration beam.

Each scintillation detector of size of 275 cm "125 cm consists
of 5"11 so-called tiles, 25 cm "25 cm"2 cm each, covering the
dimension of one RPC (the difference is less than 2%, which can be
corrected). Light due to energy loss by charged particles in a tile is
collected by eight single cladding fibers glued into grooves at the
tile surface. A total of 440 fibers from one scintillation detector is
coped with one photomultiplier tube (PMT).

As in the ARGO-YBJ experiment, the RPCs are operated at a
high voltage of 7200 V with a gas mixture of Argon (15%),

tetrafluoroethane (R134A, 75%) and isobutane (10%). The effi-
ciency is greater than 96% [7].

The digital readouts of all the five RPCs in the telescope are
merged into the ARGO-YBJ data acquisition system (DAQ) with
the telescope acting as a normal cluster. Furthermore dedicated
electronics and a DAQ independent of the ARGO-YBJ experiment
are designed for the calibration. Charge readout signals from Big
Pads of RPC2-4 and signals from the scintillation detectors are
filtered and shaped, then they are split into two channels with,
respectively, low gain (LG) and high gain (HG) amplifiers,
achieving a dynamic range of 3.5 orders of magnitude. Signals
from each HG/LG amplifier are digitized by a Flash Analog-to-
Digital-Converter (FADC, 10 bits, 50 MHz). A Field Programmable
Gate Array (FPGA) collects and analyzes the digital data from
FADCs. A channel is fired if the amplitude exceeds the preset
threshold. If RPC3 and both scintillation detectors are fired, a
trigger is generated and the digitized pulse shape data are pushed
into a buffer in the FPGA. An embedded computer polls the buffer
through its PC104 bus and transfers the data when valid. On
receiving a trigger, a GPS-based timing system will record the
event time with a precision of better than 100 ns for purpose of
off-line coincidence with the ARGO-YBJ experiment.

To cover the whole needed dynamic range of 4 orders of
magnitude, the calibration is done in two steps: below 200
particles/m2 and above 100 particles/m2, with the PMTs working
at different High Voltages (HVs), 500 and 400 V, respectively. The
linearities and HV responses of PMTs and amplifier gains were
calibrated in detail. The HV responses of PMTs show a non-
linearity less than 1% from 350 to 750 V. The nonlinearities of
PMTs are less than 5% in 2.5 orders of magnitude.

After tested and optimized at sea level, the telescope
was moved to Yangbajing and installed in the guard ring of the
ARGO-YBJ experiment, to perform coincident observation of air
showers with the ARGO-YBJ experiment.

3. Data analysis and results

A match between the telescope events and the ARGO-YBJ ones
in a time window of 1ms is performed off-line based on the event
time. In case of a match, ARGO-YBJ data provide general infor-
mation of an air shower such as fired pads and strips, reconstructed

Fig. 1. Sketch of the calibration telescope.
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Figure 3.8: Sketch of the calibration telescope

of particles impinging on them, the RPC3 act as the one to be calibrated,

RPC2 and RPC4 provide pad and strip signals that can be used to check the

calibration. RPC0 and RPC1 allow to pick up coincident events from the

ARGO–YBJ carpet. Charged particles in extensive air showers are used as

calibration beam. The scintillation detector (275 × 125 cm2) consists on 11

tiles covering the RPC. Each scintillation detector is read–out by one photo-

multiplier tube. The telescope is plugged in the ARGO–YBJ DAQ system

acting as an additional cluster, however a dedicated DAQ was implemented

for calibration purposes. In order to convert the ADC counts to particles two

calibration steps are needed: first converting the ADC counts to amplitude

and then amplitude to particles. The calibration was performed by using
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the data taken at 330 mV full scale, where the particle density measured by

the analog readout is comparable to the one measured by the digital system.

After the electronic calibration the resulting amplitude was compared with

the number of fired strips. In figure 3.9 the measured amplitude as a function

of the number of fired strips is reported. The fit was performed in the range

between 8 and 15 strips. Above this threshold the density effect starts to be

relevant, below 8 strips the electronic noise dominates. A linearity between

the number of fired strips and the big–pad signal amplitude is quite evident.

The second step of the calibration procedure allow the conversion of the val-

ues of the amplitude into the number of detected particles. In figure 3.10
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Figure 3.9: Single big pad amplitude versus number of fired strips. The line

represent the fit performed in the range 8− 15 strips.

the relation between the number of particles and the RPC charge output is

shown. The values of the residual nonlinearity as a function of the number of

particles crossing the RPC is also shown. Data used for detector calibration

were collected between the 80th day and 160th of 2010. The gain values were

monitored over the whole period and the dependance on the atmospheric

pressure and temperature was studied. These parameters are measured with

high accuracy, namely ±0.25 K and ±0.5 mbar by the detector control sys-

tem. The gain shows a daily modulation and correlation with pressure and

temperature [53]. The gain of each channel can be corrected for pressure and
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measurement of air showers with the ARGO-YBJ experiment to select
events with high particle density. Ten days of data taking allowed a
preliminary measurement of the RPC response up to a density of
about 200 particles/m2. No saturation effects have been observed. The
RPC charge output exhibits a good linearity, the residual nonlinearity
being less than 6%. Many effects may contribute to this figure. In
order to determine the intrinsic linearity of the RPCs operated at
Yangbajing, a more detailed analysis is required aimed to disentangle
the other contributions. The measurement of the RPC response to
higher particle densities up to 10,000 particles/m2 needs a long data
taking by means of an inclusive trigger selecting large size showers.
This topic will be addressed in a future work.
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Figure 3.10: Number of charged particles as a function of the RPC charge readout

(left) and nonlinearity of the calibration.

temperature dependency according to the relation

BP (i) = BP0(i)
P0

P

T

T0

(3.1)

in which P0 and T0 are chosen as reference values and BP0(i) is the gain of

the i–th big pad at pressure P0 and temperature T0.

3.4 Performance of the data taking

The ARGO-YBJ detector is characterized by high space–time resolution and

high granularity. These characteristics allow a very detailed measurement

of the shower profile. The high time resolution of the order of ∼ 1 ns allow

an accurate reconstruction of the shower direction. Since the shower front

is sampled with high detail, it is possible to obtain very detailed informa-

tions about the lateral distribution of the particles in the shower. For events

with the core localized inside the full–coverage area of the detector the re-

constructed core position and the lateral density profile can be determined

with a very high precision. The angular resolution has been measured with

different methods and is better than 0.6◦ for events with more than 200 fired

pads. Experimental results show that the angular resolution ψ72, defined as

the angle containing 71, 5% of the reconstructed events coming from a fixed
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direction is about 0.4◦ for events with pad multiplicity of about 500 [58].

The values of the measured angular resolution as a function of the shower

This measured angular resolution refers to cosmic ray-
induced air showers. The same Monte Carlo simulation
predicts an angular resolution for !-induced showers
smaller by !30–40%, depending on multiplicity, due to
the better defined time profile of the showers.

C. Absolute rigidity scale calibration

In order to calibrate the absolute rigidity scale of CRs
observed by the ARGO-YBJ detector we can use the GMF
as a magnetic spectrometer. In fact, the westward displace-
ment of CRs by an angle inversely proportional to their
energy (Eq. (1)) provides a direct check of the relation
between the shower size and the primary energy. In Fig. 14
the displacements of the Moon shadow in both North-
South (upper plot) and East-West (lower plot) directions
as a function of the particle multiplicity, i.e. the number of
fired strips Nstrip on ARGO-130, are shown. The rigidity
scale refers to the rigidity (TeV=Z) associated to the me-
dian energy in each multiplicity bin.

The same Monte Carlo simulation predicts that at fixed
multiplicity the median energy for !-induced showers is
smaller by " 30% on average.

The observed shift is compared to the results of the
Monte Carlo simulation of CR propagation in the Earth-
Moon system. A shift of ð0:19$ 0:02Þ& towards North can
be observed. This displacement is independent of the mul-
tiplicity. Many tests on the absolute position of the detec-
tor, on the geometry of the experimental setup, on the time
calibration and on the software for reconstruction have
been carried out. The most important contribution to the
systematics is likely due to a residual effect not completely
corrected by the time calibration procedure. Further studies
are under way.

Concerning the East-West direction, the good agreement
between data and simulation allows the attribution of this

displacement to the combined effect of the detector PSF
and the GMF. Therefore, the rigidity scale can be fixed
in the multiplicity range 20–2000 particles, where the
Moon shadow is moving under the bending effect of the
GMF. The Monte Carlo results are fitted by the function
!" ¼ #ðNstripÞ$, with #¼(10:17 and $ ¼ (0:63, shown
by the solid curve in Fig. 14. To estimate the possible shift
in particle multiplicity between data and simulation, as
shown by the dotted curves in Fig. 14, the experimental
data are fitted by the same function but with a multiplicity
shift term:

( 10:17½ð1(!RnÞNstrip*(0:63 (3)

as described in [28]. The parameter !Rn is the multiplicity
shift ratio, resulting in !Rn ¼ ðþ4$ 7Þ%. Finally, the
conversion from !Rn to the energy shift ratio !RE is
performed. To determine the relationship between !Rn

and !RE, and to check that this method is sensitive to
energy, six Monte Carlo event samples in which the energy
of the primary particles is systematically shifted event by
event in the Moon shadow simulation are calculated [28].
These six !RE samples correspond to $20%, $15% and
$8%. Finally, by assuming a linear dependence, the rela-
tion !Rn ¼ ð(0:91$ 0:16Þ ,!RE is obtained. Hence, the
systematic uncertainty in the absolute rigidity scale !RE is
estimated to be ðþ5$ 8Þ%, where the error is the statisti-
cal one.
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Figure 3.11: Measured angular resolution of the ARGO–YBJ detector (black

triangles) compared to the expectations from the Monte Carlo simulation (down-

ward red triangles) as a function of the shower multiplicity. The horizontal bars

represent the multiplicity bins.

multiplicity are shown in figure 3.11. The accuracy of the reconstructed core

position was estimated to be about 5 m from Monte Carlo events with the

core localized in the full–coverage area of the detector. The analog readout

system allows the extension of the operating energy range up to several PeVs.

The installation of the central carpet was completed in June 2006. The guard

ring was completed in spring of 2007 and was plugged in the DAQ system

in November 2007. The detector is in operation since July 2006. After a

period dedicated to commissioning and tests the detector is in full and sta-

ble data taking since November 2007 with a mean duty cycle of about 85%

and with a mean dead time of about 4%. All data are recorded in a tem-

porary buffer installed in the experiment building then they are transferred

to IHEP (Beijing, China) and CNAF (Bologna, Italy) data centers for event

reconstruction and analysis. The data transfer rate is about 220 GB/day. At

present time more than 3.5 · 1011 events have been collected.
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CHAPTER 4

Energy spectrum deconvolution methods

In many experiments the distribution of the measured observables generally

differs from the expected distribution of the “true” quantities. Since we are

not working with ideal detectors, the distribution of the observables will be

distorted by several effect (background, detector efficiency and so on). The

true distribution must be inferred from the observed one. Generally one as-

sume a mathematical parametric function that describes the true distribution

of the observed quantity and that includes the noise and the detector effects.

The problem is reduced in the estimation of the values of the free parameters

of the function. This is the so–called parametric inference because all the

information that can be inferred from the observed events is contained into

the model parameters. This method, however, imply an interpretation of the

observed data. If we want to evaluate the distribution of the true quantities

apart from a strong interpretation of the observed data but taking into ac-

count the distortions of the spectrum due to physics and detector effects we

are dealing with an unfolding problem. When dealing with only one variable

the method used to unfold the true distribution from the observed data is

the bin to bin correction. A generalized efficiency is evaluated from the ra-

tio between the observed events falling in a certain bin of the reconstructed

variable and the Monte Carlo events falling in the same bin. The value of

this efficiency is therefore used to the estimate the number of true events

in a certain bin starting from the observed events. This method, however,

41
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does not take into account the migration of the events from one bin to one

other and the correlation between adjacent bins. An attempt to solve the

migration problem consists in building a matrix which connects the events

observed in one particular bin to the events observed in the other bins. This

matrix can usually be inverted and applied to the measured data. A sin-

gularity in this matrix, however, lead to inversion problems. The bayesian

inference, on the other hand, is a way to learn information about physical

quantities from the experimental data by using probability theory [59, 60, 61].

As it is well known the development of an atmospheric shower presents

several fluctuations. Since the values these fluctuations can be very large

the correlation between the primary energy and the space–time distribution

of the shower particles cannot be obtained on an event by event basis. The

energy distribution of the incoming particles must be evaluated by means of

an unfolding procedure. The space–time distribution of the particles of the

shower front is called multiplicity of the shower. The correlation between

observed multiplicity and the primary energy is a cause–effect problem that

can be dealt with the bayesian technique [62]. Moreover in the bayesian

approach no assumption on the shape of the spectrum are needed.

4.1 Bayesian inference and bayesian unfold-

ing

The purpose of the unfolding is to find the true number of events x(Ci) related

to each cause Ci given the observed spectrum of effects Ej and assuming some

knowledge about the quantities that allow the connection between causes and

effects. Since the connection between causes ad effects are of probabilistic

nature, also the link between the connection between effects and causes will

be probabilistic (see figure 4.1). The quantity that can be determined is

the probability that a spectrum of causes might have produced the observed

effects, namely

P (xC |xE,Λ, I), (4.1)

where xC = {x(C1), x(C2), . . . , x(CnC
)} is the number of events in each bin

of the true distribution, xE = {x(E1), x(E2), . . . , x(EnE
)} is the observed

spectrum of effects, I contains the information under which the analysis is

performed and Λ is the smearing matrix. The smearing matrix Λ is defined
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C1 C2 Ci CnC

E1 E2 Ej EnE T

Figure 2: Probabilistic links from causes to effects. The node indicated by
T (‘trash’) stand for the inefficiency bin and corresponds to EnE+1

space of the problem. For the same reason, the treatment of background,
and even of several independent sources of background, can be easily em-
bodied in the algorithm by just adding extra cause-cells, one cell per source
of background. As a by-product, the algorithm also provides the number
of events to be attributed to each source of background. (It is worth re-
membering that background might have an interesting physical meaning,
and thus the estimation of the level ‘noise’ might provides indeed a physics
measurement, as in the analysis of Ref. [8].)

Given the discretization of the problem, the Bayesian network relating
causes and effects is that shown in Fig. 2, where we use the same notation of
Ref. [2], with the addition of the effect bin T (‘trash’), equivalent to EnE+1,
to describe inefficiency (the reason to introduce this extra bin will become
clear later).

Rephrasing the problem in probabilistic terms, the purpose of the un-
folding is to find the ‘true’ number of events in each cause bin [#(Ci) in
Fig. 3, indicated by x(Ci) in the text], given the observed spectrum and
assuming some knowledge about the smearing.

Since the links cause→effects have a probabilistic nature, it follows that
also the links effect→causes will be probabilistic, and therefore it will be
uncertain the number of events to be attributed to the cause-cells. We can
only attempt to rank in probability all possible spectra that might have
caused the observed one. In other words, the realistic goal of our analysis is
not to determine the the true spectrum, but rather to assess

P (xC |xE, Λ, I) , (1)

5

Figure 4.1: Schematic view of the probabilistic links between causes and effects.

The thrash bin (T) is used to describe the inefficiencies.

in probabilistic terms as

λji = P (Ej|Ci, I) (4.2)

which values can be determined by means of a Monte Carlo simulation. The

quantity P (xC |xE,Λ, I) is related to the smearing matrix Λ by the Bayes’

theorem which states that:

P (xC |xE,Λ, I) =
P (xE|xC ,Λ, I) ·P (xC |I)∑
xC
P (xE|xC ,Λ, I) ·P (xC |I)

(4.3)

The denominator of eq. 4.3 is only a normalization factor, so we can rewrite

the Bayes’ formula as:

P (xC |xE,Λ, I) ∝ P (xE|xC ,Λ, I) ·P (xC |I), (4.4)

where P (xE|xC ,Λ, I) is called likelihood, P (xC |I) prior and P (xC |xE,Λ, I)

posterior. The fact that the posterior has a dependence on the prior can

look trivial, however, in terms of bayesian analysis, the prior is necessary

in order to evaluate the posterior starting from the likelihood. The values

of the prior can be chosen according to all relevant information that might

come from previous experimental data or from theoretical models. The prior,

in this case, assigns different probabilities to the different possible spectra.

The values of the prior usually have a weak influence on the values of the

posterior and the inference procedure is often dominated by the values of the

likelihood. If we choose a vague prior like P (xC |I) = const we assume that

all the possible spectra have the same probability to occur and the equation

4.4 becomes:

P (xC |xE,Λ, I) ∝ P (xE|xC ,Λ, I). (4.5)
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It follows that the most probable spectrum of true events xC is the one that

maximizes the likelihood. The problem rely in finding an expression for the

likelihood. If we consider a certain number of events in one cause bin x(Ci),

the number of events in the all effect bins x(Ej), j = {1, . . . , nE} includ-

ing the thrash bin for the inefficiencies can be described by a multinomial

distribution:

xE|x(Ci) =
x(Ci)!∏nE+1

j x(Ej)!

nE+1∏

j

λ
x(Ej)
ji (4.6)

with λji = {λ1,i, λ2,i, . . . , λnE+1,i} = {P (E1|Ci, I), . . . , P (EnE+1|Ci, I)}.
The likelihood P (xC |xE,Λ, I) will therefore be a sum of independent multi-

nomial distributions, which doesn’t have a closed expression. For this reason

is not possible to apply the bayesian unfolding method to the true and ob-

served spectrum. It’s possible, however, to apply the bayes theorem to causes

and effects, as described in the next section.

4.1.1 Unfolding a sample of data

Consider a set of independent causes Ci (i = 1, . . . , nC) which can produce

an effect Ej (j = 1, . . . , nE). These quantities are connected by a probability

that one of the effect Ej comes from at least one of the causes Ci (see figure

4.1). Let us assume that we know the initial probability of each cause P (Ci)

and the conditioned probability P (E|Ci) that the effect E occurs given the

i-th cause Ci. The Bayes formula states that:

P (Ci|Ej, I) =
P (Ej|Ci, I)P (Ci|I)∑
i P (Ej|Ci, I) ·P (Ci|I)

(4.7)

or

θij =
λjiP (Ci|I)∑
i λji ·P (Ci|I)

(4.8)

where θij = P (Cj|Ei, I) and λji = P (Ej|Ci, I). The conditioned probability

λij must be evaluated by means of a full Monte Carlo simulation as λij =

N(Ej)
MC/N(Ci)

MC . Having evaluated P (Ci|Ej, I) we can use it to distribute

the events observed in each effect bin among all the cause bins (see figure

4.2). The true spectrum can be estimated by repeating this sharing for all

the effect bins and taking into account the inefficiency. The number of counts

in Ci due to the observation in Ej will be

N(Ci)|n(Ej) ∝ P (Ci|Ej, I) ·N(Ej) = θij ·N(Ej), (4.9)
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x(C1) x(C2) x(Ci) x(CnC
)

x(E1) x(E2) x(Ej) x(EnE
)

θ1,1 θnC,nE

Figure 4: Sharing counts observed in effect-cells among cause-cells according
to θij = P (Ci |Ej , I).

or

θij =
λji · P (Ci | I)∑
i λji · P (Ci | I)

, (14)

having defined θij ≡ P (Ci |Ej , I) in analogy to λji ≡ P (Ej |Ci, I) .
At this point a very important remark is in order. The prior in Eqs. (13)-

(14) has a different meaning from that of Eq. (3). In Eq. (3) P (xC | I)
assigns different probabilities to all possible spectra. Instead, in Eqs. (13)-
(14) P (Ci | I) stands for a single spectrum (more precisely, all spectra that
differ from each other just by normalization). This can be better understood
analyzing the meaning of ‘uniform’ (or ‘flat’) referred to P (xC | I) and to
P (Ci | I).

• P (xC | I) = constant means all spectra are equally likely.

• P (Ci | I) = constant means we consider the cause bins equally likely,
i.e. the prior assess an initial belief in flat spectra.

In other words, while a flat P (xC | I) means indifference about all possible
spectra in order to ‘let the data speak by themselves’, a flat P (Ci | I) is a
strong assumption that usually does not correspond to our priors concerning
the physics case. This implies that we have to tune somehow the algorithm
in order to take into account of this gross approximation. We will come back
to this issue in Sec. 4.

At this point, having evaluated P (Ci |Ej , I), we can use it to share
the counts observed in each effect-bin among all cause-bins (see Fig. 4).
The estimate of the true spectrum is obtained repeating this sharing for all
observed bins and taking into account inefficiency. An uncertainty on the
unfolded spectrum is also evaluated. Let us see how all this was done in the
old algorithm and how it has been improved.

11

Figure 4.2: Sharing of the counts between effects bins and the cause bins

therefore the number of events in Ci due to all the observations can be

estimated as

N(Ci) ∝
nE∑

j=1

P (Ci|Ej, I) ·N(Ej) =

nE∑

j=1

θij ·N(Ej). (4.10)

Taking into account the efficiencies the eq. 4.10 becomes:

N(Ci) ∝
1

εi

nE∑

j=1

θij ·N(Ej), εi 6= 0 (4.11)

where

εi =

nE∑

j=1

P (Ej|Ci, I) =

nE∑

j=1

λji. (4.12)

Notice that if εi = 0 also N(Ci) = 0. From the number of unfolded events

evaluated in eq. 4.11 it is possible to estimate the total number of unfolded

events, the probability of each cause Ci and the overall efficiency. The prior

used in equation 4.7 assigns a probability to each cause. A flat prior means

that all the causes has the same probability. This is a strong assumption that

can be recovered by using an iterative procedure. The values of P (Ci|Ej, I)

are computed by the equation 4.7 assuming a starting value of the prior

P (Ci|I). Using the equation 4.10 a more accurate value of N(Ci) is derived,

which can be used to estimate an updated value of P (Ci) and to iterate. The

iterative procedure ends when further variations on the values of P (Ci) can

be considered negligible. Usually a small number of iterations are enough

to ensure a stable convergence of the procedure. If the number of iterations

becomes to high the fluctuations can be amplified and the resulting spectrum

may not reproduce the true one [59]. Monte Carlo simulations can be used to

determine the optimum value for the number of iterations. In order to ensure
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a stable and fast convergence an intermediate smoothing can be applied to

regularize the posterior before using as new prior.

4.2 Unfolding of the cosmic ray spectrum

A typical air shower experiment like ARGO–YBJ detects the charged parti-

cles produced by the interaction of the primary nuclei with the atmosphere.

The space–time distribution of the particles of the shower front is called

multiplicity of the shower. The observable measured by the ARGO-YBJ ex-

periment is the multiplicity distribution N(M), which represents the number

of events with a given multiplicity M collected in a fixed period ∆t and within

a solid angle Ω. The rate of observed events can be obtained by integrating

the primary cosmic rays differential intensity N(E) on the energy range of

the primary particles and on the overall acceptance of the detector:

N(M) =

∫ E2

E1

∫

Ω

Aeff (E
′,M, ϑ′)N(E ′) dE ′ d(cosϑ′) dϕ′, (4.13)

where the function Aeff (E,M, ϑ) is the effective area of the detector and is

a function of the energy E, the multiplicity M and the zenith angle ϑ. Since

the effective area does not depend on the polar angle ϕ and for nearly vertical

events depend only weakly on the zenith angle ϑ, the mean value within the

observation solid angle Ω it is often considered:

Āeff (E,M) =
1

Ω

∫

Ω

Aeff (E,M, ϑ′)d(cosϑ′) dϕ′. (4.14)

Combining equation 4.13 with equation 4.14 the rate of measured events is

given by:

N(M) = Ω

∫ E2

E1

Aeff (E
′,M)N(E ′) dE ′. (4.15)

This equation represents the connection between the cosmic ray flux intensity

N(E) and the observable quantity. The quantity N(M) in equation 4.15 can

be determined from the ARGO–YBJ data after applying a set of selection

criteria on the measured data. The classical approach is based on a fitting

procedure which requires a hypotesis on the shape of the spectra of different

primaries. The function Aeff (E
′,M) can be determined by means of a Monte

Carlo simulation of the shower production and the detector response.

Extracting the cosmic ray flux from the equation 4.15 is a classical unfolding



Unfolding of the cosmic ray spectrum 47

problem and can be dealt with the bayesian technique [63]. The Bayesian

approach does not require any assumption about the shape of the primary

spectra.

4.2.1 Unfolding of the cosmic ray spectrum by using

the bayesian method

Extracting the cosmic ray energy distribution from the observed multiplicity

distribution is a problem that can be easily dealt with the bayesian tech-

nique. A primary cosmic ray of energy Ei (cause) produce an atmospheric

shower that can be detected with a multiplicity Mj (effect). All the quan-

tities described in the previous section can be redefined in terms of energy

and measured multiplicity:

- P (Mj|Ei): probability that a shower produced by a primary of energy Ei
is detected with a multiplicity Mj

- P (Mj): probability of detecting an event with multiplicity Mj, the quantity

measured by the ARGO–YBJ detector

- P (Ei): probability of observing a shower produced by a primary of energy

Ei, the quantity to be obtained

These probabilities are connected by the Bayes theorem, which in the case

of nE independent energies (causes) each responsible for nM multiplicity Mj

states that:

P (Ei) ∝
nM∑

j=1

P (Ei|Mj) ·P (Mj) (4.16)

P (Ei|Mj) =
P (Mj|Ei) ·P (Ei)∑nE

l=1 P (Mj|El)P (El)
(4.17)

where P (Ei|Mj) is the probability that a shower detected with a multiplicity

Mj has be produced by a primary of energy Ei. In the bayesian scheme

P (Mj|Ei) must be evaluated by means of a Monte Carlo simulation, the

values of P (Mj) are calculated on the basis of the experimental data and the

values of P (Ei) are related to cosmic rays differential intensity. The bayesian

unfolding is performed according to the iterative procedure described in the

previous section: the values of P (Ei|Mj) are computed by using the equation
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4.17 assuming a starting value of the energy distribution. By using the

equation 4.16 a more accurate value of P (Ei) can be evaluated and is used to

iterate. The iterative procedure continues until there are no further variations

on P (Ei). The relevant quantities are defined as follows:

P (Ei) =
N(Ei)∑
E′ N(E ′)

(4.18)

P (Mj) =
N(Mj)

Nsel

(4.19)

where N(Ei) is the number of events with energy Ei, Nsel is the total number

of selected events and N(Mj) is the number of detected events with multi-

plicity Mj.

4.2.2 Application of the bayesian unfolding method to

the ARGO–YBJ data

In order to check the performance of the bayesian unfolding applied to the

ARGO–YBJ data several consistency checks were performed. Two indepen-

dent Monte Carlo data samples S1 and S2 were produced. The multiplicity

distribution extracted from the sample S1 was unfolded by using the condi-

tioned probabilities evaluated from the sample S2, starting from a flat prior.

The unfolded spectrum was compared with the true spectrum of the sample

S1. The convergence of the unfolding procedure and the number of itera-

tions was also checked. In figure 4.3 the results of these tests are shown.

The unfolded distribution matches the true spectrum of the sample S1 af-

ter only three iterations. In order to investigate eventual bias effects due

to the characteristics of the Monte Carlo simulations used to evaluate the

conditioned probabilities the following test were performed. Additional two

independent Monte Carlo data sample S3 and S4 were generated with dif-

ferent energy distributions. These two samples were used to evaluate two

conditional probabilities which in turn were used to unfold the multiplic-

ity distribution extracted from the sample S1. Both the unfolded spectrum

has been compared with the true spectrum of the sample S1, showing no

significative differences. The results are shown in figure 4.4.
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Figure 4.3: Check of the performance of the bayesian unfolding applied to a sim-

ulated data sample of the ARGO–YBJ experiment. Values for the prior (purple

triangles), true distribution of the sample S1 (blue circles) and unfolded distribu-

tion after one (red stars) and three iterations (green squares) are shown.

Figure 4.4: Energy distribution of the sample S1 unfolded by using the con-

ditioned probabilities evaluated from the sample S3 (green circles) and S4 (red

triangles). The true energy distribution of the sample S1 is also shown (blue

squares).
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CHAPTER 5

The cosmic ray spectrum

As described in the previous sections the indirect measurement of the cosmic

ray energy spectrum and composition rely on the Monte Carlo simulation of

the development of the showers and of the detector response. The ARGO–

YBJ experiment observable is the shower multiplicity, namely the space–time

distribution of the charged particles in the shower front. The energy distri-

bution of the primaries cannot be determined by an event–by–event basis

but must be evaluated by means of an unfolding procedure. As described

in the previous chapter the unfolding of the cosmic ray spectrum from the

observed data can be dealt with the bayesian method. In the bayesian unfold-

ing scheme the necessary conditioned probabilities must be evaluated from

Monte Carlo simulations.

5.1 The Monte Carlo data sample

In order to evaluate the relevant quantities used in the bayesian unfolding

procedure a full Monte Carlo simulation is needed. Showers were produced

by using the CORSIKA code (ver 6.90) [64] which provides a complete sim-

ulation of the shower development in the Earth’s atmosphere. The electro-

magnetic component of the shower simulation is implemented by means of

the EGS4 routines [65, 66], while for the hadronic component several options

51
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are available. The Monte Carlo events used in this analysis were gener-

ated by using the QGSJET-II [67, 68] interaction model for the high energy

hadronic interactions and FLUKA [69] for the low energy hadronic interac-

tions. The data were generated in the energy range (0.1 ÷ 104) TeV with

energy distribution given by dN(E)/dE = N0 ·E−γ. Showers were sampled

at the Yangbajing altitude. In order to accurately reproduce the detector

response a full detector simulation based on GEANT-III [70] was applied.

The accidental background generated by each pad has been included and a

full trigger simulation performed, taking into account the measured efficiency

and the time resolution of the RPCs detectors. For each event the response

of the digital and analog readout was simulated. Monte Carlo events were

produced in the same format as data and they have been processed through

the same reconstruction code. Showers induced by protons, helium nuclei,

CNO group and iron nuclei were generated.

5.2 The light component spectrum of cosmic

rays in the multi-TeV region.

The ARGO–YBJ experiment takes data by means of an inclusive trigger [71]

requiring a number of fired pads Npad > Ntrig in the central carpet within a

time coincidence window of 420 ns. During the runs selected for this analysis

the detector was in stable data taking and Ntrig was set to 20, with a resulting

trigger rate of about 3.5 kHz and with a dead time of ∼ 4%. As described

in section 3.3.1, special care is devoted to the time calibration of the 18360

pads of the detector in order to achieve a high pointing accuracy and good

angular resolution. The core position (Xcore, Ycore) of each detected shower is

estimated by using the Likelihood method based on the Nishimura–Kamata–

Greisen function. The accuracy of the reconstructed core position is expected

to be about 5 m for events with the core localized in the full coverage area

of the detector. In order to perform an unbiased analysis a set of selection

criteria has been adopted for both Monte Carlo and data.

5.2.1 Data selection

A first selection of the data has been based on the quality of the runs and

of the reconstruction procedure. Additional cuts have been applied in or-
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Figure 2: The distribution of the reconstructed zenith angle θR versus

the generated zenith angle θG. The cut on θR is shown by the line.

estimation of the probabilities P (Mj|Ei), furthermore the fraction of CNO

induced showers selected by the cuts is reduced by about ten times compared

with the fraction of protons and helium nuclei. In figure 4 the distribution of

the distance of the core position from the centre of the ARGO-YBJ detector

is shown both for Monte Carlo events and data. The figure shows clearly

that the events selected by the cuts are located in an area of radius of about

28 m centered on the detector.

6. Results

6.1. The unfolding procedure

The results of the Bayesian method are expected to be independent of

any a priori hypothesis about the spectral shape. Therefore three data sam-

14

Figure 5.1: Distribution of the reconstructed zenith angle ϑR versus the gener-

ated zenith angle ϑG. The cut on ϑR 6 30◦ is also shown.

der to estimate with good accuracy the probabilities used in the bayesian

unfolding procedure and to make negligible the contamination of external

events (like showers with the core position outside the detector area but

mis–reconstructed inside, or events with mis–reconstructed zenith angle).

The following selection criteria have been adopted for both Monte Carlo and

data:

- The Monte Carlo events used in the analysis have been generated with

the zenith angle (ϑG) in the range 0◦ ÷ 45◦. In order to avoid bias effects

in estimating the quantities P (Mj|Ei) and to improve the quality of the

reconstruction, data and Monte Carlo events have been selected requiring

the reconstructed zenith angle (ϑR) in the range 0◦÷30◦. This cut sets the

solid angle Ω to about 0.842 sr. In figure 5.1 the distribution of the recon-

structed zenith angle ϑR versus the generated zenith angle ϑG is reported,

and the cut on ϑR is also shown.

- The Monte Carlo events have been generated in the energy range (0.1 ÷
10000) TeV. In order to select well reconstructed events and reduce bias

effects in the estimate of the Bayesian probabilities, mainly located at the

edges of the energy range used in this analysis, the events have been selected
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(a) Monte Carlo
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(b) Data

Figure 5.2: Ratio between the particle density measured in the innermost clusters

(ρin) and in the outermost ones (ρout) as a function of the radius R from the

detector center for Monte Carlo (filled squares) and data (filled dots). The values

of ρin/ρout for events surviving the selection cuts used in this analysis are also

reported for Monte Carlo (empty squares) and data (empty circles)

requiring the strip multiplicity M , measured for each event, in the range

500 ≤ M ≤ 50000. This cut selects events well within the energy range

used for the event simulation.

- the rejection of events falling far from the detector is achieved by comparing

the average particle density measured by the innermost 20 clusters (ρin) to

that measured by the outermost 42 ones (ρout). In figure 5.2a and 5.2b the

values of the ratio ρin/ρout as a function of the distance from the detector

center are shown. By requiring ρin > 2.25×ρout, the core position turns out

to be inside an area of radius of about 28 m centered on the detector. No

events generated outside the detector have been selected by this procedure.

The fraction of events passing the cuts used in this analysis has been

checked to be consisted with Monte Carlo predictions, being about 24% both

in data and simulations. As a consequence of the selection cuts used in

this analysis only about 2% of the showers induced by the CNO group is

included in the selected data sample. The cut based on particle density allows

the selection of showers with well–shaped core, discarding events produced

by heavier primaries. In figure 5.3 the fraction of the Monte Carlo events
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selected by the described cuts is shown as a function of energy for Protons,

Helium and CNO nuclei. The figure shows clearly that the events outside the

energy range (103÷107) GeV give a negligible contribution to the estimation

of the conditioned probabilities P (Mj|Ei). Furthermore the fraction of the

CNO induced showers selected by the cuts is reduced by about ten times

compared with the fraction of the protons and helium nuclei. In figures 5.4
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Figure 5.3: The fraction of the simulated events selected by the cuts used in this

analysis is shown as a function of the energy for proton induced events (red circles),

helium induced events (blue squares) and CNO induced events (green triangles).

and 5.5 the distribution of the distance of the core position from the centre

of the ARGO-YBJ detector is shown both for Monte Carlo events and data.

The figure shows clearly that the events selected by the cuts are located in

an area of radius of about 28 m centered on the detector.

5.2.2 The unfolding procedure

In the bayesian method the energy bins are independent, without constraints

among each other [61]. In order to measure the light–component spectrum

the Monte Carlo events have been sorted in seven energy bins and twelve

multiplicity bins. The same multiplicity bins were used to analyze a sample

of data consisting on about 7.5×107 events collected in the first 2011 months.



56 The cosmic ray spectrum

(E [GeV])
10

Log
3 3.5 4 4.5 5 5.5 6 6.5 7

Fr
ac

tio
n 

of
 e

ve
nt

s

-510

-410

-310

-210

-110

1
Proton
Helium
CNO

Graph

Figure 3: The fraction of the simulated events selected by the cuts used in

this analysis is shown as a function of the energy for proton induced events

(red circles), helium induced events (blue squares) and CNO induced events

(green triangles).
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Figure 4: Distribution of the distance of the core position from the centre of

the ARGO-YBJ detector for Monte Carlo events (red circles) and for data

events (blue squares) selected by the criteria used in this analysis.
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Figure 5.4: Distribution of the distance of the core position from the centre of

the ARGO-YBJ detector for Monte Carlo events (red circles) and for data events

(blue squares) selected by the criteria used in this analysis.
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Figure 5.5: Distribution of the reconstructed core position for the selected data

(a) and Monte Carlo (b) samples

Data were collected by the detector in its full configuration requiring an

inclusive trigger of 20 fired pads in a time window of 420 ns. The bayesian

unfolding has been performed by using a flat distribution as the initial value

of the P (Ei). The effect of using different prior distributions P (Ei) has been

evaluated as negligible. A soft smoothing [63] has been applied to the n–th

value of P (Ei) during the recursive procedure in order to ensure a stable

convergence. A dedicated procedure has been used in order to evaluate the

effective alive time of the detector for the runs used in this analysis and it
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results to be about 96.2%.

5.2.3 Evaluation of systematical uncertainties

The measurements of the intensity of the spectrum are affected by a statisti-

cal error of the order of ±1%. A study of the possible sources of systematic

effects has been performed. The sources of systematic effects that have been

considered in this work are:

- effects related to the selection cuts on the measured quantities

- effects related to the reliability of the simulation of the detector response

- effects related to the variation of the fraction of the helium component

The quantities measured in this analysis are: the multiplicity of the shower

(M), the reconstructed zenith angle ϑ and the particle density ρ. The con-

tribution to the total uncertainty due the selection cuts on these quantities

can be estimated by applying large variations to the selection cuts. The es-

timated uncertainty is about ±5%.

The relation between the measured strip multiplicity and the primary energy

distribution has been studied in [72] and has been found in good agreement

with Monte Carlo predictions. The reliability of the simulation procedure

has been checked by comparing the distribution of several variables obtained

applying the same selection cuts to data and to Monte Carlo events. As an

example the distribution of the core position reported in figure 5.4 shows

that the same fraction of events in the data and Monte Carlo samples has

been selected in the same detector area. The multiplicity distribution of the

Monte Carlo events has been compared to the experimental one by success-

fully applying the Kolmogorov–Smirnov test with K = 0.081 and 100 d.o.f.

(see figure 5.6). A conservative estimate of the uncertainty due to the effect

of different run condition (stability of the detector and environmental param-

eters) has been obtained by analyzing three different runs taken in different

periods. The contribution to the total uncertainty turns out to be about

±4%, slightly larger in the edge bins.

The last contribution to the total uncertainty is related to the fraction of the

helium component used to evaluate the conditioned probabilities P (Mj|Ei).
The variation of the helium component in the range (7÷ 11)% gives a negli-

gible effect. In order to evaluate the effect of a large variation of the helium
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Figure 5.6: Normalized strip multiplicity distribution for Monte Carlo (dotted

red line) and data (blue solid line), the Kolmogorov–Smirnov variable (K) is also

shown.

component the unfolding procedure has been performed again by using a

Monte Carlo data sample composed by 50% protons and 50% helium nuclei.

The values of the spectrum obtained by using this sample are consistent,

within a few percent, with the values obtained with the sample containing

9% of helium.

Therefore we estimate that the total uncertainty affecting this result is not

exceeding 10%. In order to have an evaluation of the systematics due to

the use of different hadronic interaction models, the conditioned probabili-

ties P (M |E) have been computed for three energy values namely: 10 TeV,

30 TeV, 120 TeV by using also the SIBYLL model [73, 74]. The values

obtained are reported in figure 5.7 as a function of the multiplicity M of

the detected showers and compared to the same results obtained by using

QGSJET-II. The plots show that the probabilities provided by the two inter-

action models are very similar suggesting therefore a very small contribution

to the systematic uncertainty.

5.2.4 The light component spectrum in the energy range

5− 250 TeV.

The values of the energy spectrum obtained by applying the Bayesian unfold-

ing procedure to all data collected in the three runs are shown in figure 5.8.
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Figure 6: Conditioned probability P (M |E) evaluated in three different en-

ergy bins (10 TeV, 30 TeV, 120 TeV) by using QGSJET-II (blue circles) and

SYBILL (red squares) interaction models.

the systematic uncertainties, as estimated in the previous section, to the

statistical errors. It can be noted that the total uncertainty on each experi-

mental point doesn’t exceed 10%. As shown in section 5, the contribution to

the energy spectrum of elements heavier than helium nuclei is negligible. The

data are compared with the recent results of the CREAM experiment and

with the best fit provided by Hörandel to proton and helium experimental

fluxes [3]. The point at 80 TeV represents the “p + He” intensity measured

by EAS-TOP and MACRO experiments [36] at the Gran Sasso Laboratory

combining the simultaneous detection of the electromagnetic and Cerenkov

light components of atmospheric showers and of high energy muons. The

ARGO-YBJ data agree remarkably well (within about 15 %) with the values

obtained by adding up the proton and helium fluxes measured by CREAM

either concerning the total intensities as well as the spectrum slope. The

value of the spectral index of the power-law fit representing the ARGO-YBJ
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Figure 5.7: Conditioned probability P (M |E) evaluated in three different energy

bins 10 TeV, 30 TeV, 120 TeV) by using QGSJET-II (blue circles) and SYBILL

(red squares) hadronic interaction models.

The spectrum covers the energy region from 5 TeV up to 200 TeV. The mea-

sured intensities are reported with the total uncertainty obtained by adding

the systematic uncertainties, as estimated in the previous section, to the

statistical errors. It can be noted that the total uncertainty on each experi-

mental point doesnt exceed 10%. As shown in section 5.2.1, the contribution

to the energy spectrum of elements heavier than helium nuclei is negligible.

The data are compared with the recent results of the CREAM experiment

and with the best fit provided by Hörandel to proton and helium experimen-

tal fluxes [18]. The point at 80 TeV represents the p + He intensity measured

by EAS-TOP and MACRO experiments [75] at the Gran Sasso Laboratory

combining the simultaneous detection of the electromagnetic and Cherenkov

light components of atmospheric showers and of high energy muons. The

ARGO-YBJ data agree remarkably well (within about 15 %) with the values

obtained by adding up the proton and helium fluxes measured by CREAM

both concerning the total intensities as well as the spectrum slope. The

value of the spectral index of the power–law fit representing the ARGO–YBJ

data is −2.62 ± 0.04, which should be compared to γp = −2.66 ± 0.02 and

γHe = −2.58±0.02 obtained by CREAM. We note that the ARGO-YBJ data

are mainly induced by protons since the average energy of helium primaries

contributing to events with a given multiplicity M is about 1.5 times greater

than the average proton energy.
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Figure 5.8: The differential energy spectrum of the light-component (proton

and helium) measured by ARGO-YBJ (filled red triangles) superimposed to the

proton spectrum (open circles) and helium spectrum (filled circles) measured by

the CREAM experiment [22]. The crossed circles represent our sum of the pro-

ton and helium data measured by CREAM. The blue dotted line represents the

best fit to proton and helium data performed by Hörandel [18]. The black cross

represents the proton and helium flux measured by EAS-TOP and MACRO col-

laborations [75]. The spectra measured by PAMELA [76] (green diamonds), AMS

[77] (stars), BESS [78] (squares), CAPRICE [24] (inverted triangles) are shown.

Results from RUNJOB [19] (dashed–dotted line) and JACEE [21] (dashed line)

are also reported.

5.3 The cosmic ray spectrum at higher ener-

gies

The determination of the elemental composition of the primary cosmic ray

around the knee plays an important role in the understanding of the origin

of the knee itself. As described in chapter 2 the ARGO–YBJ experiment
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measures the space–time distribution by means of a full–coverage carpet of

RPC detectors. The digital readout can measure showers with energies up

to a few hundred TeVs. At greater energies the saturation effects start to

become relevant. The maximum particle density that can be measured with

the digital readout system is of the order of 10 particles/m2. The analog

readout system allow the detection of showers up to 104 particles/m2 in the

core region, allowing the extension of the detector operating range up to the

PeV region. Since the ARGO–YBJ experiment is characterized by high gran-

ularity and space–time resolution the distribution of particles in the shower

front can be measured with high precision. Showers produced by different

primaries presents several differences in their lateral particle distribution.

The analysis of the particle density as a function of the distance from the

core of the shower can be used to discriminate the composition of cosmic

rays.

5.3.1 Study of the chemical composition

Although the determination of the primary energy and direction is relatively

easy, the estimation of the mass is a very difficult task. Showers produced by

different primaries present several difference that are covered by the variation

of the primary energy, by the uncertainties in the hadronic interaction models

and by fluctuations of the shower itself. A mass composition discrimination

can be based on a measurement of the charged particle distribution in EAS

[79]. A detailed study of the charged particle distribution was performed on

the Monte Carlo data sample described in section 5.1. Showers produced by

protons, helium nuclei, CNO group and iron nuclei in the energy range (31.6÷
104) TeV were taken into account. A full detector simulation was applied,

including the response of the analog readout system. The lateral particle

density distribution of simulated showers was studied and a preliminary set

of mass discrimination parameters was determined.

5.3.2 Effective particle density distribution

Since the charged particles are distributed around the core of the shower,

the determination of the core position must be very accurate. In order to

determine the core position for events detected by the analog readout system

of the ARGO–YBJ detector a dedicated reconstruction algorithm based on



62 The cosmic ray spectrum

the determination of the center of mass around the big pad with the max-

imum signal was developed. The resolution of the core reconstruction was

estimated by analyzing the Monte Carlo events and turns out to be of the

order of 0.5 m, as reported in figure 5.9. In order to measure the lateral
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Figure 5.9: Resolution of the core position reconstruction for a sample of events

with E ≈ 100 TeV. Data for protons (blue), helium (red), CNO group (green) and

iron (purple) are reported. The black curve is the best fit with a Gauss function.

particle density distribution with good accuracy the events were selected by

the following criteria:

- reconstructed zenith angle is in the range (0◦ ÷ 30◦)

- reconstructed core position located inside a radius of 30 m centered in the

detector center

- multiplicity of the shower Npart, measured for each event must be in the

range 2000 6 Npart 6 3 · 107.

As described in the previous section, the lateral density distribution of the

charged particles in the shower front presents a large number of fluctuations,

in particular at distances far from the core position. Showers produced by

heavier nuclei often present a multi–core structure, with several clusters of

particles far from the core position. In order to emphasize this characteristic

the effective particle density was taken into account. The particle density was
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computed on a series of circular rings centered on the shower core position.

Only the big–pads with Npart > 0 have been taken into account. Events were

sorted in four multiplicity bins, reported in table 5.1. For each multiplic-

ity bin the charged particle density was studied and a set of composition–

sensitive parameters was determined.

Multiplicity Range Mean energy [TeV]

p He CNO Fe

M1 2.0 · 103 − 2.72 · 104 44.9 46.9 49.8 55.3

M2 2.72 · 104 − 2.22 · 105 89.9.0 127.8 152.5 218.4

M3 2.22 · 105 − 2.59 · 106 617.4 713.2 762.5 965.7

M4 2.59 · 106 − 3.0 · 107 8013 6514 7018 7465

Table 5.1: The multiplicity bins used in this analysis and the corresponding mean

energy for each primary type.

5.3.3 Composition sensitive parameters

The following composition–sensitive parameters have been determined by

analyzing the lateral particle density distributions:

- ρ0: particle density measured in an area of about 4 m2 around the core and

centered in the core position

- β = ρ36/ρ0: ratio between the particle density measured at 36 m and the

particle density around the core

- B =
∑36

i=0 ρi/ρ0: sum of the values of the ratio ρi/ρ0 up to 36 m from the

core position.

The parameter ρ0 measures the charged particle density around the shower

core. The distribution of the ρ0 parameter in the multiplicity range M2 and

M3 is reported in figure 5.10. The parameters β and B has been introduced

to describe the shape of the shower front. The first is related to the ex-

tension of the core region, which is narrower for showers produced by light

nuclei (protons and helium) and broader for the heaviest ones (CNO, iron).

The parameter B also take into account the different space–time pattern of

the charged particle distribution as a function of the primary mass. The
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Figure 5.10: Distribution of the ρ0 parameter in the multiplicity ranges M1 and

M2. Values for protons (blue), helium nuclei (red), CNO group (green) and iron

nuclei (purple) are reported.

distribution of β in the multiplicity range M3 and M4 is reported in figure

5.11. By choosing different values of the parameter β it is possible to select

showers mainly induced by the light component (proton and helium nuclei)

or by the heavy one (CNO and iron nuclei).
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Figure 5.11: Distribution of the β parameter in the multiplicity ranges M2 and

M3. Values for protons (blue), helium nuclei (red), CNO group (green) and iron

nuclei (purple) are reported.
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5.3.4 Light/heavy component discrimination

The distribution of the parameters described in the previous section has been

used to set up a selection function

SL/H(ρ0, β, B) (5.1)

that allow the discrimination of showers produced by light or heavy primaries.

In table 5.2 the values of the discrimination efficiency and contamination for

the light component (LH) and the heavy component (HC) are reported. The

values of the efficiencies and contaminations are referred to the Monte Carlo

data sample used in this analysis. At present time only a few months of data

ρ0, β ρ0, B

M3 M4 M3 M4

LC 0.18 (0.03) 0.55 (0.15) 0.14 (0.01) 0.63 (0.05)

HC 0.38 (0.35) 0.60 (0.15) 0.64 (0.18) 0.43 (0.08)

Table 5.2: Values of the efficiency (contamination) due to a selection of the light

and heavy component based on the combination of the parameters ρ0, β and B.

have been completely calibrated and reconstructed. This reduced amount

of data does not allow the measurement of the composition, that it will be

addressed when more data will become available.

5.4 The all–particle spectrum in the energy

range 200− 800TeV

The analog readout system has been completely installed on the 130 central

clusters of the ARGO–YBJ detector and it is taking data since December

2009. Data used in this analysis was taken during the period between July

2010 and August 2010, in which the analog system was operated at 2.5 V full–

scale, corresponding to an energy range between (102 ÷ 103) TeV. Although

the data sample is not sufficiently large to allow the measurement of the

composition, it can be used to obtain a preliminary measurement of the all–

particle spectrum. By using these data the measurement of the cosmic ray

spectrum can be extended from 200 TeV up to 800 TeV.
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5.4.1 Data analysis

A first selection of the data based on the reconstruction quality an detector

stability was applied. The selected data sample consists on about 106 events

containing both analog and digital information. In order to perform an un-

biased analysis both data and Monte Carlo events were selected by requiring

the following criteria:

- reconstructed zenith angle ϑR in the range (0◦ ÷ 30◦)

- number of particles Npart in the range (2 · 103 ÷ 2.5 · 106)

- reconstructed core position (Xcore, Ycore) located in a radius of 30 m from

the detector center

- the cluster with the highest particle multiplicity must be located in the

innermost 20 clusters of the full–coverage carpet

The Monte Carlo events were sorted in three energy bins and eight multi-

plicity bins. The same multiplicity bins were used to analyze the sample of

data. The Monte Carlo data sample was used to evaluate the conditioned

probabilities PALL(Npart|E) used in the bayesian analysis. The bayesian un-

folding procedure was applied to the selected data sample by using a flat

distribution for the initial values of P (Ei). A soft smoothing was applied in

order to ensure a stable convergence.

5.4.2 Evaluation of the uncertainties

Due to the limited size of the data sample the statistical uncertainty turns

out to be ±3%. Systematical uncertainties are due to effects related to the

selection cuts used in this analysis and to the variation of the fractions of

light and heavy component used to build the Monte Carlo data sample. This

effect was studied by building different Monte Carlo data samples assuming

different values of the composition. The uncertainty in the determination of

the all–particle spectrum is related to the uncertainties in the determination

of the conditioned probabilities used in the bayesian unfolding technique.

Large variation of the fractions of the light and heavy component used in the

Monte Carlo data sample lead to a variation of the conditioned probability of

about 20%. This variation is reflected in the determination of the all–particle

spectrum.
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5.4.3 The all–particle spectrum

In figure 5.12 the results of the bayesian unfolding procedure applied to the

data collected in the period July–August 2010 are reported. These data was

collected with the analog readout system at 2.5 V full-scale, corresponding to

an energy range between (102÷103) TeV. The measured spectrum covers the

energy region from 200 TeV up to 800 TeV. The yellow band represent the

range of variation of the measurements of the spectrum due to the variations

on the values of the conditioned probabilities.

Figure 5.12: Preliminary measurement of the differential all–particle spectrum

by the ARGO–YBJ experiment with the analog readout system (blue squares)

compared with results from other experiments [6]. The yellow band represent the

range of variation of the measurements of the spectrum due to the variations on

the values of the conditioned probabilities.
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5.5 Discussion

The energy spectrum of the light component of the primary cosmic rays from

1012 to 1015 eV plays an important role in understanding the mechanisms

of acceleration, propagation and galactic confinement. Spectral differences

between the proton and helium components might be related to different

types of sources and acceleration environments [28, 32]. The present anal-

ysis does not allow the determination of the individual proton and helium

contribution to the measured flux, however it shows a discrepancy with the

spectra obtained at lower energies from direct measurements with the pas-

sive balloon-borne experiment JACEE and RUNJOB. The disagreement with

the spectrum of the light component obtained adding the proton and helium

spectra quoted by RUNJOB [19] is remarkable. This discrepancy takes place

also at energies E ∼ 100 TeV where the JACEE and RUNJOB experiments

report a proton spectral index of about −2.8 [19, 21]. Deriving the primary

energy spectrum from ground based EAS measurements introduces uncer-

tainties related to the hadronic interaction model underlying the analysis.

The strip multiplicity spectrum measured by ARGO-YBJ is mainly due to

the electromagnetic component of the shower, the fraction of muons and

hadrons being less than 10%. This component is sensitive to parameters

governing the longitudinal development of the shower, like the proton–air in-

elastic cross section and the energy transferred to leading particle (elasticity).

These processes influence the number of particles observed at ground level.

A different longitudinal development of the shower could stretch or compress

the energy scale in such a way affecting the spectral shape. In this context

it is worthwhile to note that the proton-air inelastic cross section measured

by ARGO-YBJ experiment in the energy range (1÷ 100) TeV [72] has been

found in good agreement with the values set in the CORSIKA/QGSJET

code. According to the results shown in figure 6, the QGSJET and SYBILL

models provide the same description of the longitudinal development of the

shower in the energy range of interest. Moreover dedicated calculations find

that the influence on the shower size of using different low-energy models

(GHEISHA and FLUKA) is negligible [80]. These results give support to the

present interpretation of the ARGO-YBJ experimental data.

The knee in the cosmic ray energy spectrum can be related to a change of

the elemental composition. A measurement of the composition at the knee

plays a fundamental role in the understanding of the mechanisms of produc-
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tion and acceleration of particles at these energies. A detailed measurement

of the effective lateral particle density distributions can be used in order to

discriminate showers produced by different primaries.

A preliminary measurement of the all–particle spectrum in the energy range

(200 ÷ 800) TeV is presented. The all–particle spectrum presents large un-

certainties due to the variations of the conditioned probabilities used in the

bayesian unfolding technique that are connected to large variations on the

fraction of the light and heavy component used to build the Monte Carlo

data sample.
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Conclusions

Despite a great experimental and theoretical effort made in order to under-

stand the properties of the primary cosmic rays, several questions are still

under discussion and investigation. Recent observations of the spectrum of

the light component (protons and helium nuclei) performed by the CREAM

experiment, a new–generation balloon–borne detector, present several dis-

crepancies with data collected by past experiment. Moreover the origin of

the knee is still an unresolved question in cosmic ray research. Several hy-

potheses have been presented, actually is believed that the origin of the knee

is related to a change of the composition of the primary cosmic rays. A

measurement of the composition in the knee region is crucial for the under-

standing of the origin of the knee.

The peculiar characteristics of the ARGO–YBJ experiment like high segmen-

tation coupled to a digital readout, full coverage and high altitude location,

allow the detection of small showers produced by primaries with energies of

the order of 1 TeV. Moreover the analog readout can extend the detector

operating range up to 104 TeV allowing the detection of showers in the knee

region with very high detail.

The ARGO–YBJ observable is the shower multiplicity, namely the space–

time distribution of the particles in the shower front. The energy and mass

of the primary that initiated the shower cannot be evaluated on an event–by–

event basis but must be determined by means of an unfolding procedure. The

classical procedure is based on a fitting procedure that requires to formulate

hypothesis about the shape of the energy spectrum. In this work an unfold-

71
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ing procedure based on the Bayes theorem was used. The bayesian inference

doesn’t require any strong assumption about the shape of the spectrum and

relies only on the knowledge of the conditioned probabilities that relate the

observed shower multiplicity with the primary energy. These quantities can

be evaluated by means of a Monte Carlo simulation of the development of

the shower in the Earth’s atmosphere and of the detector response. In this

work a Monte Carlo data sample of EASs induced by protons, helium nu-

clei, CNO group and iron nuclei was produced and a full detector simulation

was applied, including trigger and RPC’s efficiency. Showers were generated

in the energy range (0.1 ÷ 104) TeV. A set of selection criteria based on

the shower multiplicity, the reconstructed zenith angle and on the particle

density on the detector surface was applied. These cuts allow the selection

of showers mainly induced by protons and helium nuclei with core localized

inside a fiducial area with radius ∼ 28 m. The cut on the particle density

allows the selection of showers with well–shaped core, discarding the events

produced by heavier primaries. The fraction of CNO induced showers is re-

duced of about ten times compared with the fraction of protons and helium

nuclei. A first selection of the data has been based on the reconstruction

quality. A sample of 75 × 106 events was selected. The selection criteria

described above have been adopted for both data and Monte Carlo events.

The energy spectrum in the range (5 ÷ 250) TeV was obtained by applying

the bayesian unfolding procedure to the strip distribution obtained from the

data sample. Statistical uncertainties are of the order of 1%. A study of

the possible sources of systematical uncertainties has been performed. The

sources of systematic effects are essentially effects related to the selection

cuts used in data analysis, effects due to the reliability of simulation of the

detector response and effects due to the variation of the fraction of the helium

component. All of these effects have been taken into account and the overall

uncertainty does not exceed 10%. The ARGO–YBJ data are fairly consis-

tent with recent measurements of the light component spectrum performed

by the CREAM collaboration, while they are in considerable disagreement

with measurements reported by RUNJOB. The ARGO–YBJ measurements

cover a wide energy range and bridges the energy gap between the low energy

direct observations and the ground–based EAS experiments.

Showers produced by different primaries present several difference that are

covered by fluctuations. A mass composition discrimination can be based on

the lateral particle density distribution in EASs. In order to achieve a dis-
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crimination of showers produced by primaries of different masses in the knee

region a study of the lateral density distribution was performed on Monte

Carlo events. A dedicated core reconstruction algorithm was developed. The

study of the lateral particle density distribution allowed the determination

of a set of discrimination parameters that can be used in order to discrimi-

nate showers produced by protons and light nuclei and showers produced by

heavy nuclei. A preliminary measurement of the all–particle spectrum in the

energy range (200 ÷ 800) TeV has been performed by using the data taken

with the analog readout system. Statistical uncertainties are of the order of

3%. The values of the spectrum are affected by large uncertainties due to the

variations of the values of the conditioned probabilities used in the bayesian

unfolding technique that are related to large variations of the fraction of the

light and heavy component used to build the Monte Carlo data sample.
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