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Abstract

In last ten years, massive amounts of world knowledge have been accumulated into large

knowledge graphs (KGs). These knowledge repositories store millions of facts about the

world, such as information about people, places and organizations, and have become a

powerful asset for semantic applications such as search, analytics, recommendations, and

data integration. Several approaches have been proposed to create KGs fromWikipedia,

as in the cases of YAGO and DBpedia, or collaboratively as for Freebase and Wikidata.

Despite their seemingly huge size, these knowledge graphs are greatly incomplete and

approaches to populate them automatically are needed to increase their coverage.

This thesis describes principled methods to model knowledge graph relations with

natural language. These models allow the extraction of facts from text or to annotate

web tables with KG relations, with the aim of populating state-of-the-art KGs. The first

contribution is a pattern-based extraction system which can extract automatically high-

quality facts from the text of Wikipedia articles. Indeed, the approaches used to derive

KGs from Wikipedia are focused only on its structured components like the info-boxes.

Although valuable, they represent only a fraction of the actual information expressed

in the articles. We experiment our system on five different languages, showing that

it can extract a large number of facts that are out of reach of common infobox-based

extractions. The second contribution is an approach that uses language models, derived

from a Web-scale corpus, to rank KG relations that hold over pairs of entities juxtaposed

in tables or structured lists. Our experimental evaluation shows the effectiveness of the

approach in predicting KG relations even when entities are missing from the graph and

thus represents a significant advancement of the state-of-the-art.
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Chapter 1

Introduction

Nowadays an increasing amount of information is generated through the World Wide

Web and expressed on a large variety of sources such as textual articles, data-intensive

web sites, social media, to name a few. A user that is looking for some piece of infor-

mation has to explore them manually in order to arrive to the answer. In this task,

search engines helped a lot in driving the user to explore Web documents toward most

relevant sources, but the process is still very chaotic.

In this scenario, the idea of Web of Data was to organize all the information con-

tained on the Web creating a giant structured open repository. Based on Tim-Barnes

Lee’s vision, users would have to publish contents with semantic markup, in a way that

not only humans but also machine could read and organize such information. This ap-

proach allowed for a rapid growth of the Semantic Web linked open data cloud (LOD)1.

Despite this great idea most of the Web contents remain unstructured, but the Web

of Data inspired the research on different aspects of knowledge-oriented systems. In

2012, Google announced the creation of the Google Knowledge Graph, a graph-based

repository that encodes diverse areas of human knowledge about the real world. In

this way they could provide directly the information needed by the user instead of

potentially relevant sources. The Google Knowledge Graph bears considerable impact

in improving the quality and user-experience of Web search. Also, it enables many
1http://lod-cloud.net/

1

http://lod-cloud.net/
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other AI applications, such as question-answering, data analytics, user recommendation,

etc. For this reason many prominent Web-based companies started to built their own

knowledge-based repositories: Facebook created the Graph Search2 to associated users

with real-word entities, Microsoft developed Satori to assist the user across its different

applications, increasing the hype around knowledge graph technologies.

In the past decades many research challenges have been faced in different areas of

Artificial Intelligence, Information Extraction and Natural Language Processing in order

to make machines able to mine knowledge from unstructured sources. Thus, instead

of rewriting the Web in a way that the machines can understand, the direction of the

research in these fields is to enable the machines to create and populate very large

knowledge graphs automatically.

1.1 From Information to Knowledge

Today different kind of knowledge graphs have been created. Some of them represent

domain specific knowledge, for example the Gene Ontology3, or industry-oriented such

the LinkedIn Economic Graph4. Cross-domain knowledge graphs, instead, are focused

on common knowledge, that are the information that humans generally know about the

world, for example “Rome is the capital of Italy" or “the director of Blade Runner", etc..

Differently from domain-specific information, this kind of knowledge is easily expressed

in different Web pages through text, tables or other kind of unstructured sources.

The largest available KGs that contain this kind of knowledge are built collabora-

tively from communities of volunteers, for example Freebase [2] and Wikidata [3], using

manual or semi-automatic approaches. Furthermore, there has been several important

and mostly academic projects that aim to build large knowledge graphs automatically

from Wikipedia, as in the case of YAGO [4] and DBpedia [5], or from the Web, such as

NELL [6], PROSPERA [7] or the Google Knolwedge Vault [8].
2http://www.facebook.com/about/graphsearch
3http://www.geneontology.org/
4https://www.linkedin.com/economic-graph

http://www.facebook.com/about/graphsearch
http://www.geneontology.org/
https://www.linkedin.com/economic-graph
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We use the term open-world to indicate this kind of knowledge graphs, which cover

a wide range of domains into a single schema. The representation of such knowledge is

based on the concepts of entities, types, relations and facts. The types represent

classed of objects, for example cities, companies, actors, and the entities are instances or

those classes. For example “Quentin Tarantino", “Pulp Fiction" and “Amsterdam" are

all entities, from different domains. Entities can be linked each others, through different

type of relations. For example the place of birth of a person or the director of a movie.

Usually, both the relations and the types are represented by unique global identifiers

and they are part of a predefined schema. Finally, the facts are instances of relations

and are expressed by a pair of entities linked by a specific relation. For example, a fact

can record that “Quentin Tarantino" is the director of “Pulp Fiction".

1.2 Challenges

The construction of large knowledge graphs has become a major research field in the last

ten years. Many knowledge graphs have been created over the semi-structured knowl-

edge that is exposed in Wikipedia5, the largest available online encyclopedia. Others

approaches follow collaborative processes that require an high level of human effort

from a community of volunteers. Despite their large size in terms of facts contained, all

those knowledge graphs are still very incomplete and there are many open problems in

obtaining methods to scale their automatic population.

Some recent works in this area [9, 10] show the limited coverage of Freebase, a KG

obtained using a collaborative approach. For example, over 70% of the people contained

in the graph are not associated with their place of birth, and 99% have no information

about their ethnicity [10]. In the case of Freebase, the missing information are probably

due to the large number of entities that have been added automatically into the graph

for which people do not have any knowledge about them, signaling a clear limit of

collaborative approaches in the long run.
5https://www.wikipedia.org

https://www.wikipedia.org
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A similar situation occurs with DBpedia, which is a knowledge graph automatically

extracted from the information in Wikipedia info-boxes. In this case 58% of scientists

do not have a fact that describe what they are known for, and 40% of the countries do

not have the association with their capital city [11]. These numbers reveal important

limits on the ways these knowledge graphs are built, which inevitably miss out most of

the real world knowledge that exist on the Web [12].

1.2.1 Knowledge Harvesting from Text

Harvesting knowledge from textual sources is crucial to populate an incomplete knowl-

edge graphs and obtain an high coverage. Techniques used to face the task have evolved

over time, from supervised approaches which formulate the problem of relation extrac-

tion as a binary classification problem, to semi-supervised bootstrapping techniques

which only require a small set of tagged seed instances (pairs of entities involved in a

relation) to start an iterative extraction process. On the one hand, the systems built

with supervised approaches usually obtain the best performance, but they were diffi-

cult to apply in the case of knowledge graphs because of the manual labeled examples

required for each relation. On the other hand, the bootstrapping approaches suffer the

problem of semantic drift, a tendency to move too far away from the target relation to

harvest which may require additional human intervention during the learning process.

With the increasing popularity of the knowledge graphs a technique called distant

supervision has been used to train relation extraction classifiers aligning a knowledge

graph with textual documents: if a sentence contain entities that are involved in a

relation (from the KG) it become a positive example for that relation. The approach

can be used to generate very large noisily annotated corpora. The noise is present

essentially for two reasons: paq at labelling time we can not know if the sentences

is actually expressing the relation; pbq with the KG we have only positive examples,

without the possibility to obtain negative labels. In general, the current state-of-the-art

approaches for the task of populating a knowledge graph are based on a combination
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of distant supervision and supervised approach6. However, it is still difficult to achieve

successful results at Web-scale leaving it as a currently open problem.

Speaking of Wikipedia, most of the knowledge is offered in the text of the articles,

with only the main information structured in the info-boxes, but the approaches that

has been proposed to build knowledge graphs from it focused only on those structured

information. Despite this, the encyclopedic nature of Wikipedia ensures that the lan-

guage used to express facts in the text is very homogeneous (compared to other common

web documents) which is an advantage for training knowledge extraction systems. In

Chapter 4 we proposed a pattern-based method that relies on a soft distant supervision

for training. The extraction system is able to extract very accurate facts from different

languages from the text of Wikipedia articles and use them to augment state-of-the-art

KGs such as Freebase and DBpedia.

1.2.2 Understanding Web Tables

In 2011, an influential research from Google revealed that the Web contained around

154 million high-quality HTML tables [13]. These tables are widely used structure

to express relational information on a variety of domains, which could be precious in

improving search quality [14] or for the task of populating existing knowledge graphs. In

both the cases, the task is to understand the table or, in other words, to align its content

with the KG in order to handle the information provided. Generally, there are three

steps associated with understanding Web tables: (1) identifying the “entity column" of

the table; (2) assigning KG types for every column in the table; and (3) labeling the

relationships involving entities in the “entity column" and the other columns.

Recent works on Web table understanding, which rely on existent knowledge graphs

to perform the necessary steps, annotate the cells of a given table with entity identifiers,

and pairs of columns with relations from the KG that hold over the linked entities. The

techniques vary from using probabilistic graphical models against the YAGO knowledge
6https://kbpo.stanford.edu/

https://kbpo.stanford.edu/
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graph [15] or matching each row of the table against possible DBpedia entities taking

into account how well the table headers match classes in the DBPedia ontology [16, 17].

In both the cases, given the incompleteness problem of modern KGs, matching the span

of text contained in the cells with the exact entities in the KG is a very hard problem,

especially where is not enough context that can be exploited for disambiguation. In

Chapter 5 we describe an alternative method to predict a KG relation given a list

of entity pairs extracted from a table. It aims to rank relations from the knowledge

graph using generative language models derived fromWeb-scale corpora instead of entity

linking. As such, it can produce high quality results even when the entities in the table

are missing from the graph.

1.3 Contribution and Novelty of this Thesis

This thesis focuses on investigating possible approaches to turn the information con-

tained in unstructured sources, such as text or tabular structures, into a graphical form

using the schema provided from an existent KG. The main challenge is to associate

natural language expressions with the relations that they describe in the reference KG.

Once we obtain them, we can use their evidence to harvest structured information from

textual document or align tabular data to the KG, with the final goal of augmenting it

with new information.

Some parts of this thesis has been published in international conferences. For in-

stance, the Lector system, an extraction tool that is able to harvest facts from the

text of Wikipedia articles and use them to augment Freebase is described in [18]. The

process extracts facts with high-accuracy (over 95%) using a patterns-based approach.

Together with the tool, we also provide a dataset of „230 K extracted facts7 which

is a precious resource to test relation extraction approaches since they are missing from

Freebase, but also Wikipedia info-boxes, YAGO and DBpedia.
7Available at: http://downloads.dbpedia.org/2016-04/ext/lector_facts/

http://downloads.dbpedia.org/2016-04/ext/lector_facts/
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The tool is later extended to DBpedia, resulting the winning system for the 2017

DBpedia TextExt Challenge8, a competition organized by DBpedia with the goal

of exploring knowledge extraction from Wikipedia article text. The tool, which is called

Lector+9, was able to extract „1,8 M new facts from the text of the English Wikipedia,

with an accuracy of 0.81. However, the system can be used to extract facts from the

text of different language editions and will be integrated as a standard component of

the DBpedia Extraction Framework10. The general architecture is described in [19].

Finally, we propose Stup, an approach that uses language models to represent KG

relations and rank them based on how they represent pairs of entities juxtaposed in a

table or structured list. The approach is an alternative to the existing solutions, which

are hampered by the incompleteness and uneven coverage in even the best KGs available

today, and can be use to predict relations even when entities are missing from the KG.

We presented this contribution in [20].

Overview This dissertaiton is structured as follow:

• Chapter 2 gives an introduction to knowledge graphs, with the basic notions and

the potential applications that can be enabled; it outlines possible approaches

used to built knowledge graphs automatically from the Web and quantifies the

level of incompleteness of some of the largest open-world KGs.

• Chapter 3 gives an overview of the state-of-the-art for extracting knowledge from

unstructured sources. In particular it describes possible techniques used to pop-

ulate knowledge graphs from textual documents and web tables.

• Chapter 4 describes Lector and the whole process used to process Wikipedia arti-

cles, detect the entities and associate natural language patterns to the relations.

This chapter provides a complete evaluation of both Lector and Lector+, fo-

cusing on the improvements that we obtain with the second version of the tool.
8TextExt Challenge: http://wiki.dbpedia.org/textext
9Available at: https://gitlab.com/Rm3UofA/Lector/Code

10DBpedia Extraction Framework: https://github.com/dbpedia/extraction-framework/

http://wiki.dbpedia.org/textext
https://gitlab.com/Rm3UofA/Lector/Code
https://github.com/dbpedia/extraction-framework/
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• Chapter 5 describes Stup, our approach used to rank KG relations for a given set

of entity pairs. The chapter describes the process used to create language models

for the relations and provide a complete experimental validation showing that our

approach is robust and effective in practice.

• Chapter 6 summarizes the work of this thesis.



Chapter 2

Knowledge Graphs

In this section we provide an exhaustive description of Knowledge Graphs (KG), de-

scribing the motivations that lead to rapidly increase their popularity the last years.

We define the general concepts of open-world KGs, which are used to store knowledge

about the world, but similar considerations are valid for more domain-specific ones.

Finally we will talk about the main challenges in knowledge extraction, motivated by

the natural incompleteness of every KG.

2.1 Open-World Knowledge Graphs

A Knowledge Graph can be seen as a structured repository in which we can store

facts about entities that exist in the world. Entities are real-world objects (e.g. Sean

Connery, Scotland, etc.) and represent the nodes of the graph. Those nodes usually

have a precise identifier (e.g. Sean_Connery) and can be labelled with one or more

textual expressions that represent their name, their title or alternative names used to

to refer to them in the real-world (e.g. “Thomas Sean Connery", “Big Tam"). They

can also have other textual or numeric attributes, for example the height, the age or

the date of birth in case of person. Additionally, entities in schema-based knoweldge

graphs are generally typed. The types are pre-defined classes from the schema, used

to describe their nature and can be organized in an ontology. For example, an entity

9
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can be a person, a location, or more specifically an actor, a book, a city, etc.

Entities can have different kind of relationships with other entities. For example,

an actor can be related with the movies she acted in, or a town can be related with the

country where it is located. With respect to a graph-based definition, the edges that

link the nodes can have different labels that are called relations (e.g. <birthPlace>,

<starring>, etc.). Finally, we define a fact as a single unit of information expressed

by the graph. A fact is defined by a triple composed of a pair of entities (generally a

subject and an object) and a relation. For example, the triple:

<Sean_Connery> <birthPlace> <Edinburgh>

is a fact describing that <Edinburgh> (object) is the place of birth of <Sean_Connery>

(subject). Facts of a specific relation can be viewed as instances of that relation or

labeled edges of the graph. Fig. 2.1 shows a snapshot of a possible knowledge graph

describing information related to Sean Connery.

Sean

Connery

Jason

Connery

Diane

Cilento Goldfinger

Dr. No

<parent>

<parent>

<spouse> <starring>

<starring>

London

England

<filmedIn> <capital>

<birthPlace>

Figure 2.1: This is a snapshot of a possible open world KG.
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2.2 Applications

Knowledge Graphs have gained much interest in the last years because they are key

assets that enable a variety of semantic applications in different areas [21].

Web Search Knowledge Graphs are improving Web Search because they allow to

search for entities and their relations with other entities, instead of keywords inside

documents. With the help of a KG a search engine can disambiguate the intention of

the user and provide more rich results which hopefully satisfy the information needs.

For example, as in Fig. 2.2, Google search engine provides a box with all the relevant

facts about the entity that has been looked-up.

Figure 2.2: Result of the query “Sean Connery" by Google Search Engine.

Question-Answering This structured knowledge has become very useful to enable

reasoning and inference, necessary for question-answering system. As showed in Fig. 2.3

with the Google search engine, a natural language expression can be translated into a

structured query over the graph obtaining single facts or a list of entities as a result.
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Much more work is still necessary both in natural language understanding and knowl-

edge extraction to allow Knowledge Graphs to provide answer for very complicated

questions but the direction is correct as confirmed by the result obtained by IBM Wat-

son system at the Jeopardy game.

Figure 2.3: Result of a complex query to Google Search Engine.

2.3 Definition of a Knowledge Graph

We can define a knowledge graph as a labeled, directed multi-graph KG=(N, E, L)

where N is the set of nodes, E is the set of edges, and L is the set of labels. The

nodes are used represent entities and types, the labels are the relations and the edges

are instances of relations or facts.

Most of the open-world KGs like YAGO [4], DBpedia [5] and Freebase [2] expose

their information following the W3C Resource description Framework (RDF) standard.

Moreover, these knowledge resources can be semantically interlinked at the entity level,

contributing to the growth of the Linked Opne Data cloud. In this section we define

the main concepts that are in common for many KGs using a simplified notation, but

we give some references to their relative RDF notations.
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Entities Entities are real-world objects such as person, location, movies, etc. and are

represented using unique identifiers, internal to the KG. For example Freebase [2] uses

“m-ids" (e.g., m.03dgdg), Wikidata [3] adopts internal IDs (“Q" followed by a number,

e.g. Q2096) in order to be language-agnostic, while DBpedia and YAGO provide human-

readable IDs (e.g. Edmonton,_Alberta). Since most of open-world KGs are represented

using RDF standard, entities do not only have unique IDs, but URIs (Uniform Resource

Identifiers) by which they can be referred to (e.g. http://rdf.freebase.com/m/03dgdg

or http://dbpedia.org/resource/Edmonton,_Alberta). We will refer to entities us-

ing a human-readable notation, i.e. <Sean_Connery>.

Types Types are nodes of the graph that are used to assign classes to entities. As for

the entities, a type has a unique internal identifier and a global URI which represent

it as a resource. In schema-based KGs the types can be organized with an ontology

that is part of the schema. For example, in DBpedia the ontology of types is defined

in a hierarchy1 similar to Fig. 2.4: in this case entities are labeled with a single type,

not necessarily a leaf of the tree. In Freebase instead, the types describe the different

perspectives that can be associated to an entity and do not have sub-types2: in this

case an entity can be associated with any number of types. For example, in Fig. 2.5 the

entity Barack Obama is both a person and a politician. We will refer to types using a

human-readable notation, i.e. rActors.

Literals Literals are particular nodes of the graph: they do not have an identifier and

do not expose any outgoing connections with other nodes. Literals are used to describe

a node (entities or types) with values such as strings, numbers and dates by means of a

lexical representation (e.g. “Big Apple", “1972-01-01"). Most open-world KGs support

simple data-types for literals such as a subset of the XML Schema (e.g. xsd:date).

Relations Relations are the labels used to specify the interconnections between two

nodes. A relation is used to label the link between two entities, but also the link between
1DBpedia Ontology, http://mappings.dbpedia.org/server/ontology/classes/
2Freebase Basic Concepts, https://developers.google.com/freebase/guide/basic_concepts

http://mappings.dbpedia.org/server/ontology/classes/
https://developers.google.com/freebase/guide/basic_concepts
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[Person] [Place] [Media]

[thing]

[Politician] [Actor] [Movie][Song] …

Sean

Connery
GoldfingerBarack 

Obama

[President]

Figure 2.4: An example of DBpedia Ontology. Entities can be associated to intermediate
nodes of the hierarchy.

people/ governement/ film/

thing

person politician directoractor film
deceased
_person

Sean

Connery
GoldfingerBarack 

Obama

location/

Figure 2.5: An example of the different domains of types in Freebase. Entities can be
associated to multiple types in different domains.
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an entity and a type and an entity with a literal. Relations in schema-based KGs are

typed: they exists only between a specific domain (the type of the subject entity) and

range (the type of the object entity). For example, the relation film/director/film in

Freebase connects an entity of type film/director with an entity of type film/film3. We

will refer to them using a simplified notation, i.e. <birthPlace>.

Facts Edges in E Ď N ˆ L ˆ N are often called facts4 and the effective links that

record relationships between entities, types and literals. Most of open-world KGs store

their facts in the form of RDF-style subject-predicate-object (SPO) triples. Table 2.1

lists most of the facts that are used to represent the KG snapshot of Fig. 2.1 and 2.4

with all the information described so far.

subject relation object

<Sean_Connery> <spouse> <Diane_Cilento>
<Diane_Cilento> <spouse> <Sean_Connery>
<Jason_Connery> <parent> <Diane_Cilento>
<Jason_Connery> <parent> <Sean_Connery>

<Dr._No> <starring> <Sean_Connery>
<Goldfinger> <starring> <Sean_Connery>
<Goldfinger> <filmedIn> <London>
<England> <capital> <London>

<Sean_Connery> <label> “Sean Connery"
<Diane_Cilento> <label> “Diane Cilento"
<Jason_Connery> <dateOfBirth> “1963-11-01"

<England> <areaKm> “130279"
...

<Sean_Connery> <type> rActors
<Diane_Cilento> <type> rPersons

<England> <type> rCountrys
<London> <type> rCitys

...

rActors <subClassOf> rPersons
rCitys <subClassOf> rSettlements

...

Table 2.1: A KG snapshot represented in form of facts, or RDF-triples.

3In Freebase each type provides a different set of relations that can be used to associate the entity
with other entities

4Sometimes they are referred with statements (in Wikidata) or triples (following RDF-style)
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Complex Relationships Facts are used to represented binary relations between en-

tities. However, in the real world many complex relationships can exists between the

entities. In order to represent such n-ary relations different solutions have been adopted.

The standard way is called “reification” and consists in using a further resource (i.e.

node) to denote a fact, then using other facts having the node as subject to add more

information. An other option is to use a resource to represent those complex relations

(e.g. “complex objects” used in Freebase). Instead of stating that a subject has a given

value, the model states that the subject is involved in a relationship, and that that

relationship has a value and some qualifiers.

<parent>
<parent>

<spouse> <starring>

<starring>

<filmedIn> <capital>
<birthPlace>

Diane
Cilento

Jason
Connery

Dr. No
England

GoldfingerLondon

Big Tam
Sean

Connery

<label>

<label> <label><label>

<label>

<label>

<label>

<label>

Person Place Media

All

Politician Actor MovieSongCityProducer

<sub><sub> <sub> <sub> <sub><sub>

<sub> <sub> <sub>

<type> <type>

<type>

<type>

<type>

Figure 2.6: A KG snapshot represented in form of graph.

In this thesis we consider a KG as a set of binary relations between resources. It can

be represented in the form of a graph, as in Fig. 2.6, where all the different nodes are con-

nected each other through labelled edges, or using a set of RDF triples, as in Table 2.1.

Both the representations describe the same information about <Sean_Connery>.
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2.4 Knowledge Graphs Construction

The construction of large KGs has become a major research field in the last ten years.

So far, KGs have been derived from accurate encyclopedic sources [5, 4] or following

collaborative approaches that require an high level of human effort [2, 22]. This way

of building knowledge graphs has been precious, but inevitably misses out most of the

real world knowledge that exist on the Web [12]. Several attempts have been made in

order to push the construction at the Web-scale, extracting facts from arbitrary Web

pages and natural-language texts. Despite great advances in these regards, there are

still many challenges regarding different aspects of knowledge extraction [21, 12]. In

this section we briefly describe the evolution of such KGs construction methodologies.

2.4.1 Manually-curated Approaches

The first knowledge bases5 have been built manually, typically compiled by domain

experts, as in the cases of Cyc [23] and WordNet [24]. These knowledge sources served

to support decision-making process of humans or machines, satisfying the highest quality

expectations. For example, WordNet [24] groups nouns, verbs, and adjectives into sets

of synonyms based on their senses and relationships6 representing an important resource

for many NLP applications. However, manual approaches are not a scalable, suffer from

low coverage, and can be employed to create limited KGs that do not need to be updated

frequently.

2.4.2 Collaborative Approaches

This kind of approaches are based on large community of voluntaries that contribute

to insert and maintain the information in the graph. As in the case of Wikipedia, the

largest on-line encyclopedia, this method can lead to obtain large KGs depending on

the size of the community. Also, the content of collaborative KGs are biased on the
5The first knowledge repositories did not have any graph-based structure.
6Available at: http://wordnet.princeton.edu

 http://wordnet.princeton.edu
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popularity of the topics and the interests of the people that contribute. Freebase [2]

and Wikidata [3] are two examples of large collaborative open-world KG.

Freebase Freebase is a collaborative knowledge graph created in 2007 by Metaweb.

The information contained in Freebase are directly added by a large community of

contributors which provide a minimum supervision. Many facts have been inserted au-

tomatically, moving information from external databases such as MusicBrainz7, IMDb8,

and many others. In this way they obtain a very large knowledge graph that has been

acquired by Google in 2010 and is the core of Google Knowledge Graph cite and Knowl-

edge Vault [8] (see next section). In 2015 Google has retired Freebase and help the

community with the transfer of the content to Wikidata [22].

Wikidata Wikidata is a project launched in October 2012 as part of the Wikimedia

Foundation9. It has been presented as the “Wikipedia for data" [3] with the goal of

structure the knowledge contained in Wikipedia through facts. An interesting possibility

offered by Wikidata is that the facts are not necessarily true, but have to be referenced

to the source. For example, border conflicts can be expressed from different political

points of view [22]. In this way, two facts can contradict each other but, in the spirit

of collaborative approaches, it is possible to encode different perspective of the same

information.

2.4.3 Automatically-derived from Wikipedia

The automatic construction of knowledge graphs started around 2006 with YAGO [4]

and DBpedia [5]. Those two academic projects aim to build a knowledge graph deriving

information from Wikipedia. Both the projects exploit the semi-structured components

of Wikipedia articles (info-boxes, categories, metadata, etc.). which expose a large

number of facts. With the help of some hand-curated extraction rules they gather most
7https://musicbrainz.org/
8http://www.imdb.com/
9https://wikimediafoundation.org/

https://musicbrainz.org/
http://www.imdb.com/
https://wikimediafoundation.org/
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{{Infobox person

  | name              =  Steven Paul Jobs
  | birth_date       =  {{birth date|1955|2|24}}
  | birth_place      =  [[San Francisco]], California, U.S.
  | death_date      =  {{death date|2011|10|5}}
  | death_place    =  [[Palo Alto, California]], U.S.
  | death_cause   =  [[Pancreatic cancer]] and 
                                [[respiratory arrest]]
  | nationality       =   American
  | education        =  [Homestead High School]]
  | alma_mater    =  [[Reed College]]
  …
}

{{Infobox person

  …
  | birth_place      =  [[San Francisco]], California, U.S.
  …

<Steve_Jobs>    <birthPlace>    <San_Francisco>

DBpedia 
Ontology

Figure 2.7: Example of a fact extracted from Steve Jobs info-box in Wikipedia.

of the information that are present and obtain large knowledge graphs. As we will

discuss in the next section, both the KGs are still largely incomplete.

DBpedia DBpedia is a project started in 2006 as a collaboration of Free University

of Berlin, Leipzig University and University of Mannheim, with the goal of extract

structured information from Wikipedia. It has been a key factor in the growth of the

Linked Open Data in that years so that it became its central hub10.

An important step is represented by the creation of the DBpedia Ontology, that

is the schema of classes and relations. The ontology is maintained and extended by

the community through the DBpedia Mappings Wiki 11. They allow to disambiguate

attributes from Wikipedia info-boxes and align them to canonical relations and classes

(example in Fig. 2.7).
10http://lod-cloud.net/
11http://mappings.dbpedia.org/

http://lod-cloud.net/
http://mappings.dbpedia.org/
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Figure 2.8: Excerpt of the YAGO Knowledge Base, from [25]

YAGO YAGO (Yet Another Great Ontology) is a complete knowledge graph auto-

matically generated from Wikipedia. The project, which started in 2006 at the Max-

Plank Institute, is based on the following observation: Wikipedia contains a large num-

ber of entities in many different domains but the category system is not well organized;

on the other hand, WordNet contains a clean ontology of concepts but a very few enti-

ties as leafs of the hierarchy. Thus, other than extracting facts from Wikipedia similarly

to what DBpedia did, the brilliant idea of YAGO was to map Wikipedia categories to

WordNet concepts and obtain a complete knowledge graph with entities and types (an

example is in Fig. 2.8). Differently from DBpedia, which extracts an RDF representa-

tion of Wikipedia’s infoboxes, in YAGO only a few relations are represented: in this

way they can keep an high-level of accuracy that has been evaluated around 95% [4].

Freebase Wikidata YAGO DBpedia

nodes 50 M 16 M 4.6 M 4.8 M
edges 3 B 66 M 26 M 176 M

Table 2.2: Number of relations and types for different open-world KGs
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2.4.4 Automatically-built from the Web

Here we describe some projects that aim to extract knowledge at Web-scale. All of

them are composed by an extraction phase, where a single or multiple extractors are

used to harvest new facts from Web-scale sources; a reasoning phase, where the facts

are aggregated and weighted in order to ensure correctness of the extractions.

Knowledge Vault The Knowledge Vault (KV)[8] is a research project by Google

which attempts to build a very large knowledge graph automatically from the web.

It relies on Freebase[2] as a reference schema (using the 4469 most common Freebase

relations) and as “prior" to compute the probability of the facts extracted.

The framework consists in three steps (Fig. 2.9 provides a high level overview of the

complete architecture). In the first step, facts are extracted from different Web sources:

• text documents (with distant supervision[26] techniques, more details in Sec. 3.1.3)

• tabular data (using entity linking approaches[14], more details in Sec. 3.2)

• page structure (training a classifier with lexicalized paths from the DOM tree);

• human annotations harvested from the HTML page12.

FreebaseWeb

Text 

Extractor

Tables 

Extractor

DOM 

Extractor

Microdata 

Extractor
PRA

SRL

Extracted Triples

Knowledge Fusion

Link-Prediction Model

Figure 2.9: Architecture of Knowledge Vault (KV).

12They define a mapping from schema.org to Freebase schema for these different predicates
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Second, a statistical relational learning model[27] is trained on Freebase to serve as

a “prior" for computing the probability of (new) edges13. In particular, they use a

combination of latent and observable models to predict links in a knowledge graph:

• a multi-layer perceptrons model (MLP [27]) is used to measure the latent semantic

similarity of different relations;

• the Path Ranking Algorithm (PRA [28]) as a graph feature model to predict

possible links;

They combine the two models, creating a single link prediction model that achieves an

area under the ROC curve of 0.911 [8]. Finally, the confidence in the automatically

extracted facts is evaluated using both the extraction scores and the link-prediction

model. They also insert some knowledge fusion features such as the confidence of the

extractor and the number of (de-duplicated) Web pages containing the evidence for the

extraction. This is an example from [27] that shows the benefits of combining the prior

with the extractors (i.e., Knowledge Fusion Layer in Figure 2.9). Consider an extracted

triple corresponding to the following relation:

<Barry_Richter> <attended> <University_of_Wisconsin-Madison>

The extraction confidence for this triple (obtained by fusing multiple extraction

techniques) is just 0.14, since it was based on the following two rather indirect state-

ments:

In the fall of 1989, Richter accepted a scholarship to the University of

Wisconsin, where he played for four years and earned numerous accolades...

and:

The Polar Caps cause has been helped by the impact of important coaches

such as Andringa, Byce and UW teammates Chris Tancill and Barry Richter.
13Knowledge Vault extracts facts about entities that are already in Freebase.
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However, from facts already in Freebase, Barry Richter was born and raised in

Madison, Wisconsin. According to the prior model, people who were born and raised

in a particular city often tend to study in the same city. This increases the prior belief

that Richter went to school there, resulting in a final fused belief of 0.61. Combining

both the models they are able to increase the number of high confidence triples from

100M (based on extractors alone) to 271M (based on extractors plus prior).

PROSPERA PROSPERA [7] is a project developed at Max-Planck Institute (MPI)

which attempts to create an high-quality knowledge harvesting system from textual

documents. The goal of PROSPERA is to offer a scalable framework that relies on

lexico-syntactic patterns and logical reasoning, ensuring the quality and the validity

of fact candidates. PROSPERA is built over SOFIE [29] and is organized to support

distributed processing, which allow to scale to Web-size corpora. SOFIE starts with

a seed-set for the target relations and learns lexico-syntactic patterns that are used

to extract new facts that were not in the ontology. Then, using several hand-crafted

consistency rules (e.g. checking the types of the subject/object of triples, check for

functional constraints, etc.) they can construct Horn clauses from existent facts and

evaluate the newly acquired knowledge as a (weighted) MaxSat problem.

ReadTheWeb/NELL The Never Ending Language Learning (NELL) project [6,

30] developed from Carnegie Mellon University (CMU) is a web-scale approach for

extracting a knowledge graph from unstructured data, based on the principle of patterns

and relations duality and use the redundancy of the information in the Web for learning

mechanism. Differently from other approaches, it continuously learns new facts and

corrects itself over time as it learns to better understand natural language. Indeed,

it learns textual pattern from a large-scale corpus of web sites and exploits a coupled

process which associates patterns, types and relation assertions and applies them to

extract new entities and relations.

In order to keep an high level of accuracy they exploit reasoning which removes

inconsistent triples and keeps them consistent. The system is still running today, con-
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tinuously extending its knowledge base: one of the most recent version (i.e., the 945th

iteration) contains roughly 2 million entities and 433,000 relations between those. The

NELL ontology defines 285 classes and 425 relations.

Figure 2.10: Comparison of automatic knowledge graphs construction compared to
human curation ones, from [8]. The table reporst only confident facts (reliabilityą0.9).

2.5 Incompleteness of Knowledge Graphs

Large Knowledge graphs contain millions of entities, organized in hundreds to hun-

dred thousands of semantic classes, and hundred millions of relational facts between

them [21]. Despite this, all of them inevitable rely on the information provided by com-

munities of people even directly, as in the case of Freebase and Wikidata, or through

Wikipedia, which can be problematic in the long run. Take Wikipedia for instance,

which is a perfect example of collaborative approach: it is maintained by thousands

of contributors that update and review articles on a daily-basis, but recently it has

been observed that its growth has been slowing down [31]. This is happening probably

because with the increasing of dimensions the opportunity to contribute inevitably de-

creases. For the same reason, the growth of knowledge graphs that rely on collaborative

approaches is bound to keep them incomplete especially for tail knowledge.

In Table 2.3 we provide some numbers to describe the order of incompleteness in

Freebase and DBpedia for several relations in the domain of people. The percentages

for DBpedia are obtained using the mapping-based properties (clean facts), while the

numbers for Freebase come from [10]. As we can see from the table both the KGs

are largely incomplete. The situation slightly improves when we consider only popular
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entities (top-K ordered by number of outgoing links) where for some relations we obtain

an acceptable coverage.

Relation
Percentage unknown

Freebase DBpedia
All 3M Top 100K All 500K Top 10K

profession 68% 24% 87% 36%
place of birth 71% 13% 63% 4%

nationality 75% 21% 92% 50%
education 91% 63% 94% 48%
spouses 92% 68% 94% 73%
parents 94% 77% 98% 85%
children 94% 80% 98% 83%
siblings 96% 83% 98% 84%

ethnicity 99% 86% 98% 83%

Table 2.3: Incompleteness of some relations in Freebase and DBpedia about entities in
the domain of person. Left-hand part of the table is from [10].

The percentages obtained for DBpedia reflect the presence of those information in

the info-boxes (the main sources of information for both DBpedia and YAGO). However,

while such structured resources provide direct access to some information of the article,

they have been shown to have low coverage: in 2008, 56%. of Wikipedia articles had

no infobox, while in 2010 that fraction grew to 66% 14. These numbers explain the

reason why 63% of the entities classified as person are missing a place of birth (which

instead is likely to be present in the vast majority of info-boxes about person) and the

general high level of incompleteness. On the other hand, every Wikipedia article has

natural language text expressing many human-readable facts that are missing from the

info-boxes and, as we will show in this work, can be exploited for KG augmentation.

2.5.1 Heterogeneous Granularity

The goal of open-world KGs is to describe knowledge about entities of the real world

and modelling it into a graph. As we saw, all those graphs (at least the schema-based

ones) rely on a set of predefined classes and relations that can be used to classify entities
14https://en.wikipedia.org/wiki/Infobox

https://en.wikipedia.org/wiki/Infobox
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or label their connections. As reported in Table 2.4, the schema of such KGs, which are

supposed to encapsulate knowledge about the world, is usually very rich.

Freebase Wikidata YAGO DBpedia

relations 38,000 1,600 77 2,800
types 27,000 23,000 488,000 753

Table 2.4: Size of the schema in popular KGs. All the numbers come from [32].

Despite large size, different schema are often very unbalanced. Indeed, it is not rare

to find entities with very narrow types. For example, in YAGO, where the types are

derived from Wikipedia categories, there is a type that applies to actresses who played

as “Bond Girl” in 007 movies, while in Freebase there are types to describe Particle

Physics elements, and in DBpedia there is the type “LightNovel", sub-type of “Novel".

The problem exists for relations as well, and the differences in terms of granularity

depends on the domain of the information. For example, in the domain of geography,

Freebase has a relation to list the capital cities of Brazilian states, or for sports, where

some relations are created to keep statistics about athletes of specific sports. Other re-

lations are more broad, encompassing more diverse entity pairs. The extreme example

are the relations <contains> and <containedBy>, which are present in all the above

KGs and apply to a broad swath of entity pairs. Also, in many cases, existent depen-

dencies across relations are not defined in the underlying schema, as generally happens

for the types. For example, there is no entailment between the relations <ceo> and

<employer>, but the first is effectively subsumed into the second.

These unbalanced schema are an inevitable consequence of the process used to de-

rive the graphs, which reflect the granularity used to express such information at the

source. For example, The info-boxes of Wikipedia contain only a subset of the possible

information about the entities, just as the contributors of collaborative KGs are inter-

ested only on particular aspects of the real world entities. In general, real world is not

described following a specific schema, thus a perfect alignment is simply impossible.
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Related Works

In this chapter we provide a deeper description of the state-of-the-art on knowledge

extraction from unstructured sources. We describe the main methodologies used to

extract relations from text, which underlie several Web-scale automatic approaches for

KGs automatic construction (described in Section 2.4.4). In particular, we focus a little

bit on the advantages and the problems derived from introducing KGs as integral part

of the supervision process. Finally, we describe some of the approaches used to annotate

tables with information from the KG (i.e. understanding web tables) for the task of

knowledge graphs augmentation.

3.1 Relation Extraction From Text

Harvesting knowledge from textual sources is crucial to build knowledge graphs with

high coverage, but the problem has been faced since a long time. Indeed, the goal

of early information extraction systems developed for Message Understanding Confer-

ence 1 was to use textual documents to fill the fields of specific templates (i.e. tables),

for example the cause, the agent, the time and place of an event. Today, after thirty

years (the first MUC has been organized in 1987), the same task has evolved in popu-

lating an incomplete knowledge graph (e.g., Freebase) with facts extracted from a large
1The Message Understanding Conferences (MUC) were financed by DARPA (Defense Advanced

Research Projects Agency) to encourage research on information extraction methods.

27
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corpus of text (e.g., Wikipedia) 2. However, a strong problem for these relation extrac-

tion approaches is represented by the heterogeneity of KGs schemes (discussed also in

Section 2.5.1). Since a standard set of relations and types is missing3, the solutions

proposed often depend on the specific schema adopted, introducing difficulties in the

comparison of different approaches.

3.1.1 Supervised Approaches

Supervised approaches are currently the best performing methods for the task for re-

lation extraction. The process is simple: they create a corpus where the sentences are

annotated with relations, extract features at different levels, then train a model (SVM,

MaxEnt, Deep Neural Network) and predict relations on a test-set.

Features are usually obtained from the NLP processing and can be POS-tags, NER

types of the entities involved, lammas on the dependency parse, or simply n-grams of

words between and around entities. Some approaches proposed to use latent-features

such as words embeddings [33], which learn high-dimensional representations of labeled

data and eliminate the need for feature engineering.

However, the problem is that these approaches are difficult to scale due to the

amount of labeled training data required. For this reason, they can not be applied to

the task of augmenting large knowledge graphs, which usually contain a large number

of possible relations (see Table 2.4).

3.1.2 Pattern-based Bootstrapping Approaches

With the rapid growth of the Web came the first systems to extract information from

Web sources. The pattern-based bootstrapping approaches, pioneered by DIPRE [34]

and Snowball [35] can extract new facts for a target relation with a very minimal super-

vision. Indeed, they require only a few training facts of the target relation and a large

collections of text documents. They start looking for a list of reliable lexico-syntactic
2Knowledge Base Population (KBP): https://nlp.stanford.edu/projects/kbp/
3Differently from the task of Named Entity Recognition or Part-of-Speech tagging, for example

https://nlp.stanford.edu/projects/kbp/
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patterns that are used to express the facts and so instantiate the target relation. They

use those patterns to extract more pairs from text document, discovering new patterns

and increasing the number of facts that can be extracted over multiple iterations. For

example, DIPRE [34] who initially proposed the idea, starts with only 5 pairs of au-

thors and their books, looking for new tuples of an hypotetical relation “writtenBy".

The main problem of such bootstrapping approach is that it suffers from semantic

drift, that occur when the patterns used lost their exact focus. The problem can be

partially limited evaluating the quality of the new facts and the reliability of the new

patterns during the expansion phase [36, 37]. Many works start from this principle

to build their extraction systems, for example in Espresso [38], which uses hypernymy

(is-a), meronymy (part-whole) relations, or KnowItAll [39], a Web-scale extraction tool,

which relies on the redundancy offered in the Web (e.g. number of sources offering such

information) to validate the tuples extracted and limitate semantic drift. The same

idea is used in NELL (described in Section 2.4.4) which learns to extract tuples from

text, but also tables and lists, focusing both on ontological relations (entity-class) and

factual relations between entities. Finally, the principle has been used to increase the

content of existing KGs from Wikipedia article texts as in [40, 41] or [29, 7] which use

posterior logical reasoning to validate facts extracted.

3.1.3 Distant Supervision

In 1999 Craven and Kumlien presented an approach to train information extractors

for textual documents in the biological domain. They rely on existing databases con-

taining biological information, which provide “weakly" labeled documents that can be

involved for training. They define this form of training data “weakly labeled" because

each instance consists not of a precisely marked document, but instead of a fact to be

extracted along with a document that may assert the fact [42]. The technique allows

to create large annotated training set without manual supervision and, for this reason

ten years later, thanks to the increasing availability of large knowledge graphs, it has

been adapted in the task of relation extraction under the name of Distant Supervision
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(DS) [26]. The paradigm consists in aligning all the facts already present in a KG

with the text that mentions the entity pairs, obtaining very large ‘weakly" annotated

datasets. It combines the advantages of both supervised an unsupervised learning al-

gorithms since it requires a set of canonical relations to use as labels for a supervised

classifier (e.g. Naive Bayes, SVM, MaxEnt), but no manual effort is required to label

training data.

Mintz et al. Approach [26] Many works that are based on distant supervision

are built over [26]. It consists on a logistic multi-class classifier which uses features

extracted from the sentences. In particular, it uses either lexical features (span of text

between and around entities, part-of-speech tags, etc.), syntactic features (dependency

path between the entities) and semantic features (NER types of the entities) obtaining

a language-dependent classifier.

With this approach they can extract many facts that were missing from Freebase

but the general accuracy is lower than for common supervised approaches due to incor-

rectly labelled training examples. Indeed, to train the classifier it assumes that all the

sentences that mention a pair of entities express the relations that exist between them

in the KG [26]. This inevitable introduces many false associations between sentences

and relations, for example when there are multiple relations that hold between the en-

tities but the sentence expresses only one of them (likely, if there are not overlaps or

inclusions between the relations).

An other source of the noise is the incompleteness of the KG, which arises

when the sentence expresses a non-existent relation (schema incompleteness) or the

two entities are not related in the KG (facts incompleteness). Improving the automatic

labelling approach has been the main focus of the following DS research [43, 44, 45, 9, 46].

Noise Reduction In order to relax the initial strong assumption a possible solution is

by using a multi-instance model [43]. In this case the assumption is that at-least-one of

the sentences mentioning a pair of entities might express the target relations and this has

been modeled using a factor graph between the mentions (sentences) and the relations.
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This model is further improved to support multiple relations expressed by different

sentences mentioning a pair of entities (Multi-Instance Multi-Label, MIML) [44, 45].

Other ways to reduce the noise of the assignations using some heuristics [47] or relying

on patterns correlation [46] (see noise reduction strategies [48])).

Modeling the Negative Evidence A problem of the data sets labeled with distant

supervision is the absence of negative samples, which can not be obtained with incom-

plete knowledge graphs. Indeed, even large KGs do not contain facts that are explicitly

false. The works introduced so far about distant supervised relation extraction model

an extra negative relation which aggregates features extracted from the sentences

where the entity pairs that are not related in the KG. In this way they would produce a

massive amount of negative examples, containing many false positive due to the natural

incompleteness of the KGs. In order to alleviate the problem they under-sample the

negative instances: 1% is used in [26], 10% in [43] and 5% in [45]: this number is choose

based on the best results in development for all models. Other works manually select

relation-specific cases [49]. A different approach to reduce the false positives in the neg-

ative examples is adopted in [9] introducing a further expectation maximization training

step on the unlabeled sentences. However, there is not a way to obtain clean negative

examples and all these approaches are based on heuristics which aim to estimate them4.

3.1.4 Open Relation Extraction (OpenRE)

With the massive amount of heterogeneous text documents available from the Web it is

difficult to obtain labelled data necessary to train extractors for every single relation. In

this scenario, unsupervised methods which do not require a fixed schema became very

popular for exploring and harvesting knowledge from text creating the paradigm of

Open Relation Extraction (OpenRE). Existing approaches can be grouped according to

the level of sophistication of the NLP techniques they rely upon: p1q shallow methods,

p2q dependency parsing and p3q semantic role labelling (SRL).
4DeepDive’s guidelines on how to obtain negative evidence for RE: http://deepdive.stanford.edu/

generating_negative_examples

http://deepdive.stanford.edu/generating_negative_examples
http://deepdive.stanford.edu/generating_negative_examples


Chapter 3. Related Works 32

Shallow OpenRE Shallow methods annotate the sentences with part-of-speech (POS)

tags and then identify relations by matching patterns over such tags. The most rep-

resentative examples are TextRunner [50] and its successor ReVerb [51], which are

based on the idea that most relations are expressed using few syntactic patterns (e.g.

“verb”, “verb`preposition” and “verb`noun`preposition”). A similar approach is used

by SONEX [52], which extends ReVerb by detecting more rich patterns.

OpenRE via Dependency Parsing Dependency parsing allow to identify whole

sub-trees connecting two entities, that are the arguments of a relation predicate. The

most representative OpenRE approach in this category are PATTY [53] and Ollie [54].

The former extracts textual patterns from sentences by looking at the shortest path

that connects the two named entities in the dependency graph. The latter also extracts

relations between two entities applying pattern templates over the dependency sub-tree

containing pairs of entities. Those pattern templates are learned automatically from a

large training set that is bootstrapped from high confidence extractions from ReVerb.

OpenRE via Semantic Role Labelling Semantic role labeling (SRL) systems aim

to recover the semantic in a sentence, expressing the exact role that the arguments can

take in the event, defined by the predicate. The approach is based on lexicon that

describe predicates and their corresponding roles: for example PropBank5, where roles

are specific to individual verbs, or FrameNet6, which introduce the concept of frame.

Overall, OpenRE methods do not rely on canonical relations from a specific schema

thus can not be used to augment an existent knowledge graph. However, since they are

all unsupervised, they could be used to extract verb-centric relations on large corpora

such as the Web. In some cases their computation cost become high, for example when

they require the dependency or semantic parsing, and it does not always pays off with

higher effectiveness [55].
5https://propbank.github.io/
6https://framenet.icsi.berkeley.edu

https://propbank.github.io/
https://framenet.icsi.berkeley.edu
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3.2 Web Tables Understanding

An other potential source of information that can be used in augmenting the content of

existent Knowledge Graph is represented by HTML tables, which are massively used in

the Web. According to [13], in 2009 there were a total of 14 billion raw HTML tables

on the Web and, among those, 154 million high-quality relational-style tables contained

potential useful information about entities. Indeed, even if the vast majority of them

are used for formatting purposes, the Web offers enough tables to consider them one of

the richest available data sources. Given the wide range of the topics covered, tables

have been involved in many processes for automatically create Knowledge Graphs [8, 6].

Unfortunately, relation extraction techniques developed for text can not be directly

applied to extract facts from tables, because the relation between two entities is not

mentioned but can be hidden in the structure of the table or expressed by using max-

imum some words (i.e. header of the columns). Also, since Web tables are usually

formatted for human consumption, there are many challenges that need to be solved to

understand the schema and the format before to extract knowledge from them.

Hurst [56] divides the problem of processing Web tables into four sub-tasks: p1q

tables have to be located and extracted from the Web documents; p2q tables should be

parsed and normalized into known structures; p3q tables used for page layout need to

be discarded and, finally, p4q the tables could be used for recovering their semantic and

process their content.

In this part of the thesis, we initially describe some of the approaches used to perform

the first three sub-tasks and then we focus on the fourth sub-task, giving an overview

of state-of-the-art approaches proposed for recovering the semantic of Web tables with

the goal of augmenting an existent Knowledge Graph.

3.2.1 Obtaining Relational Web Tables

The Web can be considered as a corpus of unstructured documents. Many of those

documents contain potential information that are often expressed in the form of surface

HTML tables. As done in many works [13, 57, 58], those tables can be detected from



Chapter 3. Related Works 34

the documents using the tag <table>. A common problem is that such HTML tag

is often used for structuring the content of the page (e.g. visualize HTML forms,

calendar, etc.), instead of containing relational information between entities or values.

For example, Web tables are improperly used to paq renderHTML forms with multiple

fields that users can fill, pbq to structure the layout of the whole/part of a page, or

pcq create horizontal and vertical navigational bars. Differentiating weather a table is

used to aggregate information or other purposes is difficult without understanding the

data exposed. This task has been faced using machine learning solutions [59, 13, 60].

Usually, classifiers are trained on a samples of hand-labeled tables and the features

exploited consist in the table layout (e.g., # rows, # columns, average cell length) and

content consistency (e.g., # columns containing non-string basic data types, such as

integer and date) [59, 57]. Based on [13], using such classifier on a large collection of

tables harvested from the Web allows to filter out 98.9% of tables that are used for

layout purposes. Fortunately, the remaining 1.1% is still a big number, since it contains

154 millions of tables that can be used to extract useful knowledge.

The Case of Wikipedia The set of Wikipedia tables is a small part of the Web

tables, consisting on 1.4 million of tables [61]. A lot of works use them, as it is believed

that almost every table is relational, well edited and contain valuable data, making it

an ideal table corpus to study. In this case, tables are generally extracted from the

Wiki Markup using the wikitable class [61, 62] and than parsed to obtain the relative

HTML format [63]. However, even in the case of Wikipedia tables, there are still many

problems required to be solved due to the variety of formats used to express information.

3.2.2 Kinds of Relational Tables

The information contained in Web tables may be exposed in many different ways. The

variation in formatting is one of the key reasons that make table understanding an hard

task. Indeed, in order to extract the knowledge encoded in those sources, one has to

understand the underlying schema. In [64], a fine-grained table schema taxonomy has
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been realized through a census of HTML tables on a large crawl of the Web. In Table 3.1

we reported a simplification of that taxonomy.

Vertical
Listing

Horizontal
Listing

attribute/
value

Matrix Enumeration

Relational
Tables

Figure 3.1: Taxonomy of Web Tables, deirved from [64]

Even if we consider only tables that contain high-quality relational data they are

not formatted by only rows and columns, but can be of very different types. The main

kind of tables are:

• vertical listings: listings are used to show one or more attributes for a set of

similar entities. For example, a table that lists the capital city and population for

several countries. When they are vertical there is a single entry per line. These

tables are ideal to be used with the goal of augmenting a KG because they contain

all the information needed to extract triples from them. One of the challenges is

the identification of the subject column, and the columns that list the attributes.

Often, the subject is the first column, but other more sophisticated solutions have

been proposed [13, 16, 65].

• horizontal listings: in this case the listing is horizontal, namely there is one entry

per column. This kind of tables are not often used for the task of augmenting a

KG because they are widely used for comparison of different items, e.g. products.

• attribute/value: these tables are similar to listings but the subject is not con-

tained in the table. This format is used to express some facts about an external

entity, usually the subject of the page [64]. This format is also called specifi-

cations [66]. For example, a table containing specifications of a digital camera,



Chapter 3. Related Works 36

where the table does not contain the actual camera name. Wikipedia info-boxes

might be a good examples of this kind of tables.

• matrix: these tables contain information that are meaningful for a combination

of entities. The value is expressed in the cell at the junction of a row and a column.

For example, a table giving the number of traffic accidents per month (rows) and

per state (columns) is of type matrix. These tables are frequently used to provide

temporal information, e.g. timeline, calendar, etc.

• enumeration: these are particular tables containing a list of similar entities,

generally with a single header [67]. For example, a list of the best museums in

Rome might consist on a list of names.

Other great source of relational data consists in spreadsheets [68, 69, 70], which are

largely used to contain valuable data. Eventually, tabular data can be obtained from

the very large amount of data-intensive sources offering data that can be harvested

exploiting the regularity of the DOM trees [71, 72]. All these kind of tabular data could

be considered a small “database" containing useful information, but the problem is the

absence of a uniform schema: header rows exist in few cases, and even when they do,

the attribute names are typically noisy.

3.2.3 Recovering the Semantic for Search

Without knowing the inherent semantic of a table, it is very difficult to leverage its

content. Indeed, the meaning of each table is rarely explicit from the table itself but is

interpreted by humans who look at it. The task of Web tables understanding consists

in adding semantic annotations to tables, which can be used for example to facilitate

operations such as web-search and finding related tables [14]. Clearly, the process

depends on the kind of table involved. For the sake of simplicity, we discuss the main

methodologies used to annotate vertical listing tables. Indeed, this kind of tables are

extremely common on the Web, and store exhaustive information about pair of entities
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which can be of interest for a user. For example, in Fig. 3.2 there is a vertical listing

that describe actors and filming locations of the movies listed in the first column.

Film Main Actor Location

Dr. No

From Russia With Love

The World Is Not Enough

Moonraker

Sean Connery

Sean Connery

Pierce Brosnan

Roger Moore

Jamaica

Yugoslavia

Kazakhstan

Brazil

Figure 3.2: Example of a vertical listing table.

With only the names of the entities a user that is interested in “filming location of

James Bond movies" does not have the possibility to retrieve the table. For this reason,

adding information on the entities described (movies or 007 movies, in the first column),

the types of the entities (actors, person and locations or more specifically countries)

and the relationships among them can provide a bettere description of the table.

A first solution that has been proposed aimed to facilitate web-search [14]. They

annotate columns with keywords reflecting the classes of the entities from an “is-a”

database (if a sufficient number of the values in the column are identified with that key-

word in the database) and relationship between the subject column and other columns

with key-phrases frequently occurring with the entities in the table. In both the cases

they mine classes and key-phrases using lexico-syntactic patterns (e.g. Hearst pat-

terns [73] for classes) on textual documents from the Web and assign them using a

maximum likelihood inference model.

This work is an example of how text on the Web can be used to recover the semantics

of structured data on the Web. The annotations provide a good impact in improving

table search but, on the other hand, they are only textual keywords, which are not part

of a predefined set of semantic annotations. This represents the main drawback of this

approach, which can be improved relying on annotations from a knowledge graph.
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3.2.4 Recovering the Semantic with a KG

Annotating tables with knowledge graph information allow to leverage their content

in many different ways. Indeed, other than search, tables could be used to augment

existent knowledge graphs. In this case some more work is necessary: p1q the content

of each cell has to be linked to the relative entity in the KG (if exists), p2q columns

need to be annotated with KG types describing the entities and p3q pairs of columns are

annotated with KG relations that hold over the respective entities. Performing these

three tasks on a given table allows to create triples with entities and relations described,

which can be used to augment existing KGs.

type1 type2

All

type1-1 type2-1 type2-2type1-2
Film Main Actor Location

Dr. No

From Russia With Love

The World Is Not Enough

Moonraker

Sean Connery

Sean Connery

Pierce Brosnan

Roger Moore

Jamaica

Yugoslavia

Kazakhstan

Brazil

inference

inference

Figure 3.3: Recovering semantic of a table with a KG.

The first step is the tricky one, while the others two might be derived from it. It

requires to link cells to entities, essentially matching their textual content against entity

labels. This step is not trivial, especially in the context we consider here where there is

little or no text connecting the named entities. Indeed, the task is similar to the entity

linking problem (see [74] for a survey) where entities mentioned in textual document

need to be linked with node of the graph. In that case features extracted from text

can help in describing the context of the document and improve disambiguation. Many

possible solutions have been proposed, with the aim of building a representative context

that can be used for disambiguate entities, for example using the main components of

the table (i.e. cell content, header) but also external features such as the title of the

table, the captions, and the text that surrounds the table.
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The first two solutions are similar: given a table, they identify the “entity column”

(i.e. the column that contain the entities described in the table) and try to match each

row with an entity of the KG. Both the solutions consist in iterative algorithms that

match and refine possible entities considering the coherence of their types. Suppose

for example that they correctly match some title in the first column of Table 3.3 with

the movies and some other rows with the titles of the albums containing the respective

soundtracks or even something more different. A refining step would consider the types

of the matched entities to drive the matching in the second iteration.

TableMiner [65] The first step consists in identifying the “subject column” of the

table. Then, the process is based on two steps: p1q (LEARNING) a first pass performs

column classification and entity disambiguation using an incremental and mutually re-

cursive approach. For each column of the table they annotate cells with KG entities

(they starts from unambiguous cells) using the features discussed below and the rela-

tive type as the type of the column; p2q (UPDATE ) in a second pass they revise the

annotations by enforcing interdependence between columns, and between the types of

the columns and the relative candidate entities for the cells.

Film Main Actor Location

Dr. No

From Russia With Love

The World Is Not Enough

Moonraker

Sean Connery

Sean Connery

Pierce Brosnan

Roger Moore

Jamaica

Yugoslavia

Kazakhstan

Brazil

candidate entities refine entities
LEARNING UPDATE

Figure 3.4: Two-steps approach of TableMiner. On the right side there is the KG.

Finally a relation enumeration step discovers binary relations between the “subject col-

umn” and other entity columns. Differently from other works, TableMiner uses features

from both in-table (approximate matching of cell content) and out-table context such

as captions, webpage title, surrounding paragraphs, semantic markups inserted within

webpages (if any). They experiment the system with Freebase as a reference KG.
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T2K Framework [16] A similar idea is to consider a table as a collection of similar

entities, modelling each row as a set of (possibly multi-valued) attributes describing

a single entity in the KG. The method assigns a global type to each Web table (e.g.

rFilms in the previous example), a KG entity to each row and a property to each column

(if possible). In this case the algorithm iteratively refines the assignments relying on

a mutual influence between candidate entity types and schema-level matching (one is

used to weight the similarities of the other).

Film starring …

Man In Black

Braveheart

Forrest Gump

Pulp Fiction

Sean Connery

Sean Connery

Pierce Brosnan

Roger Moore

…

Godfinger
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Figure 3.5: Data integration approach of T2K. On the right side there is the collection
of tables that represent the KG.

In practice, the KG is viewed as a collection of tables, in which each table lists all

the entities and the properties of a specific type. For example, the table of the type

rFilms contains all the entities of such type, described with all their properties in the

columns (e.g. starring, director, producer, etc.). The method can be considered a data

integration approach: given a table, it has to find the most similar table of the KG,

linking the records and, potentially, filling missing values.

Munoz et al. Approach [62] They propose a framework to extract DBpedia triples

from tables in Wikipedia. Differently from other works described here, they skip the

entity linking step since Wikipedia tables already contain delimited and unambiguous

entities (i.e. wiki-links). The approach is based on the assumption that if two enti-

ties co-occurs in a Wikipedia table, it is likely that they should share an edge in the

knowledge graph. For this reason, they extract a large set of candidates from all the

tables in Wikipedia, using all possible relations that hold between at least one pair of

entities in two columns. Then, based on a labeled subset of that extraction, they apply
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classification using various features to identify those relations that should actually hold

in the knowledge graph.

Limaye et al. Approach [15] An earlier work in this area uses a graphical model

to describe the dependencies among all the components of the table, collectively anno-

tating: cells with entity identifiers, columns with schema types and pairs of columns

with KG relations. They use YAGO as a reference KG.

Figure 3.6: Graphical model for annotating a 3x3 Web table, from [15]

More specifically, the probabilistic graphical model in Fig. 3.6 relies on a number of

interrelated random variables:

• φ1pr, c, ercq expresses the matching between the cell (r, c) matches the entity erc

• φ2pc, tcq expresses weather the header text for column c describes the type tc

• φ3ptc, ercq expresses the coherence between entity erc and type tc

• φ4pbcc1 , tc, tc1q expresses weather the relation bcc1 between columns c and c1 is com-

patible with types tc and tc1

• φ4pbcc1 , erc, erc1q expresses weather the relation bcc1 between the cells pr, cq and

pr, c1q is compatible with the entities erc and erc1

The model is trained to learn the weight used to combine those features with the goal

to maximize the the joint probability of their assignments.



Chapter 4

Accurate Fact Harvesting from

Wikipedia Text

Many approaches have been introduced recently to automatically create or augment

knowledge graphs with facts extracted fromWikipedia as done for example for YAGO [4]

and DBpedia [5]. In both projects, different techniques are used to extract facts from

the infoboxes and the article category hierarchy. Although these structured parts are

valuable, they represent only a fraction of the actual information expressed in the

articles. Indeed, every Wikipedia article has natural language text expressing many

human-readable facts about the entity being described, which can be exploited for KG

augmentation.

In this chapter we quantify the number of highly accurate facts that can be harvested

with high precision from the text of Wikipedia. In particular, we describe Lector, an

extraction system that is able to harvest facts from the text of Wikipedia articles and

augment the content of a reference KG. The approach relies on the duality between

patterns and relations, a well-know principle in Information Extraction (IE) [34, 35].

The tool is able to select the most common patterns that represent instances of KG

relations in text and, applying them again, it collects many facts that are ready to be

harvested from the articles.

42
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In its preliminary version [18], which uses Freebase as reference KG, Lector extracts

more than 230K new facts for 12 relations in the domain of people, augmenting the

content of some of them by more than 10% with facts whose accuracy are over 0.95.

As we show, many of these facts are missing from the info-boxes and the KGs derived

from them (other than Freebase), indicating our approach is complementary to the

state-of-the-art of automatic KGs construction.

For this reason, we propose Lector+ [19] in which we adapt the model to use

DBpedia and scale to a larger number of relations. We experiment the tool from several

language-editions of Wikipedia (namely English, Italian, Spanish, German and French).

As we show, the system extracts more than 2M of new facts with an accuracy estimated

around 0.8, for a large number of DBpedia relations.

In this chapter we describe Lector+ and its improvements over the initial version,

which let the tool to won the 2017 DBpedia TextExt Challenge1.

4.1 Overview of Lector Approach

Lector relies on the well-known principle of patterns and relations duality [34, 35, 36].

The patterns are represented by typed-phrases, i.e. a concatenation of entity types and

fragments of text that are commonly used to describe instances of KG relations in

natural language. For example, the sentence “Ben Ripley is a graduate of Stanford

University" is an evidence that the subject entity “Ben Ripley" has studied at “Stanford

University" which is an instance of the DBpedia relation ădbo:educationą.

From that sentence we can extract the typed-phrase “rPersons is a graduate of

rUniversitys” which represents a pattern that is frequently used to describe instances

of such relation in Wikipedia articles.

In order to extract facts that are not present in DBpedia, Lector follows a two-phase

approach. First, it processes all the Wikipedia articles to extract the most common

typed-phrases used to express facts (i.e. instances of relations) already known in DBpe-
1http://wiki.dbpedia.org/textext

http://wiki.dbpedia.org/textext
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dia. For example, the following are other very common typed-phrases used to describe

instances of the relation ădbo:educationą over the text of Wikipedia articles:

“rPersons attended rUniversitys”

“rPersons graduated from rUniversitys”

“rPersons entered rUniversitys”

“rPersons was educated at rUniversitys”

“rPersons studied at rUniversitys”

“rPersons then attended rUniversitys”

“rPersons studied law at the rUniversitys”

“rPersons enrolled at rUniversitys”

...

After collecting all the typed-phrases for a large number of relations, the system looks for

their possible occurrences between pairs of entities that are not yet linked in DBpedia,

yielding new facts for the relations.

To obtain facts with high accuracy, the main challenge of Lector consists in asso-

ciating only the typed-phrases that effectively represent DBpedia relations and discard

other generic or ambiguous expressions. For example, the following typed-phrases do

not describe specifically the relation ădbo:educationą even if they can be found often

between entities linked with that relation in DBpedia:

“rPersons went to rUniversitys”

“rPersons at rUniversitys”

“rPersons from the rUniversitys”

“rPersons returned to rUniversitys”

Some of these typed-phrases appear very frequently between pair of non-related entities

and they do not express any particular relation in DBpedia. Thus, extracting new facts

from them would be very risky for the general accuracy of the KG.
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4.1.1 Extraction Tool

Lector starts from a Wikipedia dump and produces, as output, a list with all the new

facts that can be added to DBpedia. The whole process can be summarized in four steps.

We briefly describe them with reference to the architecture of the tool, in Fig. 4.1.

1. Article Parser: which reads the input dump provided using the WikiMarkup

formatting language and extracts the clean text from all the articles describing

DBpedia entities. We adapt this step for all the experimented language-editions.

More details are given in Section 4.2.

2. Entity Detection: which detects all the entities from the articles linking them

to the relative DBpedia resource. For example, consider the following fragment

of <Steve_Jobs> article:

Jobs founded Apple on April 1, 1976.

He met Steve Wozniak and Ronald Wayne in 1970.

we detect all the entities:

<Steve_Jobs> founded <Apple_Inc.> on April 1, 1976.

<Steve_Jobs> met <Steve_Wozniak> and <Ronald_Wayne> in 1970.

In this step we take advantage of the entities that are already annotated through

the wiki-links (i.e., the HTML links used to highlight concepts and link them to

Wikipedia articles) on the page but we also adopt other techniques to detect other

kind of entities. This step is described in Section 4.3.

3. Typed-phrase Labelling: which extracts the text between each pair of con-

secutive entities and convert it to a typed-phrase. Continuing with the previous

example, we extract the following typed-phrases:

<Steve_Jobs> founded <Apple_Inc.>

<Steve_Jobs> met <Steve_Wozniak>

<Steve_Wozniak> and <Ronald_Wayne>

ÝÑ

ÝÑ

ÝÑ

[Person] founded [Company]

[Person] met [Person]

[Person] and [Person]
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Figure 4.1: Complete architecture of Lector+.

This step is described in Section 4.4 and the statistical method used to associate

typed-phrases to DBpedia relations is described in Section 4.4.2.

4. Facts Extraction: which extracts new facts that can be directly added to DB-

pedia by exploiting, from one side, the typed-phrases that have been associated

to DBpedia relations and, on the other side, their instances between entities that

are not related in the graph.

In order to keep a flexible architecture we created a pipeline that uses language-

agnostic components. In this way, we can adapt the process to different languages with

a minimum effort. We applied the tool on five different language-edition of June 2017

Wikipedia (English, Italian, Spanish, German and French) extracting almost 2 million

of facts for a large number of relations in DBpedia.

The tool is available2 and can be executed on more recent versions of Wikipedia

dump. Each components could be improved modifying the customized plug-ins to per-

form language-specific tasks, as showed in the architecture in Fig. 4.1.

4.2 Article Parser

The first step consists on a parser which read the WikiMarkup formatted pages and

extract the full text of the articles. Here we perform an initial filtering of the articles,
2https://gitlab.com/Rm3UofA/Lector/Code

https://gitlab.com/Rm3UofA/Lector/Code
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en de fr it es

factual articles 5.12 2.04 2.40 1.28 1.32
hub-pages
ë category 1.63 0.31 – 0.31 0.34
ë list 0.09 0.05 0.01 – –
ë disambiguation 0.26 0.02 0.99 0.10 0.05
meta-pages
ë redirect 8.26 1.42 1.49 0.67 1.70
ë template 0.48 0.06 – 0.13 0.02
ë portal 1.06 0.08 0.05 0.13 0.04
other 0.93 – 0.05 – –

Table 4.1: Statistics of the article parser, with the counts (in million of pages) obtained
for each category of article. We use only factual articles for the further steps.

trying to keep only the ones containing facts (i.e. factual articles) and discarding meta-

articles such as template pages, discussion pages, project pages, etc. This task can be

partially done by checking the namespace3 of the pages (for example for templates or

projects) but, in most of the cases we need to examine some cues from the markup, for

example to differentiate hub pages from normal articles4, penalizing a bit the accuracy

of the filtering. As reported by the statistics in Table 4.1 this step allows to eliminate

most of the pages from the original dump. From now on, we use only the factual articles.

For each article, we first extract all the original wiki-links and then remove all the

contents that surround the text. As we will describe in the next section, we exploit all the

wiki-links of the page for the entity detection. We then eliminate noisy markup tags and,

with the help of a small configuration file customized for each language, we recognize

and eliminate footer sections such as “external reading", “notes", “bibliography", etc.

and the structured parts of the articles such as info-box, tables, lists, images and other

media that are not necessary in our approach.

The article parsing results in a collection of structured articles, including only the

sections and the paragraphs with clean textual content5 and a set of original wiki-links

associated with their anchor texts.
3https://en.wikipedia.org/wiki/Wikipedia:Namespace
4We filter out pages like https://en.wikipedia.org/wiki/Forrest_Gump_(disambiguation) or https://

en.wikipedia.org/wiki/List_of_Italian_dishes
5The output is similar to the NIF dataset: http://wiki.dbpedia.org/downloads-2016-10

https://en.wikipedia.org/wiki/Wikipedia:Namespace
https://en.wikipedia.org/wiki/Forrest_Gump_(disambiguation)
https://en.wikipedia.org/wiki/List_of_Italian_dishes
https://en.wikipedia.org/wiki/List_of_Italian_dishes
http://wiki.dbpedia.org/downloads-2016-10
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4.3 Entity Detection

The second step consists in detecting all the DBpedia entities that are mentioned in the

text of the articles. For general Web documents, this task is known as entity linking [74]

and sophisticated techniques are used to disambiguate named-entities and link them to

the KG by relying on several features extracted from their context [75, 76]. However,

in the case of Wikipedia articles the situation can be different.

Most of the articles are known to describe a specific named-entity, that we call

primary entity (PE). For example, the entity <Steve_Jobs> is the primary entity

in the article about him (i.e. the article identified by /wiki/Steve_Jobs). Those PEs

are widely described in their article but their mentions are often subsumed in the text

or use alternative expressions such as pronouns, aliases, abbreviations, etc. which are

out-of-reach from common entity linking tools.

On the other hand, each article contains many secondary entities (SE): for exam-

ple, the entity <Steve_Wozniak> is a secondary entity in the article about Steve Jobs.

In this case, those entities are usually annotated with a wiki-link to their relative page.

However, as suggested by the Wikipedia guidelines6, in order to increase the readability

of the pages many secondary entities are annotated only in their first occurrence. To

give an example, at the time of writing, only 7 over 30 instances of <Steve_Wozniak>

are annotated in the article about Steve Jobs.

The entity detection approach adopted by Lector aims to capture most of PEs and

SEs instances from the articles. For the former, we take advantage from its ency-

clopaedic style and create some co-reference heuristics which allow to discover most

of instances that are not explicitly mentioned in the text. For the latter, we rely on

the original wiki-links on the page and augment their instances by harvesting most of

the missing wiki-links over the article. As we will see, our approach is quite robust,

especially for some specific category of articles.
6https://en.wikipedia.org/wiki/Wikipedia:Manual_of_Style

https://en.wikipedia.org/wiki/Wikipedia:Manual_of_Style
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4.3.1 Detection of Primary Entity

Our approach consists in finding, for each article, most of the expressions that are used to

refer the PE in its article (i.e. lexicalizations). For example, some of the lexicalizations

are based on the information that we can capture from the abstract of the article:

• title – after removing further specifications into parenthesis;

• alias – are the alternative names used for the primary entity, which are usu-

ally expressed with bold names in the first sentence. For example, in the sen-

tence “<b>Microsoft Corporation</b>, commonly referred as <b>Microsoft</b> or

<b>MS</b> ... " we capture both “Microsoft" and “MS" as possible aliases;

• lexical class – a widely used form to refer the PE is represented by its class,

which can be extracted by using simple finite-state machine on the first sentence

(as in Fig. 4.2). Capturing the class C ““company” from the sentence “Apple is an

American multinational company head-quartered in [...] ” let us to harvest many

other instances of <Apple_Inc.> in its article looking for the expression “the C ”.

Indeed, we avoid many false positives adding the token “the”, which is generally

used to mark a noun as indicating the best-known in the article.

We harvest lexicalizations from the articles without using any external resource pro-

duced by similar approaches7. We introduce two other techniques to extract other

lexicalizations of the primary entity based on their frequency over the whole article8:

• part of the title – we extract a part of the title if it is very frequent over the

article. Indeed, we look for frequent longest common sub-string between the title

and all the sentences. It allows to detect the last name of person or the main part

of the title (e.g. “Thames" in the article of <River_Thames>).

• pronoun – the technique is similar to the previous one. In this case we extract a

third-person pronoun if it is very frequent over the article, compared to the others.
7For example, the Lexicalization data-set (http://wiki.dbpedia.org/lexicalizations), included into DB-

pedia Spotlight, provides a list of names used to refer the entities including redirects and anchor texts.
8For the techniques that involve statistics on the whole article we set a threshold to 0.5.

http://wiki.dbpedia.org/lexicalizations
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Subject
is, was

are, were

a, an

the
CC

NN,

NNP, 

NNS

JJ,

JJR,

JJS

VB, RB,

WP, TO,

IN, CC

POS

Figure 4.2: Possible English finite-state machine used to find the entity-type in the
first sentence, expressed using Penn Treebank POS tags. The types are all the nouns
obtained before to enter the final state.

Since “it” is a widely used token in English, we use only third-person pronouns

referring to people (“he”/“she”) avoiding many false positives.

For each article we apply all these techniques to create a list of PE lexicalizations.

Then, after ordering them by specificity (i.e. length), we look for their occurrence in

the text: when they occur we replace that span of text with a wiki-link pointing to the

PE of the article. Also, in order to avoid partial or wrong replacements, we check that

the span of text that has to be replaced is not surrounded by any proper nouns. In this

way we can reduce the number of false positives that can occur for example when we

replace the last name of people that belong to the same family of the primary entity.

For example, if we associate the lexicalization “Obama" to the entity <Barack_Obama>

we can not match the same text against the span of text “Michelle Obama". Only in a

second moment we use an existent entity linking tool (namely DBpedia Spotlight [77])

to harvest possible remaining instances or other entities.

Evaluation While these techniques are heuristic, they work well in Wikipedia be-

cause of its editorial guidelines. Also, we observe that the primary entity is expressed

differently on different kind of article. For this reason, we evaluate our approach on

different categories such as articles about Person, Location, Orgnization or Creative
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Person Place Organization Creative Work
(articles) (1.1 M) (788 K) (260 K) (436 K)

inst. acc. inst. acc. inst. acc. inst. acc.

PE 17 M 3.8 M 2.5 M 2.2 M
ë title 7 % .96 ˘ .02 39 % .97 ˘ .02 40 % .98 ˘ .01 10 % .77 ˘ .06
ë aliases 1 % .95 ˘ .03 13 % .96 ˘ .02 10 % .96 ˘ .02 1 % .78 ˘ .06
ë lex. class 1 % .65 ˘ .07 34 % .92 ˘ .04 30 % .98 ˘ .01 45 % .98 ˘ .01
ë p, of title 38 % .98 ˘ .01 11 % .93 ˘ .03 14 % .90 ˘ .04 15 % .22 ˘ .06
ë pronoun 52 % .93 ˘ .03 1 % – 1 % – 27 % –
ë spotlight 1 % .84 ˘ .05 2 % .78 ˘ .06 5 % .81 ˘ .06 2 % .27 ˘ .07

Table 4.2: Effectiveness and relative accuracy of PEs detection techniques on different
categories of articles. Each accuracy is estimated over a random sample of 100 instances.

Work, based on the DBpedia type of the PE described. In particular, we can associate

„2.6M of articles with a category (the other 50% of articles describe entities with miss-

ing types or out of these four categories). From these, we manually evaluate a sample

of 100 random instances of PEs detected with each technique in each category, thus we

estimate the accuracy using Wilson score interval for α “ 5%.

From the numbers in Table 4.2 it is evident that in the articles describing persons

the primary entity is often mentioned using the last name (part of the title) or the third-

person pronoun; in both cases our technique obtains a very high accuracy. However,

using the third-person pronoun is inevitably wrong with other category of articles such

as organizations or locations, but the small number of false positives in these articles

confirms their different nature. A different situation happens in the articles about

creative works such as movies, books, fictional characters, etc. In this case, most of the

27% of the instances are false positives due to person that are described in the article

but are not the primary entities. For example, the plots of movies and books often

mention the main character using the person pronoun. An other problem that arise

with such category of articles is that the title often contains mentions to other entities

that are described in the text. This problem clearly affects negatively the accuracy of

the techniques that are based on the title, for example the part of the title, but also the

DBpedia Spotlight. For example, the article about the movie “Alice in Wonderland”

contains many mention of “Alice” that should refer to the character and not to the
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primary entity. Fortunately, we are able to harvest correctly most of the PEs in this

category of articles relying on the lexical class (45%). The same technique works very

well even in articles about locations (34% with an accuracy around .92) or organizations

(30% with an accuracy around .98). In these two categories even the techniques based

on the aliases are very useful, albeit for different reasons: for some locations that title

can be too specific (it contains the region where it is located, e.g. “Lehigh, Alberta")

making it difficult to occur in the text, while the alias usually expresses the name

that occur in the text (i.e. “Lehigh"); on the other hand, in some articles describing

organizations the aliases usually express acronyms that are widely used to refer the PE:

for example “University of California, Los Angeles" is mentioned more than 300 times

as “UCLA" in its article.

Overall, we are able to detect from „5 PEs per article (in the case of articles about

locations) to „15 PEs per article (in the case of articles describing persons). After using

all the lexicalizations, DBpedia Spotlight, which associates token to entities based on

a probability estimated on the anchor texts of the whole Wikipedia corpus, does not

contribute too much. This is primarily because we run it after all the other techniques,

thus most of the PEs mentioned with the title or aliases are already detected. However,

such tool can not identifies PEs expressed with the lexical classes or pronouns, for which

sophisticated co-reference approaches are necessary.

4.3.2 Detection of Secondary Entities

For the secondary entities we apply a similar technique which harvests most of the

missing wiki-links over the article. Indeed, in this case we consider as possible lexical-

izations the anchor text of the existent wiki-links (not only in text but also in info-box

and tables). Using this technique we are able to increase the instances of the secondary

entities by 40%, that we would miss considering only the original wiki-links. We evalu-

ate 100 random SEs detected from articles of all the categories, obtaining an accuracy

around 0.88 ˘ 0.04.
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4.4 Typed-phrases Labelling

Having detected all the entities in the articles, we can now extract the patterns and

associate them to possible relations in DBpedia. For this reason, we briefly describe

how we obtain typed-phrases from the sentences and then we discuss the statistical

approach used by Lector to associate them to the correct DBpedia relations, trying to

discard the ones that do not describe any relation.

4.4.1 Extract Typed-phrases from Sentences

To extract typed-phrases we focus exclusively on the sentences that contain at least

two entities. For each pair of two consecutive entities we create a typed-phrase by

generalizing the text between them (essentially removing numerical values) and filtering

out generic expressions (i.e. conjunctions); thus we concatenate it with the fine-grained

types of the two entities in DBpedia.

Filter Out Generic Phrases In order to consider only phrases that are likely to

express a relation between two entities in the first version of Lector [18] we removed the

spans of text that are not coherent with well-known relational patterns. However, that

filter was very strict discarding many useful fragments often because of the presence

of further specifications, like numbers or dates for example. In order to ensure more

flexibility but also to extend the approach to other languages, in Lector+ we keep every

span of text but the conjunctions, which are clearly used to separate two different clauses

of the same sentence. For example, we discard the fragments between two entities if they

contain only colon, semicolon, or other special characters. On the other hand, we do

not remove any stop-words or prepositions, because they are important to differentiate

peculiar ways of expressing certain relationships [78].

Placeholder Generalization Finally, we generalize the text on numerical values

which are used to specify distances, dates, ordinal numbers but do not change the mean-

ing of the sentence (recall we are interested in facts between named entities, excluding



Chapter 4. Accurate Fact Harvesting from Wikipedia Text 54

Concept Pl. Regex Original/Generalized Phrase

month #M# (January|...|December)
<A> released in September for <B>

<A> released in #M# for <B>

day #D# #M# [1-2]?[0-9]
<A> drafted on June 21 from <B>
<A> drafted on #D# from <B>

years #Y# [1-2][0-9][0-9][0-9]
<A> ’s 2013 documentary film <B>
<A> ’s #Y# documentary film <B>

full dates #FD# #D#, #Y#
<A> was born on May 30, 1971 <B>

<A> was born on #FD# <B>

nationalities #N# (Afghan|...|Zambian)
<A> written by Italian author <B>
<A> written by #N# author <B>

ordinals #O# (first|second|third)
<A> is the second movie by <B>
<A> is the #O# movie by <B>

length #L# [0-9]+ km|mi|ft|yd|m <A> is located 62 mi north of <B>

positions #P# (north|...|east) <A> is located #L# #P# of <B>

Table 4.3: Placeholders used to generalize phrases.

relations that involve literal vlaues). For the same reason we extend the generalization

to adjectives expressing nationalities and positions. Table 4.3 shows examples of the

placeholders used in English. However, as reported by the architecture in Fig. 4.1, we

created the regular expressions even for the other experimented languages.

Fine-grained Types We introduce the types in order to specify the evidence avail-

able from the text, which is fundamental given the high number of fine-grained re-

lations. Indeed, it is possible that the fragment of text between two entities is not

enough to describe one relation rather than another. For example the phrase “joined

the" can be used to describe instances of many different relations: it can describe the

relation ădbo:associatedMusicalArtistą if the entities are a singer and a band; the rela-

tion ădbo:teamą if is found between an athlete and a sport team or even the relation

ădbo:tributaryą if the surrounding entities are two rivers; etc. In all these cases, in-

troducing the types of the entities can help in differentiate many ambiguous instances

and allow to increase the quality of extracted facts. In our solution we discard the

typed-phrases for which we can not provide a complete pair of DBpedia type but an

interesting future work will be to allow missing types and generalize them relying on

the hierarchy that is provided by the DBpedia Ontology.
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In order to keep the process mostly language-agnostic we adopt very shallow nat-

ural language techniques to extract the patterns from the sentences. However, many

improvements can be done in order to improve the recall of the whole system. For

example, one can consider more sophisticated techniques such as identifying the precise

connections between two entities in a sentence using the dependency tree, as has been

done largely in many open relation extraction approaches [78, 79] discussed in Sec. 3.1.4.

4.4.2 Associate Typed-phrases to KG Relations

We take advantage from the the high number of facts that are already in DBpedia to

associates typed-phrases to the relations. Indeed, our approach consists in obtaining a

set of typed-phrases, for each DBpedia relation, which are commonly used to describe

relative instances in the text of the articles. In the next pages we describe the principled

method used to obtain such associations and, at the same time, discard the typed-

phrases that do not provide any evidence of a relation from the KG.

Distantly Supervised Labeling We start from associate typed-phrases to relations

in DBpedia following the standard distant supervision assumption [80, 26]. Specifically,

each typed-phrase that we obtain between two entities in text is associated to all the

DBpedia relations that hold between them in the graph. If more than one relation

exists, we replicate the typed-phrases creating multiple associations; on the other hand,

if no relations exist between the entities in DBpedia we associate the typed-phrase to a

further <UNKNOWN> relation:

[Person] founded [Company]

[Person] founded [Company]

[Person] met [Person]

[Person] and [Person]

ÐÑ

ÐÑ

ÐÑ

ÐÑ

<occupation>

<foundedBy(-1)>

<UNKNOWN>

<UNKNOWN>

Continuing with our running example, we label two times the typed-phrase between

<Steve_Jobs> and <Apple_Inc.> (they are linked with multiple relations in DBpedia) and

once each of the other two typed-phrases because the relative entities are not related in
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DBPedia. Due to the strong assumption used, this labeling process inevitably produces

many noisy labels. We differentiate two categories of errors:

1© we associate a typed-phrase to the wrong DBpedia relation. This is frequent when

the entities hold multiple relations but the text describes only one aspect. For

example, the typed phrase “rPersons founded rCompanys” does not really describe

that <Apple_Inc.> is the occupation of <Steve_Jobs>;

2© we associate a typed-phrase which does not effectively support any of the existent

relations. This is due to an incompleteness of DBpedia schema. For example, the

typed-phrase “rPersons met rPersons” does not describe any relation of the graph,

but we can found it labeled many times with the relation <spouse>;

In Table 4.4 we give some statistics on the numbers that we obtain applying this la-

belling approach on all the typed-phrases from different Wikipedia language-editions.

Considering the English version, we obtain 44 M of instances of typed-phrases between

consecutive entities in text. From them, we label 8.9 M instances with some existing

DBpedia relations, replicating only 1.1 M (14%) to different relations. The remaining

36.2 M instances (80% of all the original typed-phrases) are labelled with the dummy

relation <UNKNOWN>. Although the vast majority of them do not describe any specific

relationship between the entities involved, many express evidence of some DBpedia re-

lations but are there given that DBpedia is incomplete: those instances are exactly the

ones that we will use to extract new facts.

en de it fr es

all typed-phrases 44.0 15.4 5.5 8.1 5.8
labeled 8.9 1.1 0.6 1.6 0.8
ë (replicated) 1.1 0.2 0.1 0.3 0.2
<UNKNOWN> 36.2 14.5 4.9 6.8 5.1

Table 4.4: Statistics of all the typed-phrase harvested for each language. All the num-
bers are expressed in millions (M).



Chapter 4. Accurate Fact Harvesting from Wikipedia Text 57

Specificity of Typed-phrases and Relations After the labelling step, each typed-

phrase is associated a certain number of times with one or more relations r1, ..., rn. To

measure the strength of the association within a typed-phrase (tp) and a relation (r)

we use a probability derived from their witness counts:

P pr|tpq “
cptp, rq

ř

kPR

cptp, rkq
(4.1)

where cptp, riq is the count of typed-phrase tp with relation ri and R is the set of all the

relations in the KG. The probability describes the specificity of a typed-phrase with a

relation and, by normalizing with all the relations in the KG, intuitively penalizes the

typed-phrases that are used to express many different concepts. As we will see from the

experimental evaluation, the high number of facts that are already present in the KG

prevents many errors of type 1©: if the typed-phrase describes a relation of the KG it is

likely to be associated correctly. Indeed, we do not replicate many typed-phrases across

different relations (Table 4.4). On the other hand, preventing bad associations derived

from errors of type 2© is more difficult because of the absence of any counter-evidence

(aka. negative examples).

Considering Top-K from Positive Examples In the first version of Lector [18]

we select the most significant typed-phrases for each relation. Intuitively, the most

significant typed-phrases for a relation are the most common typed-phrases that are

labelled mostly with it and not with other. Thus, the score of a typed-phrase tp with a

relation ri includes also the logarithm of its witness count, and become:

scoreptp, riq “ log cptp, riq ¨ P pri|tpq (4.2)

As reported in the experiment section, we associated the typed-phrases to a singe

relation by using a threshold on the probability value (Eq. 4.1). We rank the typed-

phrases by their score and experiment the extractions increasing the number of typed-

phrases for each relation. As we will see from the results, this approach is affected

by the presence of noisy typed-phrases that, given their frequency, penalize a lot the

accuracy of several relations.
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Considering Unknown Examples In order to discard the typed-phrases that do not

describe the relations of the KG we need to introduce some kind of negative examples.

Indeed, we need counter evidences to balance the presence of the many labels that are

obtained by chance (error of type 2©). However, treating all the unknown typed-phrases,

i.e. labelled with <UNKNOWN>, as negative examples would decrease a lot the recall

because of the presence of many false positive (i.e. all the instances of the correct facts

that we will extract). For this reason, we have to look for a trade-off.

To explain it with an example, suppose that the box in Fig. 4.3 below contains

all the 44M instances of typed-phrases: the left side of the box contains the instances

that are associated with a DBpedia relation, while the right side of the box contains

all the unknown instances (i.e. <UNKNOWN>). The bars represent the instances of the

typed-phrases listed on the left side of the figure (i.e. A,B and C), and are segmented

based on the number of associations with each relation (for simplicity expressed with a

number, e.g. R9) and the ones that are unknown (<UNKNOWN>).

[Person] founded [Company] A
[Person] met [Person] B
[Person] and [Person] C

R1

R9

R13 Rn

100 % unknown

<UNKNOWN>

<UNKNOWN>

<UNKNOWN>

Figure 4.3: Examples of labels obtained from the standard distant supervision approach.

If we consider only the positive examples (i.e. instances associated to DBpedia

relations) as done for Eq. 4.2, we have to look at the left side of the box. In this

case, our specificity estimation (Eq. 4.1) would associate the typed-phrase A to the

relation R1 (i.e. ădbo:foundedBy(-1)ą) because it occurs most of the times with it,

but it would fail with the typed-phrases B and C, associating them with the relations

R9 (i.e. ădbo:spouseą) and R13 (i.e. ădbo:successorą) respectively, although with

different values of specificity. This example confirms that the specificity (and the score,

Eq. 4.2) is robust to the wrong labels originated by errors of type 1©, but inevitably

fails when the typed-phrases do not describe any particular relations, as in the cases of
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the typed-phrases B and C. Furthermore, as we will see in the experiments, when the

typed-phrases describe concepts that are related to the real relations (e.g. the typed-

phrase “rPersons met rPersons” and the relation ădbo:spouseą, or “rPersons grew up in

rLocations” and the relation ădbo:birthPlaceą ) they obtain high values of specificity.

However, as visible from the same figure, the ratio of unknown instances versus the

ones that are labelled with a relation of the KG can be used to estimate if a typed-

phrase expresses or not the relation. Thus, we treat <UNKNOWN> as the other relations

and, for each typed-phrase, we associate the relation (r̂) that maximizes its specificity:

r̂ “ argmax
rPR`

P pr|tpq (4.3)

where R` is the set of relations that we consider, which include all the relation in DB-

pedia plus the unknown relation (<UNKNOWN>). In this way we associate a DBpedia

relation only to the typed-phrases that are mostly labelled with it; on the contrary, when

we associate the relation <UNKNOWN> we are discarding the typed-phrase. In order to

balance the presence of unknown examples (recall they contain also many false positives)

we sample them by picking random subsets of different percentages. With high per-

centages we are considering most of the unknown typed-phrases as negative examples,

thus we are associating a minor number of typed-phrases with a relation in DBpedia.

For example, we can not associate any typed-phrases of the example in Fig. 4.3 with a

relation in DBpedia since all of them are mostly associated to <UNKNOWN>.

[Person] founded [Company] A
[Person] met [Person] B
[Person] and [Person] C

R1

R9

R13 Rn

50 % unknown

<UNKNOWN>

<UNKNOWN>

<UNKNOWN>

Figure 4.4: Examples of labels obtained using a random subset of unknown examples.

When we decrease the percentage used, some the of typed-phrases that were as-

sociated to <UNKNOWN> gradually become associated with a DBpedia relation. For

example, if we consider the 50% of the whole set of unknown instances (Fig. 4.4) we are



Chapter 4. Accurate Fact Harvesting from Wikipedia Text 60

able to associate the typed-phrase A to the relation R1 and avoid to associate the other

two typed-phrases. Finally, when we do not use any unknown example, we are always

associating typed-phrases with relations from DBpedia even with a small evidence.

In the experimental section, we evaluate Lector+ showing the number of facts and

their accuracy that we can extract considering different percentages on unknown in-

stances (unk). Intuitively, the higher is the percentage of unknown examples the greater

are the results in terms of accuracy but at the cost of a lower recall.

4.5 Harvesting new facts

For each relation we use the associated typed-phrases to harvest new facts that are not

present in DBpedia. In particular, we look for sentences that mentions pairs of entities

that exists in the DBpedia but are not yet related, and compare the typed-phrases that

we extract from them with the ones that we select for each relation. In order to augment

the KG with a new fact xs, ri, oy, we check if the typed-phrase matches exactly one of

the typed-phrases associated with the relations. More sophisticated matching methods

such as approximate match of the text or the types are left for future work.

4.6 Experimental Evaluation

In this section we present the experimental evaluation that we perform on Lector and

Lector+. In both the cases we cannot compare against a reliable ground truth. For

this reason we follow the state-of-the-art [4] and manually evaluate a sample of facts

extracted. In the next sections we discuss the results obtained.

4.6.1 Lector Evaluation

In its first version, the system used Freebase as reference KG, but the process used

to extract the typed-phrases is comparable with the one described so far. For the

evaluation we restrict the system to work only with relations in the domain of person
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Relation in
Freebase

Facts in
Freebase

Lector

#new facts #eval. accuracy in infobox

../place_of_birth* 662,192 57,140 347 .89˘ .03 25.4%

../place_of_death 178,849 18,458 104 .80˘ .07 17.3%

../nationality 584,792 50,234 290 .95˘ .02 21.7%

../teams 145,080 49,809 286 .96˘ .02 82.9%

../education 378,043 46,342 286 .98˘ .01 10.5%

../spouse 130,425 14,939 97 .31˘ .09 15.5%

../parents 123,747 5,648 50 .77˘ .10 8.0%

../children 141,860 3,149 50 .38˘ .12 10.0%

../ethnicity 39,869 2,989 50 .92˘ .06 2.0%

../religion 47,016 1,437 50 .94˘ .05 14.0%

../awards_won 98,625 1,934 50 .96˘ .03 18.0%

../party 65,300 3,684 50 .94˘ .05 10.0%

* A manual inspection, shows that removing one noisy fragment drastically increases the
accuracy (see text)

Table 4.5: Number of new facts extracted by Lector compared to Freebase contents.

and, in order to quantify how many facts are missing also in YAGO and DBpedia

(other than Freebase) we consider only the entities for which there exists a LOD link

(through an owl:sameAs predicate) between Freebase and the other KGs. This resulted

in approximately 977K entities. The facts, however, are extracted from all articles in

Wikipedia. To choose the relations for our analysis, we considered the type signatures

of the corresponding Freebase relations, focusing on general facts associated with every

instance of perople/person (e.g., nationality, birthplace and religion), as well as on

facts pertaining to specific sub-types (e.g., the teams that sport athletes play for and

the parties that politicians are affiliated to).

Parameter setting To associate typed-phrases to Freebase relations Lector considers

the best-ranked typed-phrases according to their score (Eq. 4.2). The score is composed

by two parameters: (1) a probability (Eq. 4.1), which defines the specificity of a typed-

phrase for a relation; and (2) a maximum number K of phrases that can be associated

with each relation, ranking them by a score (Eq. 4.2) that privileges frequent typed-

phrases. For the purpose of this evaluation we set the minimum probability to 0.5 and

K “ 20 . We experimented with other values of K, as reported below.
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Results We first took a sample of 1500 random facts across all relations, which re-

sulted in some relations having a small number of facts. In order to obtain a more

significant confidence interval (below ˘.1), we re-sampled facts so that we could eval-

uate at least 50 facts for all relations. (The lines in Tables 4.5 and 4.6 separate the

relations for which we had to re-sample). Besides the accuracy of the extractions, judged

by reading the Wikipedia articles from which they were produced, we asked the human

judges to determine whether the facts were given in the corresponding info-box (if the

article had no info-box we counted that as a negative answer).

Table 4.5 reports both the number of facts found by Lector that are new to Freebase

as well as their accuracy. As one can see, our approach can augment many relations

in Freebase by 10% or more, and that, on average, less than 20% of Lector’s new facts

could have (and yet have not) been extracted from the info-boxes directly. In other

words, the infoboxes could grow Freebase by 2% only.

Not only can Lector harvest several thousand facts, but also for most relations its

accuracy is very high (in fact, comparable to the state-of-the-art [4]). For the cases

where the accuracy is low, a manual inspection revealed that most errors were due to

a small number of ambiguous phrases. For example, most of the errors in the relation

/spouse are relative to the typed-phrase “r./persons met r./persons”9 which naturally

can be used to describe many other relations between two people (e.g., co-workers and

teammates meet each other). A similar case happens for relation /children and the

typed-phrase “r./persons was succeeded by r./persons”. Removing such phrases increases

accuracy: removing the typed-phrase “r./persons grew up in r./locations” from the rela-

tion /place_of_birth brings the accuracy up to 97.24% ˘ 1.49%.

Impact of K We performed an experiment to show how the choice of K affects the

accuracy of the extracted facts. We evaluated the method forK P t1, 5, 10, 15, 20u and in

terms of estimated precision and relative recall using K “ 20 as the point of reference.

The results are in Fig. 4.5, where the solid line represents the result considering all

relations in Table 4.5 while the dotted line is the results without considering the three
9Note here we use the Freebase notation to express types and the relative typed-phrases.
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Figure 4.5: Accuracy vs (relative) recall varying K.

noisiest relations between two entities of type people/person (spouse, parents, and

children). From left-to-right, the plots correspond to increasing K from 1 to 20, showing

the expected trade-off between precision and recall, where the maximum recall is relative

to the case of K=20. The higher precision on the less ambiguous relations indicates

that proper filtering may lead to 95% accuracy without sacrificing recall.

Comparing to other KGs The facts extracted by Lector are absent in Freebase but

could be present in other available KGs. For this reason we compare our extractions

against DBpedia10 and YAGO11. Table 4.6 reports the number of facts contained in

both KGs as well as the number of new facts extracted by Lector. Only a small fraction

of the new facts were already present in the other KGs, with the exception of the relation

ădbo:teamą in DBpedia (playsFor in YAGO) which is well populated due to the good

coverage provided by the info-boxes. In any case, it is clear that Lector can be used to

substantially grow these and other resources without affect their accuracy12.

Our preliminary results shows that filtering ambiguous typed-phrases can lead to

substantial improvements in accuracy. For this reason, we provide the evaluation of

Lector+ in which we use the typed-phrases involving pairs of entities that are not

related to clean the associations.
10We use the latest English mapping-based dataset (2015-04)
11We use English facts from YAGO3 (version 3.0.2)
12The dataset with the extracted facts is available at: http://dx.doi.org/10.7939/DVN/10795

http://dx.doi.org/10.7939/DVN/10795


Chapter 4. Accurate Fact Harvesting from Wikipedia Text 64

Relation in
DBpedia

Facts in
DBpedia

Lector Relation in
YAGO

Facts in
YAGO

Lector
#new facts #new facts

ădbo:birthPlace1
ą 880,384 48,314 wasBornIn 281,067 55,577

ădbo:deathPlaceą 243,415 15,818 diedIn 94,747 18,014
ădbo:nationalityą 79,679 48,125 isCitizenOf 36,257 49,977
ădbo:teamą 590,082 23,640 playsFor 525,374 35,013
ădbo:almaMaterą 62,426 45,585 graduatedFrom 51,510 46,095
ădbo:spouseą 22,964 14,662 isMarriedTo 34,229 14,573

ădbo:parentą 19,508 5,631 - - -
ădbo:childą 10,219 3,140 hasChild 42,335 2,958
ădbo:ethnicityą 4,713 2,890 - - -
ădbo:religioną 26,021 1,368 - - -
ădbo:awardą 65,874 1,655 hasWonPrize 120,529 1,370
ădbo:partyą 36,866 3,594 isPoliticianOf 32,796 3,684

1 The high number of facts is because the relation in DBpedia is not functional.

Table 4.6: Number of new facts extracted compared to state-of-the-art KGs

4.6.2 Lector+ Evaluation

Here we evaluate the effectiveness of Lector+ in extracting facts that can be used to

augment DBpedia with new instances of many relations. In this case we do not limit the

system to work with a restricted number of relations and typed-phrases, as happened

in the previous evaluation. On the other hand, in order to limit the presence of noisy

typed-phrases, which describe out-of-KG relations and penalize the overall accuracy

of the system, we associate typed-phrases to relations considering also some negative

instances. They are obtained picking random typed-phrases that involve pairs of entities

that are not related in the KG.

In order to balance the presence of positive and negative examples we run the system

varying the percentages of unknown examples to include in the model (unk), from 0%

to 100%. Intuitively, the higher is the percentage of unknown examples the greater are

the results in terms of accuracy but at the cost of a very low recall. On the other hand,

a model which uses only positive examples (unk=0%) is able to associate larger amount

of typed-phrases, thus extracting more facts at the cost of a lower accuracy.

We perform two different evaluations: paq an internal evaluation, which shows the

accuracy of the model in associating the typed-phrases with the DBpedia relation that
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they express; pbq a manual evaluation, in which we can evaluate also the accuracy of

the system in discarding ambiguous typed-phrases; with it we show the consequences

of estimating negative examples on increasing percentages of unknown typed-phrases.

Finally, we provide statistics on the facts that can be extracted from the different

categories of articles, the same used in Sec. 4.3 for the entity detection evaluation.

Internal Evaluation In this experiment we follow the so-called silver standard eval-

uation approach [32] and we build a test-set directly from the facts in DBpedia. We

split all of the 44M of entity pairs (i.e. instances of typed-phrases, Fig. 4.4) from all

the articles in Wikipedia in five folds, evaluating the system via cross-validation. In

particular, we use four of the five folds to associate possible typed-phrases to DBpedia

relations, and one fold, containing the remaining entity pairs (and their relative typed-

phrases), as a test set. Given a typed-phrase from the test set we check that the relation

predicted by the model is already used to link the two entities in DBpedia.

We consider precision and recall to compare the performances of the system. Pre-

cision is calculated as the ratio between the number of entity pairs predicted correctly

(i.e. we can associate their typed-phrases exactly with one of the relations that hold

between them in DBpedia) and the total number of pairs predicted; recall is estimated

using the same numerator but divided by the total number of pairs in the fold that are

related in DBpedia. Since DBpedia is incomplete the approach is not reliable in mea-

suring the recall, but we can use it as a rough estimation of the accuracy to associate

the correct relation. Table 4.7 reports the results on different percentages of unknown

typed-phrases and for each language, computed over the averages of the five folds.

model
en de it fr es

p. r. p. r. p. r. p. r. p. r.
unk=0% 0.92 0.49 0.89 0.50 0.96 0.56 0.96 0.49 0.94 0.41
unk=25% 0.94 0.45 0.92 0.42 0.97 0.53 0.97 0.46 0.96 0.38
unk=100% 0.96 0.38 0.94 0.32 0.98 0.48 0.98 0.42 0.97 0.30

Table 4.7: Average Precision (p.) and Recall (r.) from the 5-folds cross-validation.
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This experiment is useful to show that the system is able to associate most of the typed-

phrases to the correct relations from the ones available in DBpedia, independently from

the amount of unknown typed-phrases used. However, the experiment can not measure

the real recall obtained by the system because of the presence of ambiguous typed-

phrases that should not be used for the extractions. For example, if we have “rPersons

met rPersons” as a possible typed-phrase in the test set, the model which predict the

relation ădbo:spouseą would have a benefit (in recall) compared to the one that –

correctly – abstain from the prediction.

Complete Extraction of Facts We extract all the facts considering 21 different

models, built on increasing percentages of unknown examples (from 0% to 100%). Ta-

ble 4.8 reports, for each model, the number of typed-phrases that can be associated to

the relations and ones that are effectively used to extract new facts. Together with the

number of facts that can be extracted we also provide an estimation of their accuracy

(the same is shown in Fig. 4.6) that we discuss later on this section.

The numbers obtained confirm what we discuss in Sec. 4.4.2: high percentages of

unknown examples allow to associate less typed-phrases to DBpedia relations, bringing

fewer new facts. In these cases, the models effectively abstain from predict a relation

on the sentences whom typed-phrases do not have enough evidence. Instead, decreasing

the percentage, we associate a larger number of typed-phrases with DBpedia relations,

thus extracting new facts.

Quantitatively speaking, considering all the unknown examples (unk=100%) we can

extract „787 K facts from a bit more than „61 K typed-phrases. Just considering 5%

less of unknown example (unk=95%) we can add „33 K new facts („820 K in total)

using less than „1,5 K new typed-phrases. On the other hand, the model that consider

only positive examples (unk=0%) is the most relaxed one: using „111 K typed-phrases

it extracts more than „5,4 M new facts (42% more than the previous model with

unk=5%) but, as we will see in the evaluation, with a very low accuracy.
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unk Associated t-p (# rel.) Used t-p (# rel.) #new facts accuracy

0% 227,461 (464) 111,237 (390) 5,431,082 0.53
5% 223,785 (458) 107,633 (385) 3,828,150 0.65
10% 219,529 (456) 103,423 (382) 3,069,571 0.70
15% 215,748 (455) 99,569 (378) 2,617,919 0.74
20% 212,343 (455) 96,053 (379) 2,312,371 0.78
25% 209,006 (452) 92,842 (370) 2,053,454 0.80
30% 205,985 (455) 89,853 (375) 1,851,339 0.80
35% 203,226 (453) 87,114 (371) 1,708,812 0.82
40% 200,555 (452) 84,299 (367) 1,581,636 0.84
45% 198,085 (448) 81,911 (368) 1,479,000 0.84
50% 195,843 (449) 79,610 (364) 1,374,362 0.85
55% 193,580 (450) 77,465 (366) 1,300,389 0.87
60% 191,617 (448) 75,383 (362) 1,224,023 0.88
65% 189,452 (449) 73,448 (357) 1,159,365 0.88
70% 187,614 (448) 71,568 (358) 1,059,690 0.88
75% 185,763 (447) 69,608 (356) 1,011,861 0.89
80% 184,004 (448) 67,993 (354) 970,129 0.89
85% 182,419 (448) 66,229 (353) 921,570 0.90
90% 180,787 (447) 64,715 (352) 867,827 0.91
95% 179,243 (447) 63,189 (350) 820,262 0.91
100% 177,775 (447) 61,705 (349) 787,639 0.91

Table 4.8: Typed-phrases associated to DBpedia relations and used for the extractions.
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Figure 4.6: Facts extracted and accuracy obtained by each model.
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Figure 4.7: Estimated accuracy for the facts extracted in each level of unknown.

Manual Evaluation As we did for Lector, we estimate the accuracy obtained by

the system evaluating – manually – a sample of the facts extracted. Since we want to

measure the effectiveness of the system on varying the percentage of unknown examples,

we evaluate – for each model – random facts extracted with the typed-phrases that

become associated to the relations starting by that model. Fig. 4.7 shows better the

situation: each bar represents the number of facts that can be extracted by the relative

model, that were not extracted by the next model on its right. For example, a model

with unk=100% extracts „787 K facts; as described before, decreasing the percentage

to unk=95% we add „33 K new facts; „47 K new facts with unk=90%; etc. up to the

model with unk=0% which extracts „1,6 M facts more than the model with unk=5%.

From each of these groups we pick 150 random facts, obtaining a total of 3,150 facts.

The judges evaluate the correctness of the extractions based only on the evidence from

the sentence, without any influence from their background knowledge. For example, the

fact <Mahatma_Gandhi> ădbo:birthPlaceą <India> extracted from the sentence “Gandhi

grew up in India before to move in England" should be evaluated as wrong even if the

fact is effectively true. In this way, we can measure the real effectiveness of the typed-

phrases to describe exactly the relations from the KG.

For each sample we calculate the precision, from the number of facts that are evalu-

ated correct, and estimate a confidence interval using the Wilson score for α “ 5%. We

report all the accuracies in Fig. 4.8. As visible from the results, the accuracy obtained

by the model created on lower percentages of unknown examples is low.
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Figure 4.8: Number of facts extracted with the typed-phrases associated at each per-
centage of unknown.

At unk=0% most of the facts are obtained by very generic typed-phrases such as

conjunctions or prepositions, which are common to separate entities but do not describe

any particular relationships between them. From unk=5% to unk=15% the results

are still bad, but here we found many typed-phrases which describe relations between

entities that do not exists in KG. For example, the typed-phrases “rPersonsmet rPersons”

associated to ădbo:spouseą, “rPersons left rCountrys” associated with ădbo:birthPlaceą

or “rPersons returned to rCountrys” with ădbo:deathPlaceą. Even if all these typed-

phrases describe good relationships between entities we can not use them to augment

the content of DBpedia because of the incompleteness in the schema.

From unk=20% we start to obtain very good facts. In particular, the high accuracy

obtained with unk=25% is due to the presence of many instances of the typed-phrase

“rPersons is a rCountrys” associated with ădbo:nationalityą; the relation is not well

populated in DBpedia but the typed-phrase is widely used in the text. A similar sit-

uation happens at unk=65% where we associate the typed-phrase “rPersons was born

in rSettlements” to the relation ădbo:birthPlaceą; in that case many facts are correct

resulting in a strong increment of the accuracy.

Finally, we obtain an accuracy around 0.9 using models with high percentages of

unknown examples (unk=90%-100%). In these cases, the typed-phrases used are very

descriptive of a DBpedia relation: “rBaseballPlayers was selected by rBaseballTeams” with

the relation ădbo:teamą or “rFilms with rActors” with the relation ădbo:starringą.
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In order to calculate the accuracy obtained by Lector+ using a specific percentage

of unknown examples (Fig. 4.6) we aggregate the accuracies of that model with the ones

that use higher percentages of unknown examples, weighting them by the number of

facts extracted from each of them. As we can see from its trend the accuracy constantly

decreases with lower percentages of unknown examples. At unk=25% the accuracy

reaches 0.8, but its general trend is still stable. After it, the accuracy of the system

starts to decrease rapidly. For this reason, we consider unk=25% a good trade-off value

for the percentage of unknown examples to use.

Where are the facts on the articles? We analyse all the facts that can be extracted

by the system to quantify the advantages of paq detecting instances of primary and

secondary entities and pbq using the whole article, instead of only the abstract as done

in previous works [81]. We reports such statistics for each extraction that we computed.

Fig. 4.9(a) shows, at each percentage of unknown examples, the number of facts

that we can extract considering pair of different combination of primary (PE) and

secondary (SE) entities that were already highlighted in the text with a wiki-link (org,

for “original”), or have been detected with our methods described in Sec. 4.3 (aug, for

“augmented”). It reveals that most of the facts involve entities that have been detected

by the system. Indeed, using only the original secondary entities (which are the ones

already in the articles) we could have extracted between the „30-40% of all the facts

(the dark blue part of the bars in Fig. 4.9(a)) with each model. From the same figure,

it is evident the importance of detecting the primary entities: their instances bring

between the „35-45% of all the facts (the white and the light blue parts of the bars in

Fig. 4.9(a)) across all the models.

Several works tried to extract facts fromWikipedia text considering only the abstract

of the articles [81]. Indeed, this part of the page is well known to be dense of information

that could be used for augmentation. However those information are also the ones that

are likely to be already in DBpedia. We report statistics on the number of facts that

we can extract from the articles in Fig. 4.9(b).
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Figure 4.9: Statistics of the facts extracted by different combinations of entities (left)
and from different section of the article (right).

Per Relation Evaluation To participate at the DBpedia TextExt Challenge we run

the system using unk=25%. The system could extract „1.8 M of facts that are not

present in DBpedia with an accuracy estimated at 0.8.

To make more sense of the DBpedia relations that we can augment we analyse

the facts extracted from different kind of articles, as done in evaluating the primary

entity detection methods (Sec. 4.3). Thus, from each article about Person, Places,

Organizations and Creative Works (book, films, etc.), we select only the facts that in-

volve the primary entities which, as we saw in the previous section, can be considered

around the „35-45% of all the extractions. In Table 4.9 we report the number of facts

for the top-5 relations that we can augment from each category of articles. As we

can see, we can augment some relation such as ădbo: almaMaterą, ădbo:nationalityą,

ădbo:hometowną by as much as 10%. Some relations, for example the ones describ-

ing geographical attributes such as ădbo:nationalityą, ădbo:countryą, ădbo:groundą,

etc. could be augmented very well considering only the abstract of the articles: those

information in fact are often expressed directly on the first sentence.

In Table 4.10 we report, for some relations, the most common typed-phrases (asso-

ciated using unk=25%) that extract correct facts from the English Wikipedia. As we

can see, the types of the entities help in cleaning many ambiguities derived from using

common expressions. For example, the typed-phrases “rStations is on the rRailwayLines”,

“rMusicalArtists toured with rMusicalBands”, “rIslands is a rCountrys”, etc.
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Relation Facts in DBpedia # new facts % in abstract
Top-5 relations from articles about Person:

ădbo:birthPlaceą 979.490 163.471 50 %
ădbo:teamą 477.886 64.584 28 %
ădbo:deathPlaceą 297.771 44.454 36 %
ădbo:almaMaterą 115.724 22.095 25 %
ădbo:nationalityą 97.161 17.346 94 %

Top-5 relations from articles about Place:

ădbo:isPartOfą 884.489 36.773 77 %
ădbo:locationą 247.377 13.790 79 %
ădbo:departmentą 28.551 8.814 99 %
ădbo:countryą 550.066 6.328 72 %
ădbo:districtą 46.737 4.259 87 %

Top-5 relations from articles about Organization:

ădbo:cityą 73.779 5.695 81 %
ădbo:groundą 29.383 5.147 95 %
ădbo:hometowną 54.354 5.016 77 %
ădbo:countryą 72.808 4.575 89 %
ădbo:locationą 95.056 3.527 72 %

Top-5 relations from articles about Creative Work:

ădbo:starringą 365.470 2.084 65 %
ădbo:musicalArtist(-1)ą 53.131 1.781 19 %
ădbo:countryą 58.553 1.369 48 %
ădbo:writerą 158.596 1.295 63 %
ădbo:artist(-1)ą 136.373 1.027 30 %

Table 4.9: Statistics and evaluation of the top-5 relations augmented for each domain
in the English edition.

Multilingual Facts Extraction Other than English, we tested the tool on several

other language-editions of Wikipedia: German, Italian, French and Spanish. Indeed,

the advantage of our system is that it does not rely on sophisticated NLP techniques

and so it can be adapted to any languages with a minimal effort. We run the system

using the same percentage of unknown examples exploited for the English language

edition (i.e. unk=25%), although we know that the correct trade-off could change across

different language. In Table 4.11 we report some numbers on the facts extracted using

the primary entities and different category of articles in the various languages. The

difference in terms of recall, w.r.t. the English edition, is partially because we did not

extend all the entity detection techniques, relying only on a subset of the lexicalizations

used to detect instances of the primary entity. However, as from Table 4.9, there is also

a big difference in terms of number of articles compared to the English edition.
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Chapter 5

Towards Annotating Relational

Data on the Web

Tables and structured lists on Web pages are a potential source of valuable information,

and several methods have been proposed to annotate them with semantics that can be

leveraged for search, question answering and information extraction.

Here we describe our approach to solve the problem of finding and ranking rela-

tions from a given Knowledge Graph (KG) that hold over pairs of entities juxtaposed

in a table or structured list. The state-of-the-art for this task is to attempt to link

the entities mentioned in the table cells to objects in the KG and rank the relations

that hold for those linked objects. As a result, these methods are hampered by the

incompleteness and uneven coverage in even the best knowledge graphs available to-

day. The alternative described here does not require entity linking, relying instead on

ranking relations using generative language models derived from Web-scale corpora. As

such, it can produce quality results even when the entities in the table are missing in

the KG. The experimental validation, designed to expose the challenges posed by KG

incompleteness, shows that our approach is robust and effective in practice.

The work and the experimental evaluation described in this chapter are currently

under revision for an international conference.
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5.1 Introduction

The Web is a vast source of intrinsically relational knowledge expressed in hundreds of

millions of tables and many more structured lists within billions of documents. Web-

scale table corpora have found many applications, including search and question answer-

ing [82, 83, 14], knowledge graph construction [8, 84, 58, 85], schema understanding and

auto-complete [82, 86], to name a few. However, unlike with documents in which in-

formation is encoded in text amenable to natural language understanding tools, the

facts and relationships encoded in tables are implicit, and therefore hard to extract

automatically. The various approaches for understanding Web tables amount to two

main tasks: (1) identifying the type of each column in a table, and (2) identifying the

relationship between pairs of columns in the table. As a motivating example, Fig. 5.1

shows a snippet of a prototypical table (from Wikipedia in this case) that can be easily

extracted and parsed with tools like Google tables or an automatic wrapper induced

from a set DOM-trees. It is clear to a human looking at the table that the second

column has actors who played in the movies in the first column. With little effort (e.g.,

after reading the article with that table) a human can infer that the third column has

countries that were filming locations of the movies in the first column. Yet, extracting

those types and relationships is out of reach of text-based Information Extraction tools

that rely on linguistic patterns used to encode knowledge [54].

The first methods for Web table understanding [14] were strictly lexical, using fre-

quently occurring keywords and phrases as annotations, and are primarily useful for

keyword-based table search. The prevalent approach, however, is to leverage existing

Web-scale Knowledge Graphs (KGs) for semantic Web table understanding, whereby

one annotates columns with classes of entities and pairs of columns with relationships

from the KG ontology [17, 83, 16, 65, 87]. To do so, these methods attempt to disam-

biguate entities in the table by linking them to objects in the KG. If this can be done,

one can immediately annotate each table column with the ontology type covering the

entities in the column. Next, the relationship between a pair of columns can be inferred

ranking KG relations based on their coverage of (entity pairs in the rows) of the table.



Chapter 5. Towards Annotating Relational Data on the Web 77

film.film.featured_film_locations

film.film.actor

Figure 5.1: Web table with actors and filming locations of James Bond movies.

Although highly intuitive, the approach outlined above is hampered by the fact

that even the best existing KGs are notoriously incomplete [10, 88, 89], missing many

entities (not only obscure tail entities) as well as many relations among the entities.

More precisely, KG incompleteness introduces two problems. First, if the Web table

contains mostly entities that are not in the KG or cannot be easily linked, no table

annotations are possible. It is worth mentioning that state-of-the-art entity linking

methods rely on textual features (e.g., keyphrases) which are hardly available in the

context of Web table understanding. Second, the KG coverage for specific relations is

often biased, which can lead to unexpected results even if the entities can be correctly

linked as illustrated next.

The example of Fig. 5.1 was chosen systematically to illustrate the problems caused

by KG incompleteness. We picked a table with a column whose cells would: (1) be

difficult to link to Freebase objects, and (2) participate in a partially populated relation

of interest. In our example, the names of the movies are hard to distinguish from

their respective soundtrack albums, even with sophisticated string matching methods

(e.g., [90]). Moreover, although we can easily disambiguate the countries in the table,

and although Freebase has a dedicated relation for filming locations of movies, the

coverage of that relation is heavily biased towards recent movies, lacking the filming

location of most Bond movies. Freebase is not as incomplete, however, in the music

domain. In fact, it contains all countries were the soundtracks of the Bond movies were

released. As a result, one would be biased towards annotating the relationship between
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Web

Search

LM1

LMn

LM2

Rank 

with LMs

NoisyORPLM

output

ranked list of relations

r1, r2, …, rk

sentence1sentence1sentences

Build LMs 

for KG 

Relations

input 

entity pair(s)
<s1, o1> … <sn, on>

Figure 5.2: Overview of our approach.

the first and third columns of Fig. 5.1 with the predicate for the region where an album

is released, which would be incorrect in this case. (In passing, at the time of writing,

both YAGO and DBpedia also lack the filming locations of most Bond movies.)

5.1.1 Problem Statement

For convenience, we adopt the Freebase notation and terminology.

As customary, we model a knowledge graph as a labeled, directed multi-graph

KG “ pN,E,Lq where N , E, and L are sets of nodes, edges, and labels. Nodes

can be entities, represented using unique identifiers called “m-ids” (e.g., m/03_gd), text

literals in quotes (e.g., "James Cameron"), or types denoted as paths in an ontology

(e.g., film/director). Labels in L define relation names (e.g., film/director/film).

Edges in E Ď N ˆ L ˆ N are called statements or triples and can be used to assign

types to entities (e.g., xm/03_gd, type/object/type, film/directory); to describe entities

(e.g., xm/03_gd, type/object/name, "James Cameron"y) or to relate pairs of entities (e.g.,

xm/03_gd, film/director/film, m/0dr_4y). We assume the KG ontology specifies types

for the domain and range of every relation.

This paper seeks to describe and evaluate a principled and effective way of predicting

KG relations that hold over columns of Web tables. (Note that doing so allows one

to annotate the columns themselves with the domain and range types from the KG

ontology for those relations.) Predicting which relation(s) hold for pairs of entities

amounts to ranking all KG relations for those entities followed by either thresholding or

taking the top-k relations in the ranking. Thus, in this paper we focus on, and evaluate
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phrase freq.
was released in 0.23
topped the charts in 0.17
is available only in 0.14
... ...
shot in 0.04

(a) music/release/region

phrase freq.
was filmed in 0.44
set in 0.26
shot in 0.14
... ...
was released in 0.03

(b) .../featured_film_locations

Figure 5.3: Generative language models for two relations between works of art and
countries.

sentences freq.
Dr. No filmed entirely in Jamaica 6
Dr. No location Ocho Rios Jamaica 3
Dr. No based and shot in Jamaica 2
Dr. No filmed in Kingston, Jamaica 1

Figure 5.4: Web search results for x"Dr. No","Jamaica"y.

relation rankings instead of predictions. Without loss of generality, we assume the input

to be a set of entity pairs, as one can always convert a multi-column table or a nested

list into one or more sets of pairs. Also, we assume that all pairs in the set are similarly

related; or, in other words, the input is not random. More precisely:

Definition 1. Given a set I “ txs1, o1y, . . . , xsn, onyu of subject-object entity pairs,

and a list L of relation names from a KG, produce a ranked list r1, . . . , rk of k relations

from L that hold over pairs in I, sorted by decreasing relevance.

5.1.2 Overview of Our Approach

Fig. 5.2 illustrates our method, which is heavily inspired by the established Language

Models (LMs) for IR approach [91], in which the goal is to model each document

separately and score documents w.r.t. queries based on how likely the corresponding

models are to generate the query. Keeping with this analogy, the KG relations in our

setting play the role of the “documents” and the pairs of entities play the role of the

“queries”.
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Models of KG Relations We model a KG relation distributionally using the phrases

that are used to express it. We learn such models from the approximately 500M texts

in English of the ClueWeb09 corpus, leveraging Google’s FACC1 annotation corpus

assigning m-ids of Freebase entities to the mentions in those texts where these entities

appear. Following the state-of-the-art in open relation extraction [53], we gather phrases

appearing between m-ids in the corpus and filter out phrases that describe ontological

relations (e.g., “is a” and variants) and phrases that do not conform to known patterns

defined at the level of parts-of-speech [1] tags. The details of the construction of LMs

are given in Sec. 5.3.

Relation Ranking To rank KG relations for entity pair xsi, oiy, we perform a Web

search with those entities and extract relational phrases connecting the entities in the

result of the Web search. Then, we score the KG relations based on how likely their

corresponding models are to generate the set of phrases extracted from the Web search.

Continuing with our running example, Fig. 5.3a shows some of the phrases of the LM

associated with the relation associating albums to the countries they have been released,

while Fig. 5.3b shows phrases for the relation for filming locations of movies. Fig. 5.4

shows some sentences from the Web search with entities x"Dr. No","Jamaica"y. In this

case, the relation about movie locations will rank higher than the relation about album

releases.

Two models for KG relation scoring are considered here (see Sec. 5.4.2): p1q PLM,

the “standard” conjunctive approach of maximizing the likelihood of all terms in the

query, and p2q Noisy OR, a disjunctive approach where the ranking may be biased

towards a small number of highly relevant phrases. Finally, note that when the input

consists of multiple entity pairs, we need a way of finding aggregate scores for the

relations relative to all such pairs. Again, two ways of doing so are discussed and

evaluated here (Sec. 5.4.3): paq a global strategy that combines all sentences of all pairs

into a single global query used to rank the LMs (once), and pbq a local strategy where

we produce a ranking for each pair, merging them to arrive at a final prediction.
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Evaluation To the best of our knowledge, there are no benchmarks concerned with

KG incompleteness and how they affect table understanding. Therefore, we designed

two experiments to illustrate how our method can overcome this problem. In the first

we use a synthetic benchmark with facts that are both true and known to be missing

from Freebase, DBpedia, and YAGO (Sec. 5.5), following our previous work [18]. In

the second we experiment with tables from Wikipedia for which a state-of-the-art web

table annotation tool [17] fails to produce any output (Sec. 5.5.7).

Contribution We describe an effective method for ranking KG relations that applies

to pairs of named entities that is less susceptible to KG incompleteness than the current

state-of-the-art. Departing from previous work, our method does not require that the

entities are linked to, or even exist in the KG. Instead, our method works whenever

a Web search returns phrases describing how the entities are related. Our method

is general: it is not specific to any KG, corpus or natural language, and the Web

search can be replaced by a search on any large corpus. Finally, perhaps the biggest

advantage of our method is that it predicts relations based on corpus statistics which

are independent of, and not biased by the KG coverage. Our experimental evaluation,

which has been conducted on publicly available datasets, indicates that our method can

correctly predict relationships for in-KG and for out-of-KG entities, where state-of-the-

art approaches fail, and thus can significantly contribute to improve previous work in

this area.

5.2 Related Work

Language Models have found many uses in Information Retrieval beyond document

ranking [92, 93, 91]. A state-of-the-art entity search method [94] is based on “entity

LMs” that harness entity categories (i.e., semantic types) for ranking and filtering an-

swers based on a desired type (e.g., movies, albums, etc.). Other applications include

searching and ranking over RDF-structured Linked Data and knowledge graphs with

queries that combine keywords and entity examples [95] or interpret so-called telegraphic
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text queries [96] on the underlying structured data [97]. LMs have also been found useful

in ranking the results of exact, relaxed and keyword-augmented graph-pattern queries

over RDF graphs [98, 99], which has applications in translating natural language ques-

tions into SPARQL queries over KGs [100], among others. We use LMs for relation

prediction.

Our work borrows from relation prediction methods that exploit the duality between

KG relations and phrases occurring in text (e.g., [35, 54, 101, 102, 103]), except that we

employ strict filters to remove non-relational and ontological patterns [1]. While we use

LMs for prediction and achieve good results, other ranking models from Information

Retrieval and/or other relation prediction models from the field of Information Extrac-

tion could be used for the same purpose. We leave as future work investigating other

scoring models and how they fare in our setting.

We are motivated by the problem of understanding Web tables, widely recognized

as a valuable knowledge source on the Web [82]. The first solution [14] is meant for

search, annotating columns with keywords from an “is-a” database and relationships

between columns with keyphrases frequently occurring with the entities in the table.

On the other hand, by annotating pairs of columns with KG relations that hold over the

respective entities, our method annotates the tables with semantic information. With

our method, the columns can be annotated with the expected (semantic) types for the

relations as per the KG schema.

Recent work on Web table understanding links entities in table cells to KG objects

and pairs of columns with KG relations that hold over them [83, 16, 65, 87]. An

earlier work in this area [83] learns a probabilistic graphical model that collectively

annotates cells with entity identifiers, columns with KG types and pairs of columns

with KG relations, maximizing the joint probability of the assignment. Another idea is

to model each row of the table as a set of (possibly multi-valued) attributes describing

a single entity in the KG [16]; each row of the table is then matched with entities in

DBpedia, taking into account the table headers and how well they match classes in the

DBpedia ontology. Unlike these works, our method does not require linking entities to
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KG objects and, thus, should be less susceptible to KG incompleteness. We validate

this hypothesis experimentally in two ways. First, we use a synthetic benchmark with

facts that are both true and known to be missing from Freebase, DBpedia, and YAGO

(Sec. 5.5), obtained from [18]. Second, we experiment with tables from Wikipedia for

which a state-of-the-art web table annotation tool [17] fails to produce any output

(Sec. 5.5.7). Our evaluation confirms our hypothesis and suggests our method can be

used in conjunction with previous work to lead to better Web table understanding tools.

5.3 Building Language Models

Achieving accurate results in our setting requires LMs derived from a large corpus of

phrases that are relational, grammatical, and frequent (so that they are likely to match

evidence gathered at prediction time). Thus, we use the English subset of ClueWeb09

and the 5 billion annotations provided by Google’s FACC1 corpus,1 indicating which

text spans contain mentions of entities known to Freebase, identified through their m-

ids.

Replacing actual mentions to named entities in the text by their corresponding m-

ids, we arrive at content such as the following:

/m/06mr6 famously starred as /m/06k5xq besides /m/0clpml

Since in Freebase the entities /m/06mr6 (actor Sir Sean Connery) and /m/06k5xq (fic-

tional character Robin Hood) are related through relation film/actor/.../character,

we add the phrase “famously starred as” to the language model of that relation (and

also to the models of all other relations between these entities).

In a nutshell, building LMs boils down to: for every pair of m-ids that belong

to a relation, extracting all phrases connecting those m-ids from the corpus, filtering

uninformative phrases and aggregating the counts accordingly. Next, we explain the

filtering steps we perform to increase the quality of our language models.
1http://lemurproject.org/clueweb09

http://lemurproject.org/clueweb09
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5.3.1 Filtering Phrases

Our goal is to predict relations between pairs of entities such as family and romantic

relationships between people, employment relationships between people and organiza-

tions, and business relationships among organizations. In order to keep our LMs highly

focused we discard generic and uninformative phrases with the help of lightweight nat-

ural language processing tools.

Filtering Uninformative Phrases Not all phrases connecting entities are useful for

relation prediction. For example, in the sentence above, the phrase “famously starred as”

describes an actual relation between the surrounding entities while the phrase “besides”

between /m/06k5xq (Robin Hood) and /m/0clpml (James Bond) does not. To filter out

such noise, we parse the sentences containing pairs of m-ids and check if the phrases

connecting the entities conform to known grammatical patterns that describe binary

relations [1], discarding those that do not. This step eliminates the vast majority of the

phrases but ensures our language models are grammatical and predictive.

Placeholder Generalization We often can (and should) generalize the phrases that

reveal the same relation but differ in some detail. For example, phrases “starred in the

3rd movie of” and “starred in the first movie of” express the same relation, and are

generalized into “starred in the ORD movie of”, where “ORD” stands for any ordinal

Rule Example
A? N ,? Apple new leader Cook
, A? N P A? Cook , new leader of Apple
,? C? S A? N P? A? ,? Apple and its leader Cook
(, W)? A? V A? Cook , who leads Apple
(, W)? A? V A? P A? Apple is led by Cook
(, W)? A? V A? N A? P A? Cook is the leader of Apple

Table 5.1: Rules for relational fragments from [1]. Category A contains a sequence
of adjective, adverb, particle, modal and determiner; N is used to express a sequence
of nouns; V is used for verb sequences; P contains a single preposition; S can be a
possessive pronoun, wh-pronoun or ending; C is coordinating conjunction; W are Wh-
pronoun (“who", “where").
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number. We apply similar generalizations to instances of other common generic types

such dates, distances and numbers. Fig. 5.8 summarizes the placeholders used with the

relative frequency (i.e. number of phrases).

Further Filtering We are not interested in ontological relations that describe class

membership of entities, such as that Sir Sean Connery is an actor and that James Bond

is a fictional character. Other prominent ontological relations concern the ethnicity of

people, the business segment of organizations, etc. Thus, we discard phrases that are

variants of the “is a” pattern, often used in these cases (e.g., “is a British actor” or “was

an American activist”).

5.3.2 Phrase Statistics

We were able to find 19M distinct pairs of m-ids that are connected by a (filtered)

relational phrase in the ClueWeb09 corpus. Only 1.4M of these pairs (8%) belong to

one of the approximately 5K Freebase relations. In total, these 1.4M pairs are related

through 2.36M distinct phrases in the corpus. Although we found some fairly long

phrases, the majority of them are relatively short (4.3 tokens per phrase on average).

As expected, we observed that the distribution of phrases by frequency in the corpus

follows a power-law.

5.3.3 Specializing LMs Based on Type

The Freebase ontology specifies the expected types of the entities that can participate

in any given relation. For example, relation /film/film/subject, that describes the

subject of a movie, has domain /film/film and range /film/film_subject. Although

somewhat informative, these types are fairly generic. For example, the subjects of bio-

graphical movies are people (and thus instances of /people/person), while the subjects

of documentaries can be organizations or locations. Note however, that the LMs for

these different kinds of movies are likely to be very different: the relational phrase “is

the biography of” is appropriate for movies whose subject are people, while “portrays
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Figure 5.5: Histograms of phrase length
(in words) as a function of their support
in our phrase set.
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Figure 5.6: Phrases frequency distribu-
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Global Statistics

annotated pairs of m-ids 19 M
annotated pairs of m-ids related in KG 1.4 M
relations with phrases 2739
distinct phrases 2.36 M

Filtered Models Statistics

relations with at least 200 phrases 500
LMs obtained 1934
filtered phrases 27.7 K

Figure 5.8: Statistics obtained after the
filtering process.

the founding of” is suitable for movies about organizations. In order to account for such

nuances, we partition the phrases associated with each relation based on generic entity

types that can be inferred automatically by typical NER systems2, and are available in

Freebase as /people/person, /organization/organization, and /location/location. A

catch-all “misc” type is used for all the other entities. This results in each FB relation

having up to 16 different LMs, one for each possible combination of types. Fig. 5.7

shows the distribution of relations by the number of type signatures they have.

5.3.4 Model Statistics

In the end, of the 4819 relations in Freebase, we are able to build models for 2739. For

the purposes of the evaluations reported here, we experimented only with those relations

for which we could find at least 200 distinct phrases. This corresponds to 500 relations

and 1934 different models (on average 3.78 LMs per relation, based on the combination
2Person (PER), Location (LOC), Organization (ORG), and Miscellaneous (MISC) as defined

by Stanford NER [104].
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of NER types). Fig. 5.8 summarizes statistics about the number of language models we

derived from ClueWeb09, and those we use in our experimentation.

5.4 Relation Ranking

This section gives details the steps involved in relation ranking.

5.4.1 Gathering Evidence from the Web

Given an entity pair xs1, o1y, we perform a Web search looking for sentences mentioning

both entities in the given order. For the purposes of this paper, we collected sentences

from snippets returned by Google, saving time and bandwidth. The actual scoring of

relations is done on relational phrases, extracted from the snippets, that match those

used to build the language models. That is, we process the snippets in the same way

described in Sec. 5.3.1. If multiple relational phrases are found in the same snippet our

system uses all of them. Also, we attempt to minimize the effects of geo-localization

and personalization in Google searches by periodically obtaining a new IP address via

a Private Virtual Network service. Of course, our system is not restricted to Google.

In fact, a local index of a large Web crawl (e.g., ClueWeb or the Web commons crawl)

could be used instead of Google for this step.

We compare two strategies for matching phrases: exact matching (equality) and

shallow approximate matching, which works as follows. Given a span of text we find

candidate phrases using n-grams at character level (3-grams) and then we score them

using a Fuzzy Jaccard Similarity [90] that takes into account fuzzy matchings between

the individual words3. The approximate match comes with a clear precision and recall

trade-off: it introduces noise but results in more phrases being matched. For example,

the text “filmed entirely in” in a Web search snippet could match phrases “was filmed

in” and “were filmed by”, belonging to different LMs. We investigate this trade-off and
3We use Jaro-Winkler similarity with a threshold of 0.9.
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confirm in the experimental evaluation that approximate matching generally improves

the quality of the rankings.

5.4.2 Ranking for Individual Entity Pairs

As mentioned in Sec. 5.1.2, we take an IR approach to rank KG relations based on

their relevance for an entity pair. To recap the notation and avoid confusion, each

“document” D corresponds to a KG relation and a “query” Q corresponds to relational

phrases connecting entities obtained through a Web search. Given an entity pair xsi, oiy,

we denote by apxsi, oiyq the ranking of all documents for the query resulting from that

pair, computed according to a scorep¨, ¨q function (explained below).

Query Likelihood Scoring The query likelihood retrieval model assumes that the

query terms are samples drawn from a LM derived from a document. Formally, given

query Q and document D, from which a model θD is derived, we rank the documents

by decreasing score, defined as:

scorepQ,Dq “ P pQ|θDq.

Many approaches have been used for estimating P pQ|θDq. We start with the robust

multinomial language model, which assumes that terms are generated independently,

and avoid overfitting with interpolation (i.e., Jelinek-Mercer smoothing) [91]. More

precisely, let C be a document containing all the phrases and S the set of phrases.

Then:

scorepQ,Dq “
ź

pPS

P pp|θDq
cpp,Qq (5.1)

where:
P pp|θDq “ λP pp|Dq ` p1´ λqP pp|Cq (5.2)

P pp|Dq “
cpp,Dq

|D|
and P pp|Cq “

cpp, Cq

|C|
(5.3)

Above, cpp, ¨q denotes the frequency of phrase p in the query Q, document D or

corpus C. We call this ranking approach PLM, for Phrase Language Model in the

experimental evaluation.
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We set λ “ 0.9 experimentally.

Disjunctive Gate Scoring The query likelihood approach uses a conjunctive gate

to combine evidence from multiple phrases while predicting the likelihood of a relation:

a model that cannot generate most phrases in the query is unlikely to rank high. In

our setting, this is often an overkill. For example, one can be reasonably certain that

the relation /film/film/featured_film_locations holds for a pair of entities connected

by the phrase “was filmed in”. An implicit assumption here is that the frequency of the

phrases used to build the LMs and the queries is a good proxy for how reliable they

are. While this seems reasonable at Web scale, one could take the trustworthiness of

the sources [8] into account, e.g., via re-ranking or by a priori filtering.

To allow for more permissive predictions we calculate the score of each relation

interpolating its prior and its posterior probability conditioned by every single phrase

in the query. We aggregate the posterior of each phrase using a “noisy-OR” gate [105]:

scorepQ,Dq “ β P pD|p1, ..., pQq ` p1´ βqP pDq (5.4)

where:

P pD|p1, ..., pQq “ 1´
ź

pPQ

p1´ P pD|pqq (5.5)

P pD|pq “
cpp,Dq

ř

lPL cpp,Dlq
(5.6)

A “noisy-OR” gate combines evidence differently from the standard PLM: a relation

scores high if the query contains any of the high frequency phrases associated with that

relation. We call this ranking approach Noisy OR in the experimental evaluation.

As λ for the standard model, β is a coefficient to control the amount of smoothing.

We set it experimentally to β “ 0.8.

5.4.3 Ranking for Multiple Pairs

We now move on to the general form of the problem which applies to a set of entity

pairs xs1, o1y, . . . , xsn, ony, e.g., coming from different rows of the same table, and in
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which we need to rank KG relations in some aggregate form. We consider two ways

of producing an aggregate ranking. The first is a global approach where we merge the

results of the Web searches for each individual pair into a single query, used to rank

all KG relations, while the second is a local aggregation approach, where we score KG

relations by merging the individual rankings obtained for each pair separately.

Global Aggregation In this aggregation approach we build a query Q1 containing

all phrases in each Qi derived from entity pair xsi, oiy, with the appropriate phrase

counts, and obtain a single ranking using Eq. 5.1 or Eq. 5.4 to produce the final answer,

depending on the scoring model used.

Local Aggregation In this approach we first rank all relations for each of the entity

pairs, and combine these rankings to score the relations. Let ai “ apxsi, oiyq be the

ranking obtained for entity pair xsi, oiy, computed according to Eq. 5.1 or Eq. 5.4

depending on the scoring model:

a1 “ apxs1, o1yq “ ra11 , r
a1
2 , . . . , r

a1
k...

an “ apxsn, onyq “ ran1 , ran2 , . . . , ranj

The local aggregated score of a relation is its mean (inverse) rank across all individual

rankings:

aggscoreprq “
1

n

ÿ

ai

1

rankpr, aiq
(5.7)

In this way, a relation that ranks high for a large number of pairs will have a higher

score and rank high for the set of entity pairs.

5.5 Experiments

We now report on an experimental evaluation of the LM-based relation ranking approach

to show it does not suffer from the KG incompleteness problem and, thus, can be a

viable alternative to Entity Linking (EL) approaches. To do that, we experiment first
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on two corpora of facts involving pairs of in-KG entities, comprising 9 relations from the

person domain (Tab. 5.2 shows the relations). The first corpus, called LectorFacts,

consists of facts known to be missing from DBpedia and Freebase. The second corpus,

called KGFacts, comprises the same relations as LectorFacts, but with facts that

are present in both DBpedia and Freebase. With these two corpora, we can simulate

the scenarios where EL methods should work (KGFacts) and the scenario where they

would not (LectorFacts). We thoroughly evaluate our system both with individual

pairs of entities (Sec. 5.5.1) and also with sets of pairs (Sec. 5.5.2) as input, under a

variety of scenarios. Then, to further illustrate the KG incompleteness issue, we evaluate

our approach on pairs of columns from Wikipedia tables mixing in-KG and out-of-KG

entities but for which a state-of-the-art EL method, T2K Match [16, 58, 17], fails to

identify the correct relations (Sec. 5.5.7).

For the experiments reported here, we trained our method was to predict 500 dif-

ferent Freebase relations (recall Sec. 5.3.4) and used Google for the Web search step.

Statistics about LectorFacts and KGFacts To the best of our knowledge,

no previous benchmark for Web table understanding considers the case where KG in-

completeness prevents an EL approach to predict a good relation even when all entities

are in the KG. Therefore, we rely on the only corpus of facts known to be missing from

mainstream and publicly available KGs [18]4, and call it LectorFacts here. We re-

strict our evaluation to the 9 non-ontological relations in the original corpus5, and use

50 facts (i.e., entity-pairs) from each relation. For the sake of comparison, we created

a similar benchmark, KGFacts, by randomly picking 50 entity pairs from each of the

relations in LectorFacts, among those pairs that appear in both DBpedia and Free-

base. In a sense, these two benchmarks complement each other: facts from KGFacts

concern prominent pairs of entities and generate more hits on a Web search. As shown

in Tab. 5.2, on average, we are able to obtain twice as many hits (the “sent.” column in
4Available at: http://downloads.dbpedia.org/2016-04/ext/lector_facts/
5people/person/nationality, people/person/religion and

people/person/ethnicity are ontological relations and thus ignored.

http://downloads.dbpedia.org/2016-04/ext/lector_facts/
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the table) on that corpus compared to LectorFacts. The two columns under “phrase”

in the table show the (average) number of relational phrases (i.e., the ones used to build

the LMs) that match the sentences returned by the Web search. These phrases are

used (as queries) to predict the relations in our approach. We experiment with exact

and approximate matching of sentences and relational phrases. For clarity, all results

reported use exact matching, except those in Sec. 5.5.3.

Metrics Given a set I “ txs1, o1y, . . . , xsn, onyu of subject-object entity pairs we have

only one correct answer (the pairs are labeled with a single relation). In order to evaluate

the ranking produced by the system we use the reciprocal rank [106] that corresponds

to the multiplicative inverse of the rank of the correct relation. More precisely, let

apIq “ r1, . . . , rk be the response of a prediction for the input pairs I in which relations

are given in decreasing order of relevance, and let truthpIq be the ground truth relation

for I, the reciprocalrank pa, Iq is:

reciprocalrank pa, Iq “
k

ÿ

i“1

1ptruthpIq “ arisq

i
(5.8)

where 1p¨q is the indicator function (returns 1 if the condition appearing as its argument

holds, 0 otherwise) and aris is the relation in position i in the ranking. Note that the

metric implicitly takes recall into account. Indeed if the system does not predict any

ranking or the correct relation is not present the reciprocal rank is 0. Finally, we use

the Mean Reciprocal Ranking (MRR) [106] to evaluate the results of multiple input sets

I “ I1, ..., In:

MRRpIq “ 1

|I|
ÿ

IjPI
reciprocalrank pa, Ijq (5.9)

5.5.1 MRR on Individual Entity Pairs

Fig. 5.9 shows the MRRpIq, per relation, obtained on predicting the relation for each

of the 50 pairs individually. As expected, relation prediction on KGFacts is eas-

ier than on LectorFacts regardless of the ranking model. Quantitatively speaking,
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Relation
LectorFacts KGFacts

sent. phrase sent. phrase

ex. ap. ex. ap.

people/person/parents 39.5 2.8 4.9 93.5 8.6 16.6
people/person/education 22.3 1.3 2.2 113.3 8.6 16.8
sports/pro_athlete/teams 61.4 3.5 6.3 131.4 17.3 29.9
people/person/place_of_death 55.1 1.5 3.3 126.3 10.9 21.5
government/politician/party 37.7 1.6 2.5 102.8 11.0 21.9
people/person/place_of_birth 54.2 2.5 4.4 119.9 9.7 18.5
award/award_winner/awards_won 58.1 2.7 6.1 94.2 8.2 15.0
people/person/spouse 49.0 2.7 5.5 84.2 8.5 15.4
people/person/children 43.2 2.0 4.1 82.0 7.1 14.2

Mean 46.7 2.3 4.4 105.3 10.0 18.9

Table 5.2: Mean number of sentences retrieved from the Web search and corresponding
number of matching phrases obtained with the exact and the approximate method.
Each relation consists of 50 entity pairs.

Noisy OR was 20% more effective than PLM on the KGFacts corpus (MRR of 0.64

and 0.53, respectively), and 31% more effective on LectorFacts (MRR of 0.46 and

0.35, respectively). This can be explained by the larger number of relational phrases

that can be obtained with pairs of entities in KGFacts (recall Tab. 5.2). Looking

at the MRR results across relations, one can see that some relations are harder to

predict than others. This is explained by the ambiguity of the phrases in some lan-

guage models, as shown by the snippets exampled in Table 5.3. For example, “is the

daughter of” is almost exclusively used in people/person/parents (5.3(c)). Similarly,

descriptive phrases like “won the” and “was awarded the” are strongly associated with

award/award_winner/awards_won (5.3(g)). Other relations are expressed through generic

phrases that can only be interpreted in context, such as “leader of the”, “led the” or “left

the” which appear in the models of .../person/employment, .../politician/party or

.../pro_athlete/teams.

It should be noted that the difficulties of dealing with ambiguity are more pro-

nounced because the system evaluated here is configured to predict 500 different rela-

tions from all Freebase domains. Much better results are to be expected if one learns

models for domain-specific relations.
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(a) Ranking relations on LectorFacts
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(b) Ranking relations on KGFacts

Figure 5.9: Single-pairs experiment on both the ground truths and the models. All the
results are provided matching the phrases exactly.

5.5.2 MRR on Multiple Pairs

Fig. 5.10 shows the MRR for each combination of: corpus (LectorFacts and KG-

Facts), scoring model (Noisy OR and PLM), and method for combining evidence

(local aggregation and global query), when considering multiple entity pairs. We vary

the size of the input set from 3 to 20 pairs, and each plot is the average of 10 different

samples. We cap the size to 20 pairs as previous work has reported that this is the

average number of rows found in real Web Tables [58]. Several general observations are

possible from the figure: (1) using multiple pairs for relation ranking has a significant

positive impact on MRR; (2) aggregating pairwise rankings is more robust, regardless of

scoring model; and (3) Noisy OR generally outperforms the standard language model

PLM. Next, we discuss these findings in more detail.

More Entity Pairs is Better Unsurprisingly, the more entity pairs we use, the

higher the MRR. To quantify this, the highest MRR achieved with individual pairs was

0.64, obtained with the Noisy OR on KGFacts. Testing the same model on the same

corpus with local aggregation, we achieve MRR of 0.84 using 3 pairs and 0.98 using

20 pairs, corresponding to improvements of 31% and 53%, respectively. Looking at

LectorFacts with Noisy OR and local aggregation, even more pronounced gains are
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(a) sports/pro_athlete/teams

phrase P pp|Dq

playing for 0.0483
playing at 0.0240

gave 0.0152
led the 0.0120
joined 0.0115
put 0.0092

has joined 0.0062
scored for 0.0059

... ...

(b) people/person/place_of_birth

phrase P pp|Dq

was born in 0.4103
a native of 0.0347
grew up in 0.0178
was born at 0.0158

who was born in 0.0126
left 0.0071

s hometown of 0.0067
is from 0.0063

... ...

(c) people/person/parents

phrase P pp|Dq

son of 0.1335
the son of 0.1257
s father 0.0931

daughter of 0.0667
s mother 0.0589

is the daughter of 0.0392
was the son of 0.0361

was the firstborn of 0.0141
... ...

(d) people/person/education

phrase P pp|Dq

graduated from 0.0692
attended 0.0685

attended the 0.0336
graduated from the 0.0298
is a graduate of 0.0216
studied at the 0.0186
was educated at 0.0184

entered 0.0161
... ...

(e) people/person/children

phrase P pp|Dq

s son 0.1726
begat 0.1249

s daughter 0.0738
blessed 0.0437

the father of 0.0308
father of 0.0197

became the father of 0.0191
the mother of 0.0167

... ...

(f) people/person/place_of_death

phrase P pp|Dq

died in 0.0784
was born in 0.0509
moved to 0.0318
returned to 0.0316
bishop of 0.0112
died at 0.0107
lived in 0.0105

was assassinated in 0.0103
... ...

(g) award/award_winner/awards_won

phrase P pp|Dq

won the 0.1555
was awarded the 0.1244

received the 0.0795
who won the 0.0319
winner of the 0.0235

won 0.0205
shared the 0.0160

was honored with the 0.0147
... ...

(h) government/politician/party

phrase P pp|Dq

leader of the 0.0321
the leader of the 0.0158

won the 0.0140
said the 0.0097

has written a letter to 0.0094
joined the 0.0087
head of the 0.0081

s speech to the 0.0073
... ...

(i) people/person/spouse

phrase P pp|Dq

married 0.1017
s wife 0.0838

s husband 0.0344
wife of 0.0271
met 0.0172

s marriage to 0.0162
the wife of 0.0147

is married to 0.0141
... ...

Table 5.3: Snippets of LMs for the relations of interest in the evaluation.

evident: 43% with 3 pairs and 89% with 20 pairs. The highest MRR are obtained with

20 entity pairs and the Noisy OR model: 0.98 on KGFacts with local aggregation, and

0.91 on LectorFacts with global queries. We conjecture on this discrepancy below.

These results underscore the high potential of our method for Web table understanding,

where predictions are made on multiple entity pairs, and not just one.

To see how multiple pairs help relation scoring, suppose the input is a table with

soccer players and the teams they played for. If we are given just the pair x"Luis

Enrique","FC Barcelona"y, we will not be able to discern whether .../pro_athlete/teams
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(d) Global on KGFacts

Figure 5.10: MRR on sets of entity pairs.

or soccer/.../manager should rank higher as both relations apply to that pair. How-

ever, if the input also contains another pair like x"Neymar Jr.","Paris St Germain"y,

we will be much more likely to predict .../pro_athlete/teams. In other words, the

ambiguity of the input reduces with more pairs, as expected.

Local Aggregation is More Robust When it comes to the local aggregation of

multiple pairwise predictions versus a single prediction using a global query formed by

grouping all sentences from the Web searches, there seems to be a dependence on the

actual number of phrases that are used: with a small number of phrases (e.g., as in

LectorFacts), it is better to use the global approach while with many phrases it

is much better to use the local aggregation. Using the AUC of the plots in Fig. 5.10

as a proxy, we can quantify this argument: for LectorFacts, the global approach is
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Figure 5.11: Detailed trend of Noisy OR on KGFacts for three specific relations
considering local aggregation (dotted lines) and global (solid lines).

superior by 4% (Fig. 5.10(a) and (c)) while for KGFacts the local aggregation is better

by 7% (Fig. 5.10(b) and (d)). As a matter of fact, the global aggregation method gets

worse on KGFacts as more entity pairs are used. In Fig. 5.11 we report the specific

results obtained from a local (dashed line) and global (solid line) aggregation for three

different relations. The trend is similar for all the three cases: with more pairs there are

more (and more diverse) sentences, which leads to the global query to lose focus. For

example, looking at some entity pairs in relation people/person/education we can find

phrases such as “who became president of”, “is the co founder of” or “played football

at” that are associated (sometimes very strongly) with many relations. The problem

is more evident with the Noisy OR model as it does not take phrase frequency into

account and thus does not have any way of weighing importance of the phrases in the

query. To verify this hypothesis, we pruned all but the 5 most frequent phrases in the

queries used in Fig. 5.10(d), and scored these pruned queries with Noisy OR, resulting

in a 5% improvement.

Noisy OR is Better A comparison of the AUC of the plots in Fig. 5.10 reveals that

scoring with Noisy OR is generally superior to that with PLM. In quantitative terms,

the relative improvements can be as high as 24% (see Fig. 5.10(a)) and considering all

the configurations Noisy OR obtains a relative gains of 20% over PLM. In conclusion,

a Noisy OR scoring model is very robust if applied with a local aggregation approach

independently from the popularity of the entities involved.
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(d) Noisy OR on KGFacts

Figure 5.12: Approximate (dashed lines) versus exact (solid lines) matching on multiple
entity pairs with local aggregation.

5.5.3 Matching Phrases Approximately

All results shown so far were obtained by exactly matching sentences from the Web

search against relational phrases in the LMs (to form the queries used for relation

ranking). Because exact matching leads to low hit counts (sometimes, even empty

queries), we experimented with alternative ways of approximately matching sentences

to relational phrases, settling for the scheme described in Sec. 5.4.1. Fig. 5.12 shows

that approximate matching (dashed line) generally improves on exact matching (solid

line). For clarity, we show the results with local aggregation only. In quantitative

terms, comparing the AUC of the plots, we observe the biggest improvement (19%) for

the PLM scoring. This improvement can be attributed to the fact that approximate

matching doubles the number of hits as shown in Tab. 5.2 (see the phrase columns).
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It is worth noting that approximate matching closes the gap in MRR between KG-

Facts and LectorFacts considerably. Comparing the AUC between plots, the best

setting for KGFacts (Noisy OR with local aggregation and exact phrase matching)

is only 6% superior to the best setting for LectorFacts (Noisy OR with local aggre-

gation and approximate phrase matching).

5.5.4 Specializing LMs

We report an experiment to show the advantages derived from creating multiple lan-

guage models for each KG relation. Indeed, as described in in Sec. 5.3.3, we specialize

the LMs on possible different pairs of NER types creating multiple LMs to represent

the same relation. In particular, we created 1934 LMs to represent 500 KG relations

(Fig. 5.7). Fig. 5.13 compares the results that we have obtained on KGFacts with the

configurations described so far (1934 LMs) with the results that we would have obtained

using a single language model for each relation (500 LMs). Specializing the LMs im-

proves the system in all its configurations. In particular, the difference is not high when

the query is very focused, as in the local aggregation approach (Fig. 5.13(a)), especially

if we are using Noisy OR, a model that is driven by a few significant phrases. The

main advantages arise when the query misses its focus as shown in Fig. 5.13(d) with

a global aggregation and PLM. In this case, when we increase the number of pairs we

create ambiguous queries, so that having multiple LMs that describe the same relations

helps the system in avoid wrong predictions.

5.5.5 Pruning LMs

While our concern in this work is effectiveness, we report on a brief experiment on

the natural trade-off between the LM sizes, inference time and accuracy. Tab. 5.4

shows the MRR and the inference time of the two models on samples of 20 pairs from

LectorFacts for different values of the minimum support (F in the table) required for

a phrase to be used in any language model6. Unsurprisingly, increasing the minimum
6For clarity, all other results reported here are on LMs with F =1.
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Figure 5.13: Accuracy obtained by specializing the LMs on different combinations of
type (solid lines) versus using a single LM for each relation (dashed lines).

support leads to fewer and smaller models, and, consequently: a drop in MRR, and

a drop in inference time. For the Noisy OR scoring model, however, the trade-off is

quite favorable: with F =100 there is no drop in MRR while the inference time is cut in

half. This is easily explained by the power-law distribution of phrases in the ClueWeb09

corpus (Sec. 5.3.2) and the fact Noisy OR relies on phrases that are strongly associated

with a relation, which inevitably ignores phrases with low support.

5.5.6 Towards Practical Tools

The observations in the experiments above indicate that the LM-based relation rank-

ing can perform well enough to be useful in practice. Moreover, they indicate that a

configuration of Noisy OR with local aggregation and approximate sentence matching
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F
PLM Noisy OR

MRR time (ms) MRR time (ms)

1 0.71 230.0 ˘11.1 0.88 78.5 ˘11.0

10 0.70 180.5 ˘ 3.5 0.87 78.1 ˘ 7.1

100 0.55 178.1 ˘ 4.6 0.88 44.1 ˘ 2.0

1000 0.14 167.4 ˘ 3.5 0.85 39.1 ˘ 1.3

Table 5.4: MRR and inference time versus minimum phrase support (F).

to be very robust. One possible tuning would be to use the global query approach if

the number of sentences returned by the Web search is below an application specific

threshold.

5.5.7 Towards Web Table Understanding

We now report on a preliminary experiment to show that relation prediction with LMs

can be a viable alternative to Entity Linking (EL) for Web Table Understanding. While

EL methods fail on tables with entity pairs from LectorFacts, even though they

concern in-KG entities, the issue is not artificially introduced by that benchmark. To

show this, we collected actual Wikipedia tables containing in-KG and out-of-KG entities

and facts from different domains and for which even the state-of-the-art EL method T2K

Match [16, 58, 17] fails. Since an independent benchmark for this task is lacking, we

manually extracted 80 pairs of columns from 65 different Wikipedia tables, for which

T2K Match was unable to assign a relation. These pairs cover a range of topics and

relations beyond LectorFacts, including geography, sports, actors and directors of

movies and TV shows, among others. The average number of entity pairs in this test

was 31. The average number of sentences retrieved by the Web search is 39. We tested

our method with these 80 pairs and manually evaluated the results to determine if the

predicted relations were appropriate. 7

7All data used for this experiment, including the top-3 relations produced
by each of our methods, can be found at https://ln.sync.com/dl/b7e5a9f40#
rfyp47tn-irz5dvhn-bwmn58kr-cetrhxmj

https://ln.sync.com/dl/b7e5a9f40#rfyp47tn-irz5dvhn-bwmn58kr-cetrhxmj
https://ln.sync.com/dl/b7e5a9f40#rfyp47tn-irz5dvhn-bwmn58kr-cetrhxmj
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EPG EPL ENG ENL APG APL ANG ANL

35 38 43 49 32 41 28 52

Table 5.5: Relations correctly predicted (out of 80) on Web Table Understanding for
different combinations of phrase matching (A-approximate, E-exact), model (N-Noisy
OR, P-PLM) and aggregation approach (L-local, G-global).

We evaluate the results using precision@1 (1 if the first relation in the output ranking

is correct, 0 otherwise) of each pair. Tab. 5.5 shows the number of entity pairs for which

the top ranked relation was judged appropriate, for different configurations. The best

results (52 relations out of 80) are obtained with approximate matching (A), using the

Noisy OR score model (N) and locally aggregating the multiple pairs (L), which is also

the best configuration on LectorFacts. Developing a proper benchmark for this task

is non-trivial and important future work for this area.

5.6 Re-ranking with Entity Types

From the experimental evaluation it is clear that handling an high number of relations

is one of the main challenges for our approach. A possible improvement would be to

introduce the types of the entities in the prediction, which can help in differentiate

possible overlap between LMs of different relations because of ambiguity in natural

language. For example, the relational phrase “joined” applies to a person being drafted

by a sports team or being hired by a company. In such cases, knowing the types of the

input entities can go a long way in deciding which relations are more likely to apply,

through strict filtering or a less drastic re-ranking step.

We report here some preliminary results that we obtain introducing a further re-

ranking step. Essentially, after the prediction we re-rank the ranking of relations con-

sidering the similarity between the types of the input entities (xsi, oiy) and the expected

types for the relations. Indeed, relations in Freebase are defined between a pairs of

expected fine-grained types which express the entities that can participate: for exam-

ple the relation sports/athlete/team is used to link an athlete (sports/athlete) to his
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Figure 5.14: Introducing a re-ranking step.

team (sports/team).

5.6.1 Re-ranking Based on NER Types

Understanding the fine-grained types of a list of given entities is still an open prob-

lem [107, 108] and for this reason we provide an exploratory experiment that is based

on using traditional NER types (person, location, organization and miscellaneous) that

can be obtained from state-of-the-art NER tools such as Stanford NER [104]. Since some

of the entity types can be expressed with multiple NER types (e.g. /award/award_winner

most of the times a person, but sometimes an organization) we embed every Freebase

type into a four-features vector, by associating the NER types of all the annotated

pairs of entities from ClueWeb09 (see Sec. 5.3) with their specific fine-grained Freebase

types. Let ~rs and ~ro denote the embeddings of the expected types for the subject and

the object entities for relation r.

At prediction time, we also apply Stanford NER to the sentences returned by the

Web search for each entity pair in the input (Fig. 5.14). Aggregating the relative

frequencies for each of the base types across all sentences, we obtain two feature vectors:
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~qs, for the subject entities, and ~qo, for the object entities in the input entity pairs.

Re-ranking is then done based on the cosine similarity of the respective vectors. In

particular, let a “ r1, . . . , rk be a ranking of the KG relations obtained according to any

combination of the approaches discussed earlier (local or global, PLM or Noisy OR).

The final ranking of each relation is produced as:

rank 1prq “
1

rankpa, rq
¨ cosp~rs, ~qsq ¨ cosp~ro, ~qoq. (5.10)

5.6.2 Preliminary Results

The plots in Fig. 5.10 show the impact of using re-ranking: the solid lines correspond

to the MRR before re-ranking (they are the same showed previously) while the dashed

lines represent the MRR after the re-ranking. A visual inspection shows that MRR

improves after re-ranking (since the solid lines are always above the dashed lines).

As discussed before, the highest MRR achieved for predicting relations using indi-

vidual pairs was 0.64, obtained for the Noisy OR on KGFacts (Fig. 5.9). When we

query the system using 3 entity pairs (of the same corpus) we achieve MRR of 0.84 with

the same model using a local aggregation (Fig. 5.10b or Fig. 5.15a) and 0.93 introducing

a further re-ranking based on NER type (Fig. 5.15a), which represent improvements of

31% and 45%, respectively. Comparing the AUC for each plot in the figure and found

that the re-ranking step can lead to a relative improvement up to 20%, as in the plot

in Fig. 5.15f. On average across all tested settings, re-ranking improved MRR by 9%.

5.7 Conclusion

In this chapter we described a possible solution to the problem of predicting relations

from a Knowledge Graph that hold over relational data found on the Web, such as

tables, structured lists, CSV/TSV files, among others. The methods described here fill

a gap left by text-based Information Extraction tools and overcome the main obstacle

of table understanding methods relying on linking entities to objects in the graph.



Chapter 5. Towards Annotating Relational Data on the Web 105

● ●
● ●

●
●

●

●
● ●

● ●

●
●

●

●

0.4

0.6

0.8

1.0

3 5 10 20
Size (#pairs)

M
R

R

after reranking
before reranking

(a) KGFacts, local agg. and Noisy OR

0.4

0.6

0.8

1.0

3 5 10 20
Size (#pairs)

M
R

R

after reranking
before reranking

(b) KGFacts, local agg. and PLM

● ●
●

●

● ●

●

●

● ●
●

●

●
●

●

●

0.4

0.6

0.8

1.0

3 5 10 20
Size (#pairs)

M
R

R

after reranking
before reranking

(c) KGFacts, global agg. and Noisy OR

0.4

0.6

0.8

1.0

3 5 10 20
Size (#pairs)

M
R

R

after reranking
before reranking

(d) KGFacts, global agg. and PLM

●

●
●

●

●

● ●

●

●

●
●

●

●

● ●

●

0.4

0.6

0.8

1.0

3 5 10 20
Size (#pairs)

M
R

R

after reranking
before reranking

(e) LectorFacts, local agg. and Noisy OR

0.4

0.6

0.8

1.0

3 5 10 20
Size (#pairs)

M
R

R

after reranking
before reranking

(f) LectorFacts, local agg. and PLM

●

●

●
●

●

●
●

●

●

●

●
●

●

●

●

●

0.4

0.6

0.8

1.0

3 5 10 20
Size (#pairs)

M
R

R

after reranking
before reranking

(g) LectorFacts, global agg. and Noisy OR

0.4

0.6

0.8

1.0

3 5 10 20
Size (#pairs)

M
R

R

after reranking
before reranking

(h) LectorFacts, global agg. and PLM

Figure 5.15: Comparison between accuracy obtained from all the models and ground-
truth before re-ranking (solid lines) and after re-ranking (dashed lines).
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Our approach borrows from Information Retrieval and Information Extraction work

and uses generative language models to represent the relations in a KG with relational

phrases, extracted from a Web-scale corpus of independently annotated text using the

state-of-the-art in Open Information Extraction to filter out noise. Thus, relation pre-

diction is done by ranking the respective models based on how likely they are to generate

the phrases on the Web that connect the entities given as input. We evaluate different

approaches for model ranking and for aggregating evidence to predict relations for a set

of entity pairs. We also include some preliminary results to show how understanding

the entity types can improve the overall approach and further evaluations with other

standard ranking approaches are left for future work.

Finally, the experimental evaluation is designed to stress the issues caused by KG

incompleteness, a limiting factor of the most related previous work. The encouraging

results indicate the method overcome the KG incompleteness issue and that its accuracy

is high enough to suggest it can be successfully applied on tasks such as KG construction

and augmentation.



Chapter 6

Conclusion and Future Work

Knowledge on the Web is increasingly organized in so-called Knowledge Graphs (KGs),

structured repositories that represent real world entities together with their semantic

relationships in a graphical form. They cover many millions of entities with billions

of facts and thousands of predicates. However, despite this impressive size, none of

such KGs can be considered complete. In fact, while most of the existing KGs such as

DBpedia, YAGO and Wikidata are semi-automatically extracted from the structured

parts of Wikipedia, a majority of the published information still is inaccessible to these

tools because encoded in the form of natural-language text only.

Many information extraction efforts are increasingly focusing on natural language

as their primary source of extraction. The main goal is to turn textual information

into a graphical form that can be queried or used to augment the content of existing

KGs. To do so, the main challenge is to align the natural language to the schema of

the KG. This thesis focuses exactly on this topic by investigating possible approaches

to associate natural language text with relations of an existing KG, and use them to

augment the KG with missing information.

We described Lector, a very effective method to augment state-of-the-art KGs with

millions of accurate facts extracted from the text of Wikipedia articles. The approach

relies on facts that are already present in a KG to select the appropriate typed textual

107
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patterns used to express the corresponding relations in natural language. Our evaluation

reveals that Lector produces over 1,8 M facts that are new to Freebase, YAGO, and

DBpedia. Our results show that Lector can augment these KGs by as much as 10%,

which is significant given that all such KGs are mature, resulting from 10 or more years

of work now.

We described Stup, an approach that can be used to predict relations from a KG

that hold over relational data found on the Web, such as tables, structured lists, among

others. The approach uses generative language models to represent the relations in a KG

with relational phrases, extracted from a Web-scale corpus of independently annotated

text using the state-of-the-art in Open Information Extraction to filter out noise. Thus,

relation prediction is done by ranking the respective models based on how likely they

are to generate the phrases on the Web that connect the entities given as input. The

experimental evaluation designed to stress the issues caused by KG incompleteness, a

limiting factor of the most related previous work and the encouraging results indicate

the method overcome the limits of existing approaches.

In both the projects we provide extensive evaluations and the high accuracy ob-

tained suggests that they can be successfully applied on tasks such as KG construction

and augmentation. After the success in the 2017 DBpedia TextExt Challenge, Lector

will be integrated as part of the DBpedia core dataset. For the future, we have several

directions on the general framework. For example, investigating more sophisticated

NLP solutions for processing the text or generalize the patterns, always taking into ac-

count the multilingual perspective of the extraction tool. For Stup, an immediate line

of future work consists in integrating the approach it into a self-contained Web Tables

Understanding framework, through the process described by state-of-the-art tools. In

terms of improving the methods, a primary target would be to extend the set of features

used for relation re-ranking, possibly exploring word embedding models. Another inter-

esting direction would extending our models to handle property relations that associate

entities with literals and more complex relations.
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However, an evidence resulting from both the projects is that there are many cases

in which the natural language can not be aligned properly to the canonical schema of

an existing KG, as many predicates are completely missing, or even too complex to be

modelled. Since a very strict schema is not completely necessary in many KG applica-

tions, more open ended solutions in knowledge extraction are ready to be investigated.

Thus, a natural evolution of this work will be to consider the possibility to exploit a

larger variety of non canonicalized relations in capturing information from the same

unstructured sources.
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